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Abstract: In the context of remotely sensed data analysis, a crucial problem is repre-
sented by the need to develop accurate models for the statistics of the pixel intensities. In
the current research report, we address the problem of parametric probability density func-
tion (PDF) estimation in the context of Synthetic Aperture Radar (SAR) amplitude data
analysis. Specifically, several theoretical and heuristic models for the PDFs of SAR data have
been proposed in the literature, and have been proved to be effective for different land-cover
typologies, thus making the choice of a single optimal SAR parametric PDF a hard task. In
thia report, an innovative estimation algorithm is proposed, which addresses this problem by
adopting a finite mixture model (FMM) for the amplitude PDF, with mixture components
belonging to a given dictionary of SAR-specific PDFs. The proposed method automati-
cally integrates the procedures of selection of the optimal model for each component, of
parameter estimation, and of optimization of the number of components, by combining the
Stochastic Expectation Maximization (SEM) iterative methodology and the recently pro-
posed “method-of-log-cumulants” (MoLC) for parametric PDF estimation for non-negative
random variables. Experimental results on several real SAR images are presented, showing
the proposed method is accurately modelling the statistics of SAR amplitude data.

Key-words: Synthetic Aperture Radar (SAR) images, probability density function esti-
mation, parametric estimation, finite mixture models, Stochastic Expectation Maximization
(SEM).

* Dept. of Biophysical and Electronic Engineering (DIBE), University of Genoa, Via Opera Pia 11a,
1-16145, Genoa (Italy), e-mail: gemini@dibe.unige.it.

T Projet Ariana, UR INRIA Sophia Antipolis, 2004, Route des Lucioles, B.P.93, FR-06902, Sophia
Antipolis Cedex (France), e-mail: Josiane.Zerubia@sophia.inria.fr.

f Dept. of Biophysical and Electronic Engineering (DIBE), University of Genoa, Via Opera Pia 1la,
1-16145, Genoa (Italy), e-mail: vulcano@dibe.unige.it.

Unité de recherche INRIA Sophia Antipolis

2004, route des Lucioles, BP 93, 06902 Sophia Antipolis Cedex (France)
Téléphone : +33 4 92 38 77 77 — Télécopie : +33 4 92 38 77 65



Estimation de la densité de probabilité de I’amplitude
d’une image radar RSO via un algorithme SEM en
utilisant un dictionnaire

Résumé : En télédetection, un probléme vital est le besoin de développer des modéles pré-
cis pour représenter les statistiques des intensités des images. Dans ce rapport de recherche,
nous traitons le probléme de I’estimation de la densité de probabilité de I’amplitude d’une
image de type Radar & Synthése d’Ouverture (RSO). Plusieurs modeéles théoriques ou heu-
ristiques, ultilisés pour représenter I’amplitude d’un signal du type RSO, ont été proposés
dans la littérature et ce sont révelés étre efficaces pour différentes types de classes dans le
contexte des cartes d’occupation des sols, rendant ainsi difficile le choix d’une seule densité
de probabilité paramétrique.

Dans ce rapport de recherche, un algorithme d’estimation innovant est proposé, se fon-
dant sur un modéle de mélange fini pour la densité de probabilité de ’amplitude, les diverses
composantes du mélange appartenant a un dictionnaire specifique. La méthode proposée
dans ce rapport intégre, de fagon automatique, les procédures de sélection d’un modéle op-
timal pour chaque composante, d’estimation de paramétres et d’optimisation du nombre de
composantes, en combinant un algorithme EM stochastique et 1a méthode des logs-cumulants
pour l'estimation de la densité de probabilité parameétrique. Des resultats expérimentaux
sur plusieurs images RSO réelles sont présentés, montrant ainsi que la méthode proposée
est suffisamment précise pour modéliser les statistiques du signal d’amplitude radar de type
RSO.

Mots-clés : image Radar a Synthése d’Ouverture (RSQO), densité de probabilité, estimation
paramétrique, modéles de mélange fini, EM Stochastique (SEM).
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1 Introduction

In the context of remotely sensed data analysis, a crucial problem is represented by the need
to develop accurate models for the statistics of the pixel intensities. Focusing on Synthetic
Aperture Radar (SAR) [11][12][45][39] data, this modelling process turns out to be a crucial
task, for instance, for classification [17] or for denoising [39] purposes.

From a methodological viewpoint, either parametric or non-parametric estimation strate-
gies can be used for this task [17][18]. Specifically, the parametric approach postulates a
given mathematical model for each class-conditional probability density function (PDF)
and formulates the PDF estimation problem as a parameter estimation problem. Sev-
eral strategies have been proposed in the literature to deal with parameter estimation,
such as the Maximum Likelihood (ML) methodology [17] or the “Method of Moments”
(MoM) [27][37][43][51]. On the contrary, non-parametric PDF estimation approaches do not
assume any specific analytical model for the unknown PDF, thus providing a higher flexibil-
ity, although usually presenting internal architecture parameters to be set by the user [17].
In particular, several non-parametric kernel-based estimation and regression architectures
have been proposed in the literature, proving to be effective estimation tools, such as stan-
dard Parzen window estimators [17][41], artificial neural networks [6], or Support Vector
Machines (SVMs) [29][53][54].

In the current research report, we address the problem of PDF estimation in the con-
text of SAR amplitude data analysis. Specifically, several different theoretic and heuristic
models for the PDFs of SAR data have been proposed in the literature, and have proved to
be effective for specific land-cover typologies. For instance, the Rayleigh [39] distribution
has been proposed as a theoretical amplitude PDF, stemming from a Gaussian model for
the backscattering phenomena [39] involved in the generation of a single-look SAR image.
The Nakagami-Gamma [37][39][51] distribution generalizes the Rayleigh one to multilook
data and is a usually accepted model for non-textured image areas [36][39]. The K distribu-
tion [39] for SAR intensity data is obtained from a different model for the statistics of the
backscattering phenomena [15][21][22] and is known in the literature to correctly describe
the statistics of highly textured image areas [36][39]. The log-normal and the Weibull dis-
tributions [39] have been introduced as heuristic models of the amplitude or of the intensity
statistics, and successfully applied to image of urban areas and of ocean, land, sea-ice, re-
spectively [39]. The Fisher distribution has been adopted as an empirical model for the SAR
statistics over high-resolution urban regions [51], and the Pearson system of parametric fami-
lies has been applied for SAR image segmentation purposes [14]. In [27], symmetric a-stable
(SaS) distributions [26][28] are employed to describe the SAR backscattering phenomena
and the resulting amplitude PDF is proved to model correctly the amplitude statistics over
an urban area.

Hence, different parametric families among the above-mentioned ones turn out to be
effective models for different land cover typologies [39], which makes the choice of a single
optimal SAR amplitude parametric PDF a hard task. In addition, a remotely sensed image,
in general, can depict a varied scene, jointly presenting several distinct land cover typologies.
In this report, an innovative SAR amplitude parametric estimation algorithm is proposed,
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which addresses these problems by adopting a Finite Mixture Model (FMM) [44][43] for the
amplitude PDF, i.e., by postulating the unknown amplitude PDF to be a linear combination
of parametric components, each one corresponding to a specific land cover type [15][42].

In addition, in order to take explicitly into account the possible differences in the statis-
tics of the mixture components, we avoid choosing a priori a specific parametric family for
each component, but we allow each of them to belong to a given dictionary of SAR-specific
PDFs, namely, the well-known log-normal, Nakagami-Gamma, Weibull, and K distribu-
tions, together with the SaS generalized Rayleigh PDF [27] and with the recently proposed
generalized Gaussian Rayleigh (GGR) model [34].

Specifically, the proposed algorithm automatically integrates the procedures of selection
of the optimal model for each component and of parameter estimation, by combining the
Stochastic Expectation Maximization (SEM) algorithm [5][9][30] and the “method-of-log-
cumulants” (MoLC) [37][38]. The former is a stochastic iterative parametric estimation
methodology, dealing with problems of data incompleteness and developed as an improve-
ment of the standard Expectation-Maximization (EM) algorithm [16][43], in order to increase
its capability to compute Maximum Likelihood (ML) estimates [52]. MoLC [37] is a recently
proposed estimation approach stemming from the adoption of the Mellin transform [49] (in-
stead of the usual Fourier transform) in the computation of characteristic functions, and from
the corresponding generalization of the concepts of moment and of cumulant [40]. We adopt
this method both for its good estimation properties [36][37][51] and because it turns out to be
feasible and fast for all the parametric families in the dictionary [34][36]. On the contrary,
the well-known Maximum-Likelihood (ML) and “method-of-moments” (MoM) estimation
strategies [27][37] involves numerical difficulties for several of these families [34][37][39]. In
addition, the developed method automatically performs an optimal choice of the number K
of mixture components, by computing, for each values of K in a predefined search range, the
corresponding PDF estimate and by choosing the estimate exhibiting the highest correlation
coefficient with the empirical data distribution (i.e., the image histogram).

The proposed parametric approach is validated using several real ERS-1, XSAR, ESAR,
and airborne SAR images. The experimental results show the method to accurately model
the amplitude distribution of all the considered images, both from a qualitative viewpoint
(i-e., visual comparison between the data histogram and the estimated PDF) and from
a quantitative viewpoint (i.e., correlation coefficient between the data histogram and the
estimated PDF), thus showing its effectiveness and flexibility.

In Section 2, the proposed FMM-based estimation scheme is presented and the SEM
and the MoL.C methods are described. Section 3 reports the results of the application of
the proposed approach to the statistical modelling of the grey-level of several real SAR
images, proving the method to fit the amplitude distribution better than several previously
proposed parametric models for SAR amplitude data and also comparing the performances
of the method with the ones of a benchmark non-parametric approach. Finally, conclusions
are drawn in Section 4.

RR n° 5154



6 G. Moser, J. Zerubia € S. B. Serpico

2 A dictionary-based finite mixture model for SAR data
PDF estimation

2.1 Finite mixture models for SAR amplitude data

In order to take explicitly into account the possible presence in a given SAR amplitude [39]
image 7 of several distinct land-cover typologies, yielding different contributions to the
statistics of the pixel intensity, we assume a finite mixture model (FMM) [43][44] for the
grey level PDF. Specifically, we model the SAR image as a set T = {ry,r2,...,rn} of
independent and identically distributed (i.i.d.) samples drawn according to the following
probability density function (PDF)!:

K
pr(rlf) = sz‘pi(rwz'), r >0, (1)
=1

where p;(-|-) : [0,400) X ©; — [0,4+00) is a density function depending on a vector 6; of
parameters, taking values in a set ©; C R% (i = 1,2,...,K), {P,, P,,...,Px} is a set of
mixing proportions such that:

K
Z-Pz:]-a OSHSL 7':17273K7 (2)
=1

and 6 is a vector collecting all the parameters of the distribution, i.e.:
0=C01[61',P1':i=1,2,...,K]. (3)

Denoting as O the set of admissible parameter vectors, i.e.:
K
®:®1x62x...x®Kx{Pe[O,l]K:ZRzl}, 4)
i=1

the problem of FMM parametric estimation, i.e., the computation of a parameter vector
0* € © optimally representing the observed image data Z, has been addressed according to
several different approaches [43][44]. Specifically, the i.i.d. assumption allows obtaining the
following expression for the log-likelihood function [52] of the image data Z [43][44]:

N N
Lz(6) =) Inp.(rel6) =D In
k=1 k=1

K
Zpipi(rsz')] , 0€0. (5)
—

1 This approach is widely accepted in the context of estimation theory [17][18][52] and operatively corre-
sponds to discard in the estimation process the contextual information associated to the correlation between
neighboring pixels in the image, thus exploiting only the greylevel information.
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The computation of Maximum Likelihood (ML) estimates would involve the maximiza-
tion of this function, but the solution of this maximization problem is not feasible analyt-
ically [44] and also involves several numerical difficulties, due, for instance, to the usual
presence of several local maxima [43]. In order to circumvent this issues in the computa-
tion of ML estimates, the use of the Expectation-Maximization (EM) algorithm has been
proposed [16][32][43], which formalizes the problem of the estimation of the parameters of
a FMM as an incomplete data problem and introduces a sequence {6}, of parameter
estimates, iteratively maximizing a Pseudo-Likelihood function, i.e. [16][43]:

t+1 __ t
07" = argmax Qz(6]¢") (6)
where

t .- t i Pipi(re|6;)
Q(016°) =" > th[n P+ npi(ril6i)], 74 = EXCUON

k=1 1=1

feo. (7

In the context of mixture densities EM has been proved to converge to a stationary
point of the log-likelihood function Lz(-) [16][43][56], although not converging, in general,
to a global maximum point, and exhibiting sometimes long convergence times [9][44]. In
addition, the maximization problem reported in Eq. (6), although analytically tractable in
several applications [32] (e.g.: mixtures of exponential families [43]), does not always yield
a closed form solution, and moreover the convergence point can belong to the boundary of
the parameter space ©, thus possibly involving analytical singularities [44]. Several variants
of EM have been introduced in order to address these difficulties. In [20], [25], and in [50]
modified versions of EM, as well as regularized covariance estimators, are proposed in order
to optimize the robustness of the estimation process in the context of Gaussian Mixtures
Models (GMMs) for hyperspectral data classification. A simplified version of EM, named
Classification EM (CEM) [5], has been developed, which converges in a finite number of
iterations, but yields, in general, biased parameter estimates. A sequential version of EM,
namely, the Component-wise EM (CEM?), is proposed in [10], which aims at a reduction in
the computation time and also at avoiding analytical singularities [44]. The Stochastic EM
(SEM) [9] avoids the computation of the Pseudo-Likelihood function Qz(-|-) and the related
analytical maximization issues, by integrating a stochastic sampling procedure in the esti-
mation process. Hence, the sequence of parameter estimates generated by SEM is a discrete
time random process, which does not converge pointwise, but has been proved to be an er-
godic and homogeneous Markov chain, converging to a unique stationary distribution, which
is expected to be concentrated around the global maxima of the log-likelihood function [9].
Simulated Annealing EM (SAEM) [9] is a combination of EM and SEM allowing SEM to
converge also almost surely (a.s.) [40][55], although at a local maximum and requiring the
preliminary definition of a suitable annealing schedule. Monte Carlo EM (MCEM) and
Simulated Annealing Monte Carlo EM (SA-MCEM) are further stochastic variants of EM
substituting a Monte Carlo sampling procedure to the computation of the Qz(-|-) function
and a.s. converging, under mild assumptions, to a local maximum [9]. In [14] the Tterated

RR n° 5154



8 G. Moser, J. Zerubia € S. B. Serpico

Conditional Expectation (ICE) method is used, as an alternative to EM and SEM, to the
FMM estimation for image segmentation and clustering purposes and in [44] the Minimum
Message Length (MML) principle is applied in order to formulate a FMM unsupervised
parametric estimator, aiming at avoiding convergence to the boundary of the parameter
space, as well as to improve, with respect to EM, robustness with respect to initialization,
but still involving the maximization problem (see Eq. 6).

We will adopt here the SEM algorithm, both due to its capability to avoid local maxima, of
the log-likelihood function and thanks to its independence from the analytical maximization
process in Eq. (6). In fact, the adoption of several of the usual SAR amplitude or intensity
parametric models (such as Weibull or K) for the mixture components yields no closed form
solution for this optimization problem, thus strongly complicating the application of most
above-mentioned estimators.

2.2 SEM for FMM parametric density estimation

A general parametric density estimation problem assumes the availability of an observation
random vector z € X C R™, whose density function p,(-|-) : X x © — [0, +00) depends on
a parameter vector taking values in a given set © C R® (namely, the parameter space) 2.

This general problem is said to present data incompleteness when the data vector x
cannot be directly observed, for instance, due to presence of lacking or corrupted data [32].
Such incompleteness issues is formalized by assuming the “complete”’ data vector x not to be
available, but to be observed only through an “incomplete” data vector y = ®(z), obtained
through a many-to-one mapping ® : X — Y C R™ [16]. Hence, a given realization y € ¥
of the incomplete data may have been generated by any realization x € ® 1(y) C X in
the inverse image ®~1(y) of y, thus not allowing, for instance, a direct feasible computation
of an ML estimate. SEM tries to avoid these difficulties by iteratively random sampling a
complete data set and by using it to compute a ML standard estimate.

Specifically, we denote as py(:]-) : ¥ x © — [0,+00) the parametric incomplete data
density function® and as p,,(-|ly,) : @ *(y) x © — [0,400) the complete data parametric
density conditioned to an incomplete data realization y € Y, and we state that [16][9][33]:

nt)= [ liGm, oce, ®
Dely(z|y,0) = Zg:z;, red(y), 6€0, (9)

2We explicitly avoid here to focus on the specific cases of a probability density function (PDF) for a
continuous random variable or of a probability mass function (PMF) for a discrete random variable and
we generically refer to a “density function”. More technically, = is a measurable mapping between the
underlying probability space (S, F, P) and a given o-finite measure space (X, X,¢), such that the image
measure D € X —— P{xz € D} is absolutely continuous with respect to £ [47]. Hence, the Radon-Nicodym
theorem [47] assures the existence of an X-measurable density function on X for the random vector x.

3As with z, this is the density function of the random vector y with respect to a suitable o-finite measure
space (Y, Y, n) introduced on Y.
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where (, is a suitable measure* on ®~!(y).

Given an observed incomplete data realization y € Y, SEM computes a random sequence
{0%}52,, by performing at the t-th iteration (t+ = 0,1,...) the following three processing
steps [9]:

¢ E-step: compute the conditional complete data density p,|,(-|y,8") corresponding to
the current parameter estimate 6 € ©;

e S-step: sample a complete data realization 2z € X according to the conditional
density computed in the E-step;

e M-step: update the parameter estimate, by computing a standard ML estimate #**! €
© according to the complete data realization z* sampled in the S-step.

As previously stated, the resulting discrete time random process {6'}:2, is not pointwise
nor a.s. convergent, but has been proved to be an homogeneous Markov chain. If this
sequence turns out to be also ergodic, it converges in distribution to the unique stationary
distribution of the Markov chain and is expected to concentrate around the global maxima
of the likelihood function [9].

The FMM case satisfies this ergodicity assumption [9], thus suggesting SEM as a promis-
ing estimation tool. The specific FMM framework can be viewed as affected by data incom-
pleteness problems, since it is not known from which of the K available statistical popu-
lations involved in Eq. (1) a given image sample is drawn. This implicitly means that no
training information about the possible thematic classes in the SAR image is exploited in
the estimation process, i.e., the SAR amplitude PDF estimation problem is addressed in an
unsupervised context. Thus, denoting as ¥ = {o1,02,...,0x} the set of the K different
populations, we assume the population label s € X of the k-th image pixel not to be known,
thus suggesting the following definition of the complete and of the incomplete data vectors,
respectively:

x=(r1,81,72,82,...,TN,SN), y=(r1,r2,...,TN). (10)

Assuming the couples {(ry,sx) : k = 1,2,...,N} of random variables to be i.i.d., we
denote as p, s, Ps, Py|r, and prs the parametric PDF of r; conditioned to si, the parametric
probability mass function (PMF) of s (i.e., the label prior probability), the parametric
PMF of s, conditioned to ry (i-e., the label posterior probability), and the parametric joint

4More specifically, a o-finite measure space (®~!(y), 2y, (y) is introduced on the inverse image ®~'(y) of
y € Y, such that the restriction of p(-|) to ®~1(y) is Zy-measurable for all § € ©. This allows introducing
the model described by Eq. (8) for the incomplete data density, which yields the expression (9) for the
conditional complete data one [16][33][43].
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density® of (74, sk), respectively (k =1,2,..., N). Hence [33][43]:
Pu(oilf) = P, p,u(reloi,8) = pi(ril6s), 6€0,i=1,2,.. K k=12... N, (i1)

Prs(Tk, 510) = Pris(Tk|5k,0) Ps(sk]0), 0€0O, k=1,2,...,N. (12)

The i.i.d. assumption allows obtaining the following expressions for the density functions
of the incomplete and of the complete data vectors, respectively:

N N
py(yl0) = H (rel0),  pa(z]0) = Hpm rkr $%10) = [ prjs(riclsk, 0)Pu(si|0),  (13)
k=1 k=1
N
Paoly(2]y,0) = ?J|9 Hp7‘|s Tk|sk, 0) H r (8|7, 0) (14)

Therefore, the ¢-th iteration of the SEM algorithm in the present FMM context involves
the following operations (t =0,1,...):

e E-step: compute the values of the posterior probabilities corresponding to the current
parameter estimate 6% € ©,ie. (k=1,2,...,N,i=1,2,...,K):

Pi(0il0*) _ Pipi(re|6f)
Psr A 79t = Dr|s iaet = = zt ) 15
| (J |Tk ) Pr| (Tk:|J )pr(rkwt) pr(rkwt) Tik ( )

e S-step: sample randomly a complete data realization z*, by sampling a label s} for
each k-th pixel according to the current estimated posterior probability distribution
{r}, i =1,2,...,K} of the pixel (k = 1,2,...,N), thus implicitly partitioning the
image 7 in K subsets;

e M-step: update the parameter estimates, by computing, according to the partition
generated by the S-step, a standard supervised ML estimate :*! € ©, i.e.5:
Qutl  grar 1 i=1,2,...,K 16
Ta i _a‘rggéaéx Z npi(rkkb)v t=1,4,..., 9 ( )
' kEQis

t+1 _
P =

where Qi = {k : s}, = o0;} is the index set of the image samples assigned to the
component a; (i =1,2,...,K).

5The couple (T, sk ) of random variables cannot be adequately described by a PDF or by a PMF, since
T} is a continuous random variable, whereas sj, is a discrete one. Specifically, denoting as B the collection of
the Borel subsets of [0, 4+00) [46], as S the power set of ¥ (i.e., the collection of all the subsets of ), as m
the Lebesgue measure on R [46], and as ¢ the counting measure on ¥ [43], the PDFs p, and p,|, are defined
with respect to the measure space ([0, +00), B,m), the PMFs Ps and P,|, with respect to (¥, S, ), and the
joint density prs has to be referred to the product space ([0, +00) X X, B® S, m ® ¢) [47]. In particular, prs
can be proved to satisfy Eq. (12) [33].

6Given a finite set A, we denote by |A| the cardinality (i.e., the number of elements) of A.

INRIA
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A feasible initialization procedure for the described iterative process consists in setting
initially a uniform posterior distribution for all image pixels, and by using this distribution
in the random sampling process performed by the S-step. Furthermore, since SEM is not
pointwise or a.s. convergent, a specific termination procedure has to be defined in order
to extract from the stationary steady distribution of the random sequence {6*}{2, a single
parameter estimate 0*. Several strategies have been proposed to this purpose, for instance,
in [5] and in [9].

2.3 The “dictionary” approach to SAR amplitude PDF estimation

The application of the FMM model described by Eq. (1) requires the definition of suitable
parametric models for the mixture components. However, as described in Section 1, in the
present SAR-specific context several parametric models have been proposed and proved to
be effective descriptions of the statistics of the pixel intensities corresponding to different
land cover typologies. In order to overcome the intrinsic difficulty of an a priori choice
of a single suitable model and to improve the flexibility of the adopted FMM approach,
we avoid selecting a specific parametric family for each component p;(-|-) (i = 1,2,...,K),
and we adopt instead a finite dictionary D = {f1, f2,..., fu} of M SAR-specific distinct
parametric PDFs f;(--) : [0,4+00) x E; — [0,400) (j = 1,2,..., M) with parameter spaces
Z; (j=1,2,...,M). In [14] a similar approach was proposed, which applied EM, SEM, and
ICE to a “generalized mixture model” with mixture components not restricted to belong to
a specific parametric family, but selected inside the Pearson system of distributions. Here,
dealing with SAR amplitude data PDF estimation, we adopt a dictionary D consisting of
the following six parametric PDFs:

e the empirical log-normal distribution [39]:

(Inr —m)?

fi(rm, o) =
orv 2w

¢ the Nakagami distribution, proposed as an amplitude model for multi-look SAR data [37][51]:
2 (L\" Lr?
fo(r|Lyp) = =— (—) r?l=Lexp (——) , r>0, 18
where I'(+) is the Gamma function [46];

e the generalized Gaussian Rayleigh (GGR) distribution, based on a generalized Gaus-
sian model for the backscattered SAR signal [34]:

2

7r/2
__r _ 1/A /A s opIl/A > 0
fa(r|A,y) 7)\2I‘2(/\) /0 exp[—(yr)* /(| cos 6] /" + |sinf|/*)]d8, r>0; (19)
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e the SaS generalized Rayleigh distribution (hereafter simply denoted as SaSGR), based
on a SaS model for the SAR backscattered signal [27]:

+oco
fa(r|o,y) = T/o pexp(—yp®)Jo(rp)dp, T >0, (20)

where Jy(+) is the zero-th order Bessel function of the first kind [49];

¢ the empirical Weibull distribution [36][39]:

folrinop) = L7 T exp [— (;)] e (21)

e the amplitude distribution corresponding to a K-distributed intensity [39] (hereafter
denoted simply as “K-root”):

4 LM (L+M)/2 LM 1/2
LMuy=-— (2 LtM—-1p o lop [ =22 >
fﬁ(r| 9 7”) F(L)F(M) ( L ) r M—L T ( 1 ) ) r=2 07

(22)
where K, (-) (v > 0) is the v-th order modified Bessel function of the second kind [49].

Hence, with this specific choice, M = 6 distinct parametric families are involved in the es-
timation process with 2-parameter families (i.e., 2; = (0, 4+00)?) for j # 6 and a 3-parameter
family for j = 6 (i.e., Z¢ = (0,4+00)3). We do not include the Rayleigh distribution in the
dictionary, since this PDF is a particular case of almost all the PDFs above [27][34][39].

Specifically, we integrate this dictionary-based approach in the described SEM estima-
tion framework, by exploiting at each SEM iteration the image partition induced by the
sampling process in order to fit each parametric family in the dictionary to each mixture
component, thus generating a set of M feasible candidate estimates per component. Hence,
an optimality criterion has to be defined in order to choose, for each component, the optimal
estimate among the available candidates. Specifically denoting as ffj € Z; the optimal pa-
rameter estimate computed for the j-th parametric model f;(-|¢;) (§; € Z;) in the dictionary
according to the data samples assigned to the i-th component ¢; at the t-th SEM iteration,
we adopt, as a selection criterion for ¢;, the corresponding log-likelihood, i.e.:

L= Y Infi(rilgl), i=1,2,... K, j=12,..., M. (23)
k€EQit

Hence, the PDF estimate for the component ¢; is updated as the candidate estimate fj(-|§fj)
yielding the highest value of L}, (i =1,2,...,K,j=1,2,...,M,t=0,1,...).

We stress however that the computation at the t-th iteration of the set {&}; : i =
1,2,...,K,j =1,2,...,M} of the optimal parameter vectors according to the M-step of
the SEM algorithm should be performed by using an ML procedure, i.e.:

€y = argmax > In f(re¢) (24)

€e=
! k€Qir
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This approach turns out not to be feasible for several SAR-specific PDFs, such as the K
distribution [39]. Hence, we avoid using ML estimates and we adopt in the M-step the
“method of log-cumulants” (MoLC) [37] instead, which has been proved to be a feasible and
effective estimation tool for all usual SAR parametric models [36][37].

2.4 Parameter estimation with the Mellin transform and MoLC

The method of log-cumulants (MoLC) has been recently proposed as a parametric PDF
estimation technique feasible for distributions defined on [0,400), and has been explicitly
applied in the context of the usual parametric families employed for SAR amplitude and in-
tensity data modelling (e.g.: the Nakagami-Gamma and the K distributions) [36][37][38][51].
MoLC is based on the generalization of the usual moment-based statistics, by using the
Mellin transform in the computation of characteristic functions and moment generating
functions, instead of the usual Fourier and Laplace transforms.

Given a generic random variable u, the moment generating function (MGF) @, of u is
defined as the bilateral Laplace transform of the PDF of u [40], i.e.:

“+ oo
®,(s) = L(pu)(s) = / pu(u) exp(su)du, s€C, (25)
— o0

where L is the bilateral Laplace transform operator” on the Lebesgue space L!(R) [19]. The
MGF is known to converge and to be analytical at least in a vertical strip of the complex
plane and it turns out to be implicitly related to the MoM estimation approach. In fact,
if the interior of the convergence strip contains a neighborhood of the origin, then the v-th
order moment (v =1,2,...) can be expressed as

m, = BE{u”} = 8{)(0), (26)

where the superscript denotes a differentiation operator [40]. Related quantities are the
characteristic function of u, defined as the Fourier transform of the PDF, the second moment
generating function ¥,,, defined as the complex logarithm of the MGF, and the v-th order
cumulant k,, defined as the v-th order derivative of the second MGF computed in the origin
of the complex plane:

T, (s) =Ind,(s), k, =TH(0). (27)

In particular, the first and second order cumulants turn out to be equal to the distribution
mean and variance, respectively [40].

The MoM estimates are actually computed by analytically expressing the moments (or
the cumulants) of the parametric PDF under investigation as functions of the unknown
parameters, and by estimating the moments as sample-moments, thus formulating the pa-
rameter estimation problem as the solution of a (typically non-linear) system of equations.

7 Actually, the bilateral Laplace operator would involve the exponential exp(—su) [19], but, in the context
of statistics, the MGF is usually defined with the exponential exp(su) as reported in Eq. (25). However, this
slight modification has no significant impact on the analytical properties of the resulting transform. Hence,
hereafter we will refer to the bilateral Laplace transform as defined by Eq. (25).
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14 G. Moser, J. Zerubia € S. B. Serpico

In [37][38] this approach is specialized to non-negative random variables (such as SAR am-
plitude and intensity), corresponding to PDF defined on [0, +0), by re-defining MGFs and
characteristic functions as Mellin transforms and resulting in a more feasible estimation.

Thus, given a non-negative random variable u, the second-kind characteristic function
¢y, of u is defined as the Mellin transform [49] of the PDF of u, i.e.:

+co
bu(s) = M(p,)(s) = / pu(u)usdu, s€C, (28)

where M is the Mellin transform on L(0,+00). Also ¢, is known to converge and to be
analytical in a vertical strip S of the complex plane [37][49]. If the interior of the convergence
strip contains a neighborhood of 1, then the following definitions are formulated by analogy
with the Laplace-based case [37]:

e v-th order second kind moment: u, = 5}’)(1), v=12,..;

e second kind second characteristic function: 1¥,(s) = ln ¢,(s), s € S;

o v-th order second kind cumulant: , = ¥\(1), v = 1,2

g Ly e

The expressions “log-moments” and “log-cumulants” are also employed for the second
kind moments and cumulants, thanks to their relation with the moments of the logarithm
of w, i.e. [37][51]:

ty = E{(Inw)"}, &1 =p = E{lnu}, ks =Var{lnu}, k3=E{(lnu—k1)*}. (29)

Hence, the estimation method of log-cumulants is based on the analytical calculation of
log-moments and log-cumulants as functions of the unknown parameters and on the inversion
of the resulting equations. Therefore, MoLC estimates are obtained from sample-moments
estimates of the log-moments or of the log-cumulants by solving a system of non-linear
equations.

Table 2.1 shows the resulting non-linear equations for the parametric families (see Egs. (17)-
(22)) adopted in the proposed dictionary-based method [34][36][37]. The application of
MoLC to the models fi, fa,..., f5s requires the computation of a sample-mean estimate k1
of k1 and of a sample-variance estimate &2 of ko, respectively, whereas fg (namely, K-root)
also involves a sample estimate k3 of k3.

The solution of the resulting equations turns out to be feasible and fast for all the
considered distributions. Specifically, log-normal does not require a real solution process,
since the parameters of this distributions are exactly the first two log-cumulants. SaSGR
and Weibull allow an analytical solution of the corresponding system of two equations.
Nakagami, GGR, and K-root require a numerical solution procedure, but, thanks to the
strict monotonicity properties of the functions involved, this procedure has been proved to
be simple and fast for all the three parametric families [34][36][37]. In addition, for several
of the considered models, good estimation properties have been proved theoretically for the
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| Parametric family | MoLC equation |
f1 | Log-Normal K1 = [
Ko = 0'2
f2 | Nakagami 2k1 =2lnp+Y(L)—InL
4[62 = \I'(I,L)
f3 GGR K1 = /\‘11(2)\) —Ilny— )\Gl()\)Go(/\)71
Ky = )\2\1’(1,2)\) =+ /\2G2(/\>G0()\)71 - \2Gy (/\)2G0(/\>72
fa SaSGR ark; =¥(1)(a—1)+aln2+Iny
ke = ¥(1,1)a 2
fs Weibull ki1 =Inpu+ ¥(1)p~t
ko = ¥(1,1)p~2
fe K-root 26 =lnp+U(L)—InL+T(M)—InM
4[62 = \I'(I,L) -+ \I’(I,M)
8k = U(2,L)+ ¥(2, M)

Table 2.1: MoLC equations for all the parametric families included in the adopted dictionary
(¥(-) is the digamma function [8][37], ¥(v,-) is the v-th order polygamma function [8][37],
and G,(-) is the integral function introduced in [34] for GGR parametric estimation.)

MoLC approach. In particular, the MoLC estimates exhibit a lower variance with respect to
the MoM ones for the Nakagami distribution [37], and are consistent for the GGR one [34].

However, as pointed out in [34], the MoLC equations for GGR and K-root can yield no
solutions for specific values of %y and K3. In such situations, these parametric families are
not compatible with the empyrical data distributions and are not considered in the selection
of the optimal model.

2.5 Overall architecture of the proposed method

Plugging MoLC together with the optimal model selection procedure in the iterative SEM
estimation process, denoting as p(-) and p’(-) the resulting ¢-th step o;-conditional and
unconditional amplitude PDF estimates, respectively, and formulating SEM explicitly in
terms of the histogram {h(z) : 2 = 0,1,...,Z — 1} of the image Z, we obtain at the t-th
iteration (¢t =0,1,...):

o E-step: compute, for any greylevel z and any component ¢;, the posterior probability

estimates corresponding to the current PDF estimates, i.e. (z =0,1,...,Z2 —1,i =
1,2,...,K):
Pipi() S
7i(2) = W, where p'(z) = Z Pipi(z); (30)
1=1

e S-step: sample the label st(z) of each greylevel z according to the current estimated
posterior probability distribution {7}(z):1=1,2,...,K} (2 =0,1,...,Z —1);
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o MoLC-step: for each mixture component o;, compute the following histogram-based
estimates of the mixture proportion and of the first three log-cumulants:

P?+1=M t_w

7 _ ) K /o )
ST Yeequ hl2)
K)t- — ZZEQ“ h(z)(lnz - K:ii)2 I’v’t~ _ ZzEQit h(Z)(an - Hii):; (31)
2’ 2 (2) e >zeqi M(2) ’
where Q;: = {z : s*(z) = 0,} is the set of greylevels assigned to the component o;
(1 =1,2,...,K); then, solve the corresponding MoLC equations for each parametric

family f;(-|&;) (&§; € E;) in the dictionary, thus computing the resulting MoLC estimate
£ egi(i=12,...,K,j=1,2,...,M);

e MS-step (Model Selection-step): for each mixture component ¢;, compute the log-
likelihood of each estimated PDF f;(-|¢};) (except, at least, GGR or K-root if the
previous step yielded no solutions for the corresponding MoLC equations) according
to the data assigned to o;:

Li; = Y h(z)In fi(2I€5) (32)

2€Qit

K3

(i=1,2,....K,j=1,2,...,M).

and define p!T!(-) as the estimated PDF fi(-|€};) yielding the highest value of Lj;

Thus, the proposed selection of an optimal SAR-specific model for each mixture compo-
nent operatively requires the substitution of the usual ML-based M-step with the described
MoLC-step, and the integration in the iterative procedure of a further MS-step, devoted to
the model selection process. The resulting “dictionary-based” SEM method will be denoted
hereafter simply as DSEM.

Note that, differently from the previously described general SEM approach, the adopted
version of SEM, operating directly on the image histogram, implicitly assigns the same pop-
ulation label to all the image pixels presenting the same greylevel. This specific histogram-
based approach has been adopted in order to reduce the computation time of the proposed
method. Considering, for example, a 1024 x 1024 pixel-sized image with 8 bpp (bit per
pixel), the general SEM approach would involve calculating the posterior probability distri-
bution and sampling a population label for each of the 220 image pixels, whereas the adopted
approach directly deals with only 28 = 256 distinct greylevels. In addition, after computing
the image histogram, the execution time of the adopted strategy is independent of the image
size. Furthermore, we stress that fitting all the six considered parametric families to each
component does not yield a severe increase in the computation time, with respect to the
usual single-model approach. In fact, the solution of the MoLL.C equations is very fast for all
the six models, thus not involving critical computational issues.

As in the general SEM framework, the resulting sequence of PDF estimates is expected
not to converge pointwise nor a.s., but to reach a stationary behavior, thus requiring the
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definition of a specific procedure to extract a single optimal PDF estimate from the sequence
itself. We adopt here the approach suggested in [5], which computes, at any iteration ¢
(t = 0,1,...), the log-likelihood of the current PDF estimate p.(-) over the whole image
data set Z, i.e.:

Z—1
L5 =" h(z)Inpi(2), (33)
z=0

and chooses the estimate pt(-) exhibiting the highest likelihood L%. This identifies a single
estimate aiming at performing a “dictionary-based” ML estimation of the SAR amplitude
PDF of the input image.

On the other hand, the log-likelihood cannot be adopted as a criterion to choose the
optimal number K of components, due to the monotonic relation between these two quan-
tities [44]. Several different validation functionals have been proposed in the literature as
selection criteria for the parameter K, for instance, according to a Bayesian model-based
framework [3][4], to discriminant analysis [1][24][31], or to the MML approach [44]. In the
context of the proposed method, we adopt the correlation coefficient px [40] between the
K-component PDF estimate and the empirical data distribution (i.e., the image histogram)
as a simple quantitative measure of the estimation quality. Hence, the selection of a suitable
number of mixture components is automatized by predefining a maximum number K,,q, of
components and by computing the K-component PDF estimate for all K =1,2,..., K44,
thus choosing the number K* of components yielding the highest value p* of px.

We stress, in particular, that the proposed PDF estimation method for SAR amplitude
data turns out to be completely automatic. In fact, the selection of the number of mixture
components, the choice of the optimal model for each component and the estimation of the
parameters of the model are jointly and automatically performed by the algorithm without
any need for user intervention. Only the maximum number K,,,, of components and the
maximum number %,,,, of iterations have to be defined prior to the application of the
method, but the choice of K4, is not critical, since K,,4, is only an upper bound on the
number of components [44][31], and #mq. only has to be large enough to let the iterative
SEM process reach stationarity.

3 Experimental results

3.1 Data sets for experiments

The proposed DSEM algorithm for PDF estimation has been tested on 11 real SAR images,
and compared with several usual SAR-specific parametric PDF estimation strategies and
with a non-parametric approach. The first six images used for experiments are single bands
acquired in August 1989 on the agricultural region of Feltwell (UK) by a fully polarimetric
PLC-band NASA/JPL airborne sensor [48]. Specifically, all the three polarizations (HH,
HV, VV) acquired at band C, the HV and VV polarizations acquired at band L and the HH
polarization acquired at band P have been used. The remaining channels (namely, L-HH,
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Figure 3.1: Plot of the histogram of the HH polarization acquired at band L for the “Feltwell”
data set, highlighting the presence of an irregular “zig-zag” behavior of the histogram itself.

P-HV, and P-VV) have been discarded, since their histograms exhibit strong irregularities
(see, for instance, Fig. 3.1), probably due to the underlying calibration and registration
processes. Hereafter, the adopted Feltwell bands will be denoted synthetically as “Feltwell-
CHH”, “Feltwell-CHV”, ..., “Feltwell-PHH”.

The other five employed images are:

e asingle-look ERS-1 image, acquired in April 1993 on the urban and agricultural region
around Bourges (France);

e an ERS-1 image of the agricultural region of Flevoland (Netherlands);

e a 3-look XSAR scene (hereafter denoted as “Suisse-Lake”) of a portion of the Swiss
territory, comprising a mountain zone, a lake, and a urban area [13];

e a 3-look XSAR image (hereafter denoted as “Suisse-Mountain”) of a mountain area in
the Swiss territory;

e a 3-look ESAR image of the area of Oberpfaffenhofen near Munich (Germany).

We stress, in particular, that “Suisse-Mountain” exhibits a bimodal histogram, whereas
all the other employed images have a unimodal statistics. All images are shown in Appendix
A, after histogram stretching and/or equalization, and all the corresponding histograms are
reported in Appendix B.

3.2 PDF estimation results

The proposed DSEM method has been applied to the 11 considered images and the result-
ing PDF estimates have been assessed both quantitatively, by computing their correlation
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Suisse-Lake 99,70%
Suisse-Mountain || 99,88%
Oberpfaffenhofen || 99,86%

| Image | » [K*|
FeltwelLCHH || 99,42% | 2
Feltwell-CHV 99,41% | 5
Feltwell-CVV 99,62% | 3
Feltwell-LHV 99,41% 3
Feltwell-LVV 99,70% | 6
Feltwell-PHH 99,44% 2
Bourges 99,81% | 3
Flevoland 99,88% 6
4
4
1

Table 3.1: Results for the DSEM algorithm applied to all the employed SAR images: cor-
relation coefficient p* between the estimated PDF and the image histogram and optimal
number K* of mixture components.

coefficients with the image histograms, and qualitatively, by visually comparing the plots of
the estimates and of the histograms. Appendix B shows all the plotted comparisons for all
the 11 images.

Assuming a maximum number of mixture components equal to 10, the correlation co-
efficients between the resulting estimated PDFs and the image histograms are very high
(always greater than 99%) for all the 11 considered images (see Table 3.1), thus assessing
the effectiveness of the proposed method from the viewpoint of the estimation accuracy.
The visual comparison between the PDF estimates and the corresponding image histograms
confirms this conclusion, as shown, for example, in Fig. 3.2.

In order to further assess the capabilities of the method, a comparison has also been
performed with several other standard parametric models for SAR amplitude data. Specif-
ically, all the six (either theoretical or empirical) models included in the dictionary have
been employed in this comparison, and the corresponding parameters have been estimated
by using MoLC. The resulting correlation coefficients are listed in Table 3.2. A comparison
between Table 3.1 and Table 3.2 shows that the proposed DSEM algorithm yields the PDF
estimate with the highest correlation coeflicients with the image histograms of 10 of the 11
images, the exception being “Oberpfaffenhofen”. Anyway, for this image, the best result is
provided by the Nakagami distribution with a correlation coefficient of 99.88%, which is very
similar to the 99.86% provided by K-root and by DSEM. In particular, “Oberpfaffenhofen”
is the only data set for which the automatic method for the selection of an optimal num-
ber of clusters chooses K* = 1 (see Table 3.1). In fact, “Oberpfaffenhofen” exhibits a very
small dynamics range, thus being accurately modelled by a single-component distribution
(Fig. B.11).
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Figure 3.2: Plot of the image histogram and of the DSEM PDF estimate for the “Feltwell-

CHH” data set.

Image Theoretical models Empirical models
GGR | Nakagami | SaSGR | K-root | Log-Normal | Weibull
Feltwel-. CHH 99,42% 95.80% | 89,08% | not defined | 98,52% | 97.63%
Feltwell-CHV 98,95% 97,13% | 88,87% | not defined | 96,11% | 98,72%
Feltwel-CVV 99,11% 9456% | 87,54% | not defined | 98,86% | 96,84%
Feltwell-LHV 98,74% 94,14% 75,55% | not defined 97,98% 97,25%
Feltwell-LVV 99,28% 93,43% | 84,96% | not defined 99,26% 96,54%
Feltwell- PHH 98,61% 92,54% 81,57% | not defined 99,27% 95,71%
Bourges 98,97% 98,97% 95,57% 99,77% 95,65% 99,37%
Flevoland not defined | 98,70% 88,32% 99,77% 99,00% 97,35%
Suisse-Lake 99,63% 97,90% 94,30% | not defined 97,43% 98,78%
Suisse-Mountain 93,70% 92,76% 87,07% | not defined 91,25% 93,34%
Oberpfaffenhofen || not defined | 99,88% 91,00% 99,86% 98,41% 99,60%

Table 3.2: Correlation coefficients between the estimated PDFs and the image histograms
for all considered parametric families and all SAR images.
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Figure 3.3: Plot of the image histogram and of the DSEM PDF estimates with 4 (= K*)
and 6 components, respectively, for the “Suisse-Mountain” data set.

In particular, the good results achieved with “Suisse-Mountain”, which exhibits a bimodal
histogram, stress the usefulness of the adopted FMM approach. As shown in Fig. 3.3,
DSEM effectively describes the bimodal statistics; on the contrary, all the parametric models
considered in Table 3.2 are intrinsically monomodal and provide poor estimates. We stress,
in particular, the relevance, in this case, of the automatic selection of an optimal number K*
of components. DSEM selects K* = 4, which yields a high correlation coefficient (Table 3.1)
and a visually accurate identification of both modes of the distribution (Fig. 3.3), but a
different number of components would result in a worse estimate. In Fig. 3.3 we show,
for instance, the six-components PDF estimate, which detects the bimodal structure of the
histogram but strongly underestimates the height of the left mode and exhibits a bias in the
identification of the position of the right one.

On the other hand, we also note from the comparison between Table 3.1 and Table 3.2
that for most of the remaining images, presenting a unimodal histogram, at least one of
the single-model parametric distributions listed in Table 3.2 achieves results similar to the
ones provided by DSEM. In particular, at least one among the GGR, K-root, log-normal
and Weibull distributions allows to obtain very accurate estimation results. In these cases,
thanks to the unimodal empirical distribution, a FMM-based approach is not mandatory
and a single-component PDF estimate turns out to be effective. A multi-component model
allows obtaining also in such situations a slightly better result than a single-component one,
but only with a small improvement. For instance, in Fig. 3.4 we plot for the “Feltwell-CHV”
image the PDF estimates provided by DSEM and by the best performing single parametric
model for this image (namely, GGR).
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Figure 3.4: Plot of the image histogram and of the DSEM and GGR PDF estimates for the
“Feltwell-CHV” data set.

3.3 Comparison with a non-parametric estimator

The results provided by the developed DSEM algorithm have also been compared with the
ones achieved by the well-known kernel-based Parzen estimation method [17][18], adopted
as a benchmark non-parametric strategy. Specifically, the Parzen estimate is a linear com-
bination of kernel functions centered on the available data samples [17][41], and Gaussian
kernels have been adopted in the present comparative experiment. However, a critical issue
for Parzen PDF estimation is the selection of a suitable value for the kernel width, providing
a good trade-off between correctly modelling the image histogram and avoiding overfitting
the histogram itself.?

In order to avoid the usual “trial-and-error” approach to the optimization of the kernel-
width, the well-known cross validation (CV) selection method has been adopted, which
computes, in a predefined search range, the kernel width value minimizing an estimate
of the L? distance between the estimated and the true PDFs [2][7][23]. In addition, a
SAR-specific selection criterion has also been developed, which computes the asymptotically
optimal kernel width corresponding to a reference Rayleigh model for the unknown SAR
amplitude PDF. Further details about the kernel width optimization procedures are provided
in Appendix C. Hereafter, we will refer to the CV approach and to the developed SAR-
specific one as “ParzenCV” and as “ParzenSAR”, respectively.

ParzenCYV has been applied by selecting, for each considered SAR image, the best kernel
width inside the range [0,25]. For all the 11 images, the CV functional exhibits a monomodal

8Note that the correlation coefficient between the PDF estimate and the histogram is not a good selection
criterion here, since it takes on its maximum value of 100% in the case of zero width (i.e., with perfect
histogram overfitting).
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Figure 3.5: Logarithmic plot of the CV functional for all the considered 11 images (the 11
functionals have been rescaled in the range [1,1000] only for visualization purposes).

shape, with a single global minimum inside the range [0, 25] (see Fig. 3.5), thus not involving
critical minimization issues.

The correlation coefficients provided by ParzenCV and by ParzenSAR are listed in Ta-
ble 3.3 and all the corresponding PDF estimates are plotted in Appendix C. A comparison
between these two strategies suggests that ParzenSAR provides more accurate estimates in
the present context than ParzenCV, and a comparison between Table 3.3 and Table 3.1 high-
lights ParzenSAR and DSEM to exhibit very similar accuracy performances, with sometimes
slightly better results for DSEM. However, a higher quality for the ParzenSAR estimates
than for the ParzenCV ones is an expected result, since the ParzenSAR kernel width opti-
mization strategy is explicitly tailored to the context of SAR amplitude data, through the
adoption of a Rayleigh reference distribution for the image noise. We stress, in particular,
that the proposed parametric DSEM algorithm performs very similarly to this SAR-specific
approach to non-parametric Parzen estimation and better than the CV-based approach,
thus further assessing the flexibility of DSEM and highlighting the importance of a correct
definition of the underlying image model.

A visual analysis of the corresponding PDF estimates confirms the previous conclu-
sions and stresses, in particular, the ParzenCV estimates to be sometimes oversmoothed
(see Figs. 3.6-3.7). In particular, ParzenCV strongly overestimates the kernel width for
the “Suisse-Mountain” image, thus poorly modelling the left mode in the corresponding his-
togram, whereas ParzenSAR performs well, with a result visually very similar to the one
produced by DSEM (see Fig. 3.7).
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| Image | ParzenCV | ParzenSAR |

Feltwell- CHH 98,47% 99,56%
Feltwell-CHV 97,97% 99,11%
Feltwell-CVV 98,23% 99,51%
Feltwell-LHV 96,08% 97,41%
Feltwell-LVV 97,94% 99,38%
Feltwell-PHH 96,41% 98,64%
Bourges 99,26% 99,82%
Flevoland 99,41% 99,93%
Suisse-Lake 98,85% 99,89%
Suisse-Mountain 95,38% 99,62%
Oberpfaffenhofen 92,92% 99,9986 %

Table 3.3: Correlation coefficients between the histograms and the corresponding Parzen
PDF estimates, computed both selecting the optimal kernel width according to the CV
criterion (ParzenCV) and according to the developed SAR-specific algorithm (ParzenSAR).
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Figure 3.6: Plot of the image histogram and of the Parzen PDF estimates for the “Feltwell-
CHH” data set.
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Figure 3.7: Plot of the image histogram and of the Parzen PDF estimates for the “Suisse-
Mountain” data set.

4 Conclusions

In this research report, an innovative finite mixture model (FMM) estimation algorithm
has been developed for SAR amplitude data PDF, by integrating the SEM and the MoLC
methods with an automatic technique to select, for each mixture component, an optimal
parametric model inside a predefined dictionary of parametric PDFs. In particular, the
developed estimation strategy is explicitly focused on the context of SAR image analysis
and correspondingly a set of six theoretic or empirical models for SAR amplitude data (i.e.,
Nakagami, log-normal, generalized Gaussian Rayleigh, SaS generalized Rayleigh, Weibull,
and K) has been adopted as a dictionary.

The numerical results of the application of the method to several real SAR images ac-
quired by XSAR, ESAR, ERS-1, and airborne SAR sensors prove the proposed DSEM
algorithm to provide very accurate PDF estimates, both from the viewpoint of a visual
comparison between the estimates and the corresponding image histograms, and from the
viewpoint of the quantitative correlation coefficient between them. We stress, in particular,
that the method proves to be effective on all the considered images, despite of their different
statistics (i.e., histogram unimodality or multimodality), dynamics range or multilooking
characteristics. Correlation coefficients higher that 99% are obtained, in fact, in all cases,
thus proving the flexibility of the method.

Specifically, the use of a mixture model is mandatory when dealing with multimodal
statistics. Applied to the “Suisse-Mountain” image, which exhibits a bimodal histogram, the
developed DSEM algorithm correctly detects the position and the heights of both statistical
modes. On the other hand, the results provided by DSEM in case of unimodal histograms are
usually comparable with the ones yielded by at least one of the single-component parametric
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models included in the dictionary. In case of a unimodal distribution, the estimation results
provided by the single-component models are already very good, and the multi-component
DSEM estimator can yield only a minor improvement. In particular, the experiments have
suggested the generalized Gaussian Rayleigh and the K models as the most effective single-
component parametric families, achieving a correlation coefficient higher than 98% in all
experiments. However, as discussed in [34], the estimation process for both models can
provide no solutions for specific combinations of the values of the sample-log-cumulants.
On the other hand, good results are also provided by using a log-normal or a Weibull
distribution, which can be feasibly fitted to any image histogram without restrictions and
which gives correlation coefficients often higher than 98%.

We stress however that the proposed DSEM algorithm turns out to be completely auto-
matic, by performing both the FMM estimation process and the optimization of the number
of mixture components without any need for user interaction. In addition, thanks to the
specific histogram-based version of SEM it adopts, the computation time of DSEM is almost
independent of the image size. These interesting operational properties, together with the
estimation accuracy it provides for all the different considered images prove DSEM to be a
flexible and effective PDF estimation tool for SAR data analysis.

A comparison with the non-parametric Parzen PDF estimation method confirms these
conclusions. Specifically, DSEM produces more accurate estimates than the Parzen algo-
rithm, applied adopting the well-known cross-validation criterion in order to optimize the
value of the kernel width. On the other hand, a SAR-specific version of the Parzen method
is also developed here, which adopts a Rayleigh PDF as a reference SAR amplitude distri-
bution and analytically derives the corresponding asymptotically optimal kernel width. The
resulting non-parametric estimator turns out to be very effective, providing results similar
to the ones produced by DSEM.

The results of these two proposed estimation approaches (namely, the parametric DSEM
one and the non-parametric Parzen one with SAR-specific optimization of the kernel width)
further stress the importance of the adoption of a correct model for the greylevel statistics
in the context of SAR image analysis.
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Appendix

A SAR images employed for experiments

The present Appendix shows the 11 images used in the experiments (Figs. A.1-A.11). Only
for visualization purposes, their histograms have been stretched and/or equalized.

Figure A.2: “Feltwell-CHV” image.

Figure A.3: “Feltwell-CVV” image.
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Figure A.4: “Feltwell-LHV” image.

SIS

Figure A.5: “Feltwell-LVV” image.

Figure A.6: “Feltwell-PHH” image.
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Figure A.7: “Bourges”’ image.

Figure A.8: “Flevoland” image.
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Figure A.10: “Suisse-Mountain” image.
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Figure A.11: “Oberpfaffenhofen” image.
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B Plots of the estimated PDFs

In Appendix B we report the estimated PDFs provided by the proposed DSEM algorithm
(Figs. B.1-B.11), together with the histograms of the corresponding images.
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Figure B.1: Plot of the image histogram and of the DSEM PDF estimate for the “Feltwell-
CHH” data set.
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Figure B.2: Plot of the image histogram and of the DSEM PDF estimate for the “Feltwell-
CHV” data set.
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Figure B.3: Plot of the image histogram and of the DSEM PDF estimate for the “Feltwell-
CVV” data set.
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Figure B.4: Plot of the image histogram and of the DSEM PDF estimate for the “Feltwell-
LHV” data set.
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Figure B.5: Plot of the image histogram and of the DSEM PDF estimate for the “Feltwell-
LVV” data set.
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Figure B.6: Plot of the image histogram and of the DSEM PDF estimate for the “Feltwell-
PHH” data set.
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Figure B.7: Plot of the image histogram and of the DSEM PDF estimate for the “Bourges”
data set.
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Figure B.8: Plot of the image histogram and of the DSEM PDF estimate for the “Flevoland”
data set.
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Figure B.9: Plot of the image histogram and of the DSEM PDF estimate for the “Suisse-

Lake” data set.
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Figure B.10: Plot of the image histogram and of the DSEM PDF estimate for the “Suisse-

Mountain” data set.
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Figure B.11: Plot of the image histogram and of the DSEM PDF estimate for the “Oberp-
faffenhofen” data set.
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C SAR-specific optimal kernel width selection

Given a SAR amplitude image 7 = {r1,ra,...,ry} with histogram {h(z):2=0,1,...,Z —
1}, the non-parametric Parzen estimate for the greylevel PDF p,.(-) is defined as a linear
combination of kernel functions centered on the image samples [17][18][41], i.e.:

5o (1) = NZK (=) - NZMK (=), ©1)

where K () : R — [0,400) is a non-negative, symmetrical and Borel-measurable function
with [, K(z)dz = 1 (namely, the kernel function) and o is a positive “kernel width” param-
eter, to be set in order to avoid both overfitting the image histogram (for too small values of
o) and oversmoothing it (for too large values of ¢). “Trial-and-error” approaches are often
adopted to select a suitable value for o for a given data set. On the other hand, several
automatic selection algorithms have been proposed to address this selection task, such as
L? cross validation, L' cross validation, plug-in methods, or double kernel approaches: we
refer to [2] for a comprehensive review of the main developed strategies.

Here, as a first criterion, assuming p,, K € L?(R), we adopt the L? cross-validation (CV)
approach, which aims at minimizing the L? squared distance between the true PDF p, and
the Parzen estimate p,, i.e.”:

16 = 2olI* = 16 11” = 2(60> pr) + |l |I* =

+oo
= [[po|” = 2/0 Do (r)pr(r)dr + ||p:|* = (1o |* = 2E{bo (1)} + [[p|I*- (C.2)

Dropping ||p-||* (which does not depend on ¢) and introducing an asymptotically unbiased
estimate of the E{p,(r)}, the following cross-validation functional is obtained [2][8]:

. 2 1 _(rp—r
CVio) =1l - g 30 2K ("), (©3)
Pyl o

where ||p,||*> can be computed analytically according to Eq. (C.1).

Then, as a second kernel width selection approach, we specialize to the present SAR
amplitude context a general result proved in [35] about asymptotically optimal mean square
non-parametric estimation. Specifically, it has been proved [2][35] that, under mild smooth-
ness assumptions on p, (in particular, p, has to be twice differentiable with p! € L%(R)),

the kernel width value asymptotically minimizing the Mean Integrated Square Error (MISE)
E{||po — p-||*} between the true and the estimated PDFs is given by:
—+ oo

: LS , :
o* = TSI , where my(K) = z* K (x)dz. (C.4)
2 T

2

—0o0

9All the norms and the inner products in the present Appendix are implicitly referred to the Hilbert
space L2(R) [19][46].
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Adopting a Gaussian N(0,1) kernel we have:

1
2
Operatively applying this result to compute an optimal kernel width requires the adop-
tion of a reference model for the PDF p,, allowing a feasible calculation of the L? norm
[|p-||- This reference density is usually assumed to be Gaussian, but SAR amplitude data
are known to be strongly non-Gaussian, thus suggesting a different choice. For the present
problem of SAR amplitude PDF estimation we have selected a Rayleigh reference PDF, i.e.:

ma(K) =1 => o* = (2Ny/m)~V/3pt]|=2/5. (C5)

pr(r) = 2Xrexp(=Ar?), r >0, (C.6)

both for its simplicity and because it is the basic theoretic model for single-look SAR am-
plitude data. The resulting second derivative turns out to be:

pl(r) = 4X2(20® — 3r)exp(—Ar?), r>0. (C.7)

which yields, after standard integral calculations:

oo 1527
Wil = [ prar = 2 (€9

T

In particular, the mean square of the Rayleigh distribution is known to be E{r?} = 1/ [39],
which finally yields:

1/5
1 = 22T By s — o :( v ) By, (©9)

T 4 157N

Hence the MISE asymptotically optimal kernel width for a Rayleigh reference distribution
and a Parzen estimator with Gaussian kernels is directly proportional to the root mean
square of the greylevel. Estimating this expected value as a sample-quadratic-moment, we
finally obtain an estimate of the MISE asymptotically optimal width:

1/5 N 1/2 1/5 g1 1/2
5+ V2 1 2 V2 1 9
7= (157rN> (N g%) - (157rN> lﬁ ZZ::O h(z)z ] . (C.10)

The Parzen estimation method has been applied to the 11 images used in the experiments
with both kernel width selection algorithms. Figs. C.1-C.11 show the estimated PDFs pro-
vided by both approaches, together with the histograms of the corresponding images. Note
that the CV strategy (namely, “ParzenCV”) involves the computation of the functional (C.3)
for several values of the kernel width, by scanning the adopted search range (here 100 equally
spaced values in [0, 25] have been employed), whereas the SAR-specific approach (namely,
“ParzenSAR”) is a “one-shot” procedure, only requiring the computation of the sample root
mean square of the image greylevels.
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Figure C.1: Plot of the image histogram and of the Parzen PDF estimates for the “Feltwell-
CHH” data set.
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Figure C.2: Plot of the image histogram and of the Parzen PDF estimates for the “Feltwell-
CHV” data set.
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Figure C.3: Plot of the image histogram and of the Parzen PDF estimates for the “Feltwell-
CVV?” data set.
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Figure C.4: Plot of the image histogram and of the Parzen PDF estimates for the “Feltwell-
LHV” data set.
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Figure C.5: Plot of the image histogram and of the Parzen PDF estimates for the “Feltwell-

LVV” data set.
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Figure C.6: Plot of the image histogram and of the Parzen PDF estimates for the “Feltwell-

PHH” data set.
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Figure C.7: Plot of the image histogram and of the Parzen PDF estimates for the “Bourges”
data set.
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Figure C.8: Plot of the image histogram and of the Parzen PDF estimates for the “Flevoland”
data set.
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Figure C.9: Plot of the image histogram and of the Parzen PDF estimates for the “Suisse-
Lake” data set.
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Figure C.10: Plot of the image histogram and of the Parzen PDF estimates for the “Suisse-
Mountain” data set.
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Figure C.11: Plot of the image histogram and of the Parzen PDF estimates for the “Oberp-
faffenhofen” data set.
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