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Abstract: Some aspects of what a standard for the implementation of the mathematical functions could be are presented. Firstly, the need for such a standard is motivated. Then the proposed standard is given. The question of roundings constitutes an important part of this paper: three levels are proposed, ranging from a level relatively easy to attain (with fixed maximal relative error) up to the best quality one, with correct rounding on the whole domain of every function.

We do not claim that we always suggest the right choices, or that we have thought about all relevant issues. The mere goal of this paper is to raise questions and to launch the discussion towards a standard.

Key-words: floating-point arithmetic, mathematical function, standard, implementation, rounding, exception.

This text is also available as a research report LIP 2004-54 of the Laboratoire de l'Informatique du Parallélisme http://www.ens-lyon.fr/LIP/.
Proposition de norme
pour l’implantation des fonctions mathématiques
en arithmétique virgule flottante

Résumé: Quelques aspects de ce que pourrait être une norme pour l’implantation des fonctions mathématiques sont présentés. Tout d’abord, le besoin d’une telle norme est motivé. Ensuite, la proposition de norme est détaillée. La question des arrondis constitue une partie importante de ce rapport : trois niveaux sont proposés, qui vont d’un niveau relativement facile à atteindre (avec une erreur relative maximale qui est fixée) à un niveau de qualité optimale, où l’arrondi est correct sur tout le domaine de définition de chaque fonction.

Nous ne prétendons pas avoir suggéré les meilleurs choix dans tous les cas, ni même avoir envisagé toutes les questions. L’objectif principal de cette proposition est de faire naître des questions et de lancer la discussion qui conduira à une norme.
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1 Introductory Discussion

1.1 Need for a Standard

We take the opportunity of the current discussion on the revision of the IEEE-754 Standard for Floating-Point Arithmetic [8] to discuss the possibility of standardizing (some of) the elementary functions. “Elementary” or “mathematical” functions are the functions usually available in a mathematical library. The IEEE-754 Standard [2] does not deal with these functions. This is due to several reasons, the most serious one being the problem of providing correctly rounded transcendentals, known as the Table Maker’s Dilemma problem. Indeed, “ultimate” accuracy is expected from standardized functions, and seems hard to obtain at a reasonable cost in practice, at least in hardware. To quote Valerio [11, guest lecture no 13],
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Committing an approximation function to hardware is unlikely to be an unqualified success. Delivering any result other than the mathematically correct result rounded to the destination format is open to criticism. Delivering a result more slowly than a software implementation can raise questions of why the function is in hardware. Dedicating significant amounts of chip area to support transcendental functions is usually better spent improving the speed of vector multiplication. In short, the silicon implementation should be fast, accurate, and cost nothing.

An unfortunate consequence of that current lack of standardization is that extremely poor libraries are still in use (see [20] or [19] for some examples). Nevertheless, the quality of most elementary function libraries has greatly improved during the last decade.

This paper proposes a standard for elementary functions, detailed in Section 2. After a list of concerned functions (Section 2.1) and features (relative error bound in Section 2.2, options in Section 2.3), the question of roundings is addressed (Section 2.4): it constitutes the core of this proposal. We suggest three levels of quality, the lowest one (level 0) being regarded as the minimum acceptable level for a library, and the highest one representing the best quality that can be reached (on the whole, correct rounding in all the input domain). This hierarchy of levels is suggested because what is currently achievable is still far from the best. The end of this proposal contains three lists, the “exceptional” values (Section 2.5), the sign of null results (Section 2.6) and the cases of exact results (Section 2.7). The considered functions are recapitulated (graphical representation and exact, infinite or exceptional values) in a first appendix; the arguments that lead to extremal values for the trigonometric functions, along with these values, are given in a second appendix: this proves that no overflow can occur for the trigonometric functions with the usual floating-point precisions.

Our suggestions are based on the reading of the IEEE-754 and IEEE-854 standards [2, 5, 9], some of the works of Kahan [10, 11, 12, 13], the draft of the current revision of the IEEE-754 standard [8], drafts of other current standardization efforts [4, 17], our own experience on studying elementary
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function implementation and recent progress of some of the authors of this paper concerning the Table Maker’s Dilemma [15, 16, 21]. In the following, text defining the proposed standard is set off from surrounding expository material and from comments by indentation from both margins and by a different font, as in [5].

Desirable Properties and Incompatibilities

High expectations are put on standardized functions and several properties would be desirable. Among them:

1. Correct rounding (for all rounding modes).
2. Preservation of the output range: e.g., one would like a sine to be between $-1$ and $1$, an arctangent to be between $-\pi/2$ and $+\pi/2$, etc. Not satisfying this preservation could have nonnegligible consequences. If the output range of function $f$ is $[a, b]$, a programmer might successively compute: $y = f(x)$, $z = g(y)$, with $g$ defined on $[a, b]$ only. Hence, if the implementation for $f$ returns a value of $y$ out of that interval (even slightly), important errors might occur. For instance, let $f(x)$ be equal to $(2/\pi)$ arctan $x$ and $g(x) = \arcsin x$. For any value of $x$, the sequence $y = f(x)$, $z = g(y)$ is mathematically well defined. If a value out of $[-1,1]$ is returned for $f$ evaluated on some $x$ (see the end of this section), then an error will occur during computation.
3. Bounded error on every result, with a known bound. This bound should be explicitly given by the constructor for every function of a mathematical library. Except in the case of a subnormal result, a relative error, in ulps, should be given.
5. Preservation of symmetries (e.g. $\sin(-x) = -\sin x$).
6. Preservation of the direction of rounding when a directed rounding mode is selected, even if correct rounding cannot be satisfied.
7. Correct handling of exceptions and subnormal numbers.
8. Each time a function cannot be uniquely defined using continuity, a NaN should be returned: examples are $1^{\pm\infty}$ or $\sin\infty$. A possible exception is $0^0$: it is not uniquely defined (cf. Section 2.5.1), but the convention $^\circ0^0 = 1$ has the advantage of preserving some mathematical formulas, hence many authors suggest to keep it.
9. Compatibility with other standardization efforts, such as ISO/IEC 10967 (LIA and in particular LIA-2 [17], the second part of LIA, which was published in 2001) and language standardization, e.g. ISO/IEC 9899 for the C programming language [4].

It is worth being noticed that these desirable properties are sometimes not compatible. For instance, in single-precision and round-to-nearest mode, a correctly rounded routine for arctangent would return values larger than $\pi/2$ for input values large enough. The single-precision number which is closest to $\arctan(2^{30})$ is

$$\frac{13176795}{8388608} = 1.57079637050628662109375 > \frac{\pi}{2}.$$  

Therefore, if the arctangent function is implemented in round-to-nearest mode, we get an arctangent larger\(^1\) than $\pi/2$. A consequence of this is that in such a system,

$$\tan \left( \arctan \left( 2^{30} \right) \right) = -2.2877\ldots \times 10^7.$$  

The same incompatibility exists between the range requirement and a directed rounding, should that be correct or not.

A more obvious example is the fact that with rounding modes towards $\pm \infty$, correct rounding and preservation of symmetries are not compatible; the same incompatibility occurs with the weaker requirement of preservation of the direction of rounding and of symmetries.

As to the compatibility with other norms, our proposal may differ in the following points:

- floating-point values: our proposal considers only floating-point arguments, whereas the LIA-2 standard also discusses irrational inputs;
- bounded relative errors: our first level (level 0 in §2.4) is close to the requirements of the LIA-2 standard; the ISO/IEC 9899 standard for the C programming language does not mention this point;
- mathematical properties (monotonicity, symmetry): our proposal is more demanding than the LIA-2 standard, for which only the monotonicity

\(^1\)But equal to the machine representation of $\pi/2$.  
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must be preserved, and than the ISO/IEC 9899 standard for C, which
does not address this issue;

- exceptions: most standards agree on exceptions handling, at the possible
  exception of some choices discussed in §2.5. Our choices may be signif-
  icantly different from those of other standards, such as ISO/IEC 9899,
  where pow(-1, ∞) returns 1 (instead of NaN).

2 What Could Be Included in a Standard

A first point which deserves to be noticed is that a standard should apply to
any available precision, even if for the time being we are mostly interested in
the single, double, extended double and quadruple floating-point precisions.

2.1 Functions Being Considered Here

The functions concerned by this standardization proposal are functions for
which the proposed standard (or at least some levels) are reachable, or func-
tions listed in the LIA-2 standard (for compatibility with other standards).
Here is a subset of functions we are targeting (cf. Appendix 1 for more details
about these functions):

log, log2, log10, logb x (even if for this function it is not yet known how to
satisfy the requirements of the standard), log(1 + x), exp, exp(x) − 1, 2x,
10x, sin, cos, tan, cot, sec, csc, arcsin, arccos, arctan, arctan \( \frac{x}{y} \), arccot,
arccsc, arccsc, xν, sinh, cosh, tanh, coth, sech, csch, arcsinh, arccosh,
arctanh, arccoth, arccsech, arccsch.

But most of what is said here could apply to special functions (gamma, erf,
erfc, Bessel functions, etc.) and some algebraic functions such as reciprocal
square root \( x^{-1/2} \), cube root or hypotenuse \( \sqrt{x^2 + y^2} \).

2.2 Bounded Relative Error

Every computed value must have a fixed maximal relative error, i.e. every
result has a guaranteed quality (see Section 2.4 for more details). This error
is an absolute one in the case of subnormal results.
2.3 Choice of Range, Monotonicity, Symmetry

Since the various desirable properties of rounding (correct or not), preservation of the output range and symmetry can be mutually incompatible, the preferred property can be chosen as an option. The possible options are denoted in the following by preserve-rounding, preserve-range or preserve-symmetry, the default choice being preserve-range for round-to-nearest and round towards zero modes and preserve-rounding for rounding towards \( \pm \infty \) modes.

2.4 Roundings

We suggest to allow three levels of quality. Which level is actually provided should appear clearly in the documentation of the elementary function library (or hardware). It is of course allowable to provide all levels, the programmer being then able to select a tradeoff between quality and speed. In such a case, the default must be the highest available level.

**Level 0: Faithful Rounding and Guaranteed Relative Error.** In round-to-nearest mode denoted by \( \circ \), the returned result must always be one of the two floating-point numbers that surround the exact result (if the exact result is a floating-point value – which is rare with the transcendental functions: see Section 2.7 – the system must return that value). In the round towards \(-\infty\) mode, denoted by \( \triangledown \), the returned result must always be less than or equal to the exact result. No error greater than 1.5 ulps is allowed. In the round towards \(+\infty\) mode denoted by \( \triangle \), the returned result must always be larger than or equal to the exact result. No error more than 1.5 ulps is allowed. The round towards zero mode, denoted by \( \mathcal{Z} \), behaves as the round towards \(-\infty\) mode for positive values and the round towards \(+\infty\) mode for negative values. In all cases where the exact function is monotonic, the implementation must be monotonic too.

In round-to-nearest and round towards zero modes, the symmetries of the function around 0 (properties of the kind \( f(-x) = \pm f(x) \)) must be preserved\(^2\).

\(^2\)In practice this requirement is not a problem: function implementers will use these symmetries for simplifying their programs.
Level 1: Correct Rounding on a Restricted Range. There is a domain (usually around 0) where the implemented function is correctly rounded. Outside this domain, the implementation must satisfy the criteria of level 0. We suggest the domain should at least contain $[-2\pi, +2\pi]$ for sin, cos and tan; and $[-1, 1]$ for exp, cosh, sinh, $2^x$ and $10^x$ (other functions: to be discussed, to reach a compromise involving the facility of implementation and the usefulness of requirement).

Level 2: Correct Rounding. Correct rounding in the whole domain where the function is mathematically defined. We might suggest the use of the preserve-range mode when output range has priority, which is not to be considered higher or lower in quality. In this case, correct rounding is provided unless this prevents preservation of output range: the closest floating-point number belonging to the output range is returned. Correct rounding cannot be incompatible with monotonicity. In case of correct directed rounding ($\triangle$ or $\triangledown$), it is assumed that the user is well aware of the incompatibility with symmetry, thus the preserve-symmetry mode is not available.

We consider level 0 as the minimum acceptable level.

The error thresholds given for level 0 can be replaced in a more general framework: the relative error must be upper bounded and the bound is $(1/2 + \tau)\text{ulp}$ for the round to nearest mode and $(1 + \tau)\text{ulp}$ for the other rounding modes. For level 0, the “tolerance” $\tau$ cannot exceed $1/2$. For the more demanding level 2, the relative error is bounded by $1/2 \text{ulp}$ for rounding to nearest and by $1 \text{ulp}$ for the other rounding modes, as for arithmetic operations. This implies that $\tau = 0$. To be more precise: the error considered here is relative for normal numbers and absolute for subnormals.

Level 2 is attainable at reasonable cost for at least some functions, in single and double precisions. To be correctly rounded, a result has to be computed using a higher precision than the precision of the returned value. The arguments for which this intermediate computing precision is maximal among all possible arguments are called “hardest-to-round cases”. Tables 1 and 2 give the hardest-to-round cases for double-precision exponentials and logarithms.


Table 1: Worst cases for the exponential function in the full double-precision range. Exponentials of numbers less than \( \log(2^{-1074}) \) are underflows (a routine should return 0 or the smallest non zero positive representable number, depending on the rounding mode). Exponentials of numbers larger than \( \log(2^{1024}) \) are overflows.

<table>
<thead>
<tr>
<th>Interval</th>
<th>worst case (binary)</th>
</tr>
</thead>
</table>
| \([\log(2^{-1074}), -2^{-30}]\) | \( \exp(-1.111011100110011111111111111111101101 \times 2^{-27}) \) \*
| \([-2^{-30}, 0]\)             | \( \exp(-1.000110010101001000100111011111001001 \times 2^{-2}) \) \*
| \((0, +2^{-30}]\)            | \( \exp(1.0000001010110011101111111111111101000 \times 2^{-32}) \) \*
| \([2^{-30}, \log(2^{1024})]\) | \( \exp(1.0101100101001100110111111111111101100 \times 2^{-32}) \) \*

Table 2: Worst cases for the natural (radix e) logarithm in the full double-precision range.

<table>
<thead>
<tr>
<th>Interval</th>
<th>worst case (binary)</th>
</tr>
</thead>
</table>
| \([2^{-1074}, 1)\)        | \( \log(1.100101001111100100100100111011100111 \times 2^{-384}) \) \*
| \((1, 2^{1024}]\)         | \( \log(1.01101001010101001001001001101101111010111 \times 2^{207}) \) \*

These tables are extracted from [15]. The hardest-to-round cases for the full double-precision range are also already known for \( 2^x \) and \( \log_2 x \). When the hardest-to-round cases are known and thus the maximal computing precision is known, then it is possible to optimize the code for this function,
in particular the size of memory needed is known.

Finding the hardest-to-round cases for the trigonometric functions in double, extended and quadruple precisions might be difficult. In particular, it might be tricky to determine the hardest-to-round cases for functions with two arguments, typically $x^y$, $\arctan \frac{x}{y}$ and $\log_b x$. Moreover, it is expected that arguments outside the prescribed range are expensive to deal with in terms of computing time, size of tables (for table-based methods)…, because a range reduction is involved; this price may be considered as too high to pay. This is the reason for level 1.

Indeed, level 1 is proposed in order to provide a better level than the basic level 0, as long as level 2 remains out of reach (at an acceptable time overhead). However, it is not very satisfactory since it requires the highest quality only on an arbitrarily restricted range. Let us notice that the introduction of a restricted range on which full accuracy is required is already to be found in the IEEE-754 standard [2, Section 5.6], for the conversion between binary and decimal formats.

2.5 Exceptions

A standard must also specify the results of calls with "special" arguments (infinities and NaN) and with arguments at the boundary of the function’s domain. This latter case is dealt with first.

For clarity purpose, in the following, the sign value will be denoted by $(−1)^s$ with $s \in \{0, 1\}$.

2.5.1 Values That Cannot Be Defined Using Continuity

Sometimes, different choices are legitimate. What is important is consistency. Consider three examples.

The case of $0^0$ is important. On the one hand, as said above, there is no way of defining $0^0$ using continuity, but on the other hand, many important properties remain satisfied if we choose $0^0 = 1$ (which is frequently adopted,
as a convention, by mathematicians). Kahan [12] suggests to choose $0^0 = 1$. A consequence of that (also mentioned by Kahan) is that it implies that $\text{NaN}^0 = 1$ whereas $0^{\text{NaN}} = \text{NaN}$, since $x^0$ is 1 for any $x$, whereas $0^y$ is 1 if $y = 0$ and 0 otherwise. If we happen to choose that $0^0$ is $\text{NaN}$ (which is perfectly legitimate), then $\text{NaN}^0$ is $\text{NaN}$.

Another example is $\log(-0)$. On the one hand, as suggested by Goldberg [7], $-0$ may be thought as a small negative number that has underflowed to zero. This would favor the choice $\log(-0) = \text{NaN}$. On the other hand, such a choice would imply that we can have $x = y$ and $\log x \neq \log y$, with $x = +0$ and $y = -0$, since the IEEE-754 Standard requires that the comparison $-0 = +0$ returns true; thus, $\log(-0)$ should be $-\infty$. For these reasons of consistency (and only for these reasons), we would prefer the choice $\log(-0) = -\infty$, but we of course recognize this choice has drawbacks.

$1^{\pm\infty}$ is similar to $0^0$. One can build $u_n \to 1$ and $v_n \to +\infty$ such that $u_n^{v_n}$ goes to anything you desire (or nothing at all). Kahan [12] suggests $1^{\pm\infty} = \text{NaN}$, which implies (for reasons of consistency) $1^{\text{NaN}} = \text{NaN}$.

### 2.5.2 NaNs (as Input or Output Values)

All functions having at least one NaN as input value must return a NaN, with the possible exception $\text{NaN}^0 = 1$ (if $0^0$ is defined as 1, cf. discussion above).

- $\log$, $\log_2$, $\log_{10}$, $\log_b$ of a negative number;
- $\log_b$ with $b < 0$;
- $\log(1 + x)$ with $x < -1$;
- $x^y$ with $x < 0$ and $y \notin \mathbb{N}$;
- $1^{\text{NaN}}$ must be a NaN if $1^{\infty}$ is a NaN;
- $\sin, \cos, \tan, \cot, \sec, \csc$ of $\pm \infty$;
- $\arcsin x$, $\arccos x$, $\arctanh x$ for $x \notin [-1, +1]$;
- $\text{arccosh} x$ for $x < 1$, $\text{arcoth} x$ for $|x| \in (-1, +1)$;
- $\text{arcsech} x$ for $x \notin [0, 1]$;
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- \texttt{arccot} 0 is either a NaN since \texttt{arccot} is not defined\textsuperscript{3} in 0, or \texttt{arccot}(-0) = -\pi/2 and \texttt{arccot}(+0) = \pi/2;
- \texttt{arcsec} \( x \) and \texttt{arccsc} \( x \) for \( x \in (-1, 1) \).

It is not allowed to return a NaN when the exact result is mathematically defined (e.g., sine of a huge number).

2.5.3 Infinities

Two kinds of infinities can be produced.

\textbf{infinities as result of overflow:}

They occur when the result is mathematically defined but the rounded result is larger (or smaller) than the largest (or smallest) representable real number.

\textit{“exact infinities”:} they can be produced by one of the following operations:

- \texttt{log}_{\beta}(+0) = -\infty \text{ with } \beta \in \{e, 2, 10, b \text{ (} b > 0 \text{)}\} \text{ and } \texttt{arcsech}(+0) = +\infty, \text{ with flag “zero divide” being raised. } \text{We suggest the same for } -0, \text{ according to the choice discussed in 2nd point of Section 2.5.1.}
- \texttt{f}((-1)^{x}0) = (-1)^{x}\infty \text{ for } f = \cot, \csc, \coth, \csch, \texttt{arccsch}, \text{ e.g.} \cot(+0) = +\infty \text{ and } \cot(-0) = -\infty;
- \texttt{f}((-1)^{x}0)^{x} = \infty \text{ with } x \text{ negative value that is not an odd integer, and } \texttt{f}((-1)^{x}0)^{x} = (-1)^{x}\infty \text{ with } x \text{ negative odd integer, as recommended in [12];}
- \texttt{arctanh}((-1)^{x}) = (-1)^{x}\infty, \texttt{arccoth}((-1)^{x}) = (-1)^{x}\infty;
- \texttt{log}_{\beta}(+\infty) = +\infty \text{ with } \beta \in \{e, 2, 10, b \text{ (} b > 0 \text{)}\};
- \texttt{log}(1 + x) = +\infty \text{ for } x = +\infty;
- \texttt{log}(1 + x) = -\infty \text{ for } x = -1;
- \beta^{+\infty} = +\infty \text{ with } \beta \in \{e, 2, 10, b \text{ (} b > 1 \text{)}\};

\textsuperscript{3}At least two definitions of \texttt{arccot} exist: for Maple, \texttt{arccot} is a continuous decreasing function with \( \mathbb{R} \) as domain and \((0, \pi)\) as range; for Abramowitz and Stegun [1], \texttt{arccot} is a continuous decreasing function from \((-\infty, 0)\) to \([-\pi/2, 0)\) and from \((0, +\infty)\) to \((0, \pi/2)\). We chose to follow [1], since this definition seems to be the most commonly accepted one.
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• $\beta^{-\infty} = +\infty$ with $0 < \beta < 1$;
• $\exp(+\infty) = +\infty$;
• $\exp(x) - 1 = +\infty$ for $x = +\infty$;
• $f((-1)^{+\infty}) = (-1)^{+\infty}$ for $f = \sinh, \arcsinh$;
• $\cosh(\pm \infty) = +\infty$;
• $\arccosh(+\infty) = +\infty$.

It is worth being noticed that tangents, cotangents, secants and cosecants never return infinities for current precisions (no single, double, double extended nor quadruple precision floating-point number is close enough to a multiple of $\pi/2$: this has been checked using the program given pp 152-153 of [19]).

Table 3 gives, for each floating-point format, the features of this format: number of bits of the mantissa and of the exponent, then the floating-point number which is closest to an integer multiple of $\pi$ or $\pi/2$ and the values of the trigonometric functions $\tan, \cot, \sec$ and $\csc$ for this floating-point number. It shows that no overflow can occur for these trigonometric functions, since no floating-point argument is close enough to a singularity of these functions. (The complete details are to be found in Appendix 2).

2.6 Sign of Null Results

Since there are two zeroes in the IEEE-754 standard for floating-point arithmetic, the sign of a null result must be specified. We suggest the following choice when $f(x)$ gives a zero, but let us give a short explanation first.

The signed zeroes can represent either an exact zero, in which case the sign does not have much meaning as mathematically zero is unsigned, or an arbitrary small (in absolute value) real number $z$, because of an underflow or an approximated input, in which case the zero must be positive if $z$ is known to be positive and the zero must be negative if $z$ is known to be negative.
Table 3: Floating-point numbers that are the closest to a non-zero singularity of the tan, cot, sec and csc functions and values of these functions for these arguments.

<table>
<thead>
<tr>
<th>format: name</th>
<th>C</th>
<th>$f$: FP number closest to a non-zero multiple of $C$</th>
<th>tan $f$</th>
<th>cot $f$</th>
<th>sec $f$</th>
<th>csc $f$</th>
</tr>
</thead>
<tbody>
<tr>
<td>single</td>
<td>$\pi/2$</td>
<td>16367173.2$^{22}$</td>
<td>$-6.19\times10^8$</td>
<td>$-1.61\times10^{-9}$</td>
<td>$-6.19\times10^8$</td>
<td>1.0</td>
</tr>
<tr>
<td>single</td>
<td>$\pi$</td>
<td>16367173.2$^{15}$</td>
<td>3.23$\times10^{-9}$</td>
<td>3.10$\times10^8$</td>
<td>-1.00</td>
<td>-3.10$\times10^8$</td>
</tr>
<tr>
<td>double</td>
<td>$\pi/2$</td>
<td>6381956970095103.2$^{19}$</td>
<td>$-2.13\times10^{-8}$</td>
<td>$-4.69\times10^{-19}$</td>
<td>$-2.13\times10^{18}$</td>
<td>1.0</td>
</tr>
<tr>
<td>double</td>
<td>$\pi$</td>
<td>6381956970095103.2$^{18}$</td>
<td>9.37$\times10^{-19}$</td>
<td>1.07$\times10^8$</td>
<td>-1.00</td>
<td>-1.07$\times10^{18}$</td>
</tr>
<tr>
<td>ext. double</td>
<td>$\pi/2$</td>
<td>1741769818941851921.2$^{20}$</td>
<td>5.84$\times10^{22}$</td>
<td>1.82$\times10^{-23}$</td>
<td>-5.84$\times10^{22}$</td>
<td>-1.00</td>
</tr>
<tr>
<td>ext. double</td>
<td>$\pi$</td>
<td>1741769818941851921.2$^{20}$</td>
<td>-3.65$\times10^{-23}$</td>
<td>-2.74$\times10^{22}$</td>
<td>-1.00</td>
<td>2.74$\times10^{22}$</td>
</tr>
<tr>
<td>quadruple</td>
<td>$\pi/2$</td>
<td>8794873153038293497.0218492472639$^{21}$</td>
<td>1.27$\times10^7$</td>
<td>7.88$\times10^{-38}$</td>
<td>1.27$\times10^7$</td>
<td>1.0</td>
</tr>
<tr>
<td>quadruple</td>
<td>$\pi$</td>
<td>8794873153038293497.0218492472639$^{21}$</td>
<td>-1.58$\times10^{-51}$</td>
<td>-6.34$\times10^{36}$</td>
<td>-1.00</td>
<td>6.34$\times10^{36}$</td>
</tr>
</tbody>
</table>

When $f(x) \neq 0$ but the result is 0 due to an underflow, the sign of the 0 must be the sign of $f(x)$.

Now, let us assume that $f(x) = 0$. Then the sign is determined by supposing that $x$ approximates an exact value belonging to an interval $I_\varepsilon$ defined as a function of $\varepsilon > 0$, as follows. If $x$ is $+\infty$, then $I_\varepsilon = (\varepsilon^{-1}, +\infty)$. If $x$ is $-\infty$, then $I_\varepsilon = (-\infty, -\varepsilon^{-1})$. If $x$ is $+0$, then $I_\varepsilon = [0, \varepsilon)$. If $x$ is $-0$, then $I_\varepsilon = (-\varepsilon, 0]$. If $x$ is a nonzero real value, then $I_\varepsilon = (x - \varepsilon, x + \varepsilon)$.

Let $J_\varepsilon = f(I_\varepsilon \cap D)$, where $D$ is the domain of $f$. If there exists $\varepsilon > 0$ such that $J_\varepsilon = \{0\}$, then there is no general rule; for instance, the IEEE-754 standard requires that $\sqrt{-0}$ gives $-0$. Otherwise, if $J_\varepsilon \geq 0$ for small enough $\varepsilon$, then the result should be $+0$, and if $J_\varepsilon \leq 0$ for small enough $\varepsilon$, then the result should be $-0$. If $J_\varepsilon$ contains both positive and negative numbers for any $\varepsilon > 0$, then the sign of the result is determined by the rounding mode: in the round towards $-\infty$ mode, the result should be $-0$, and in the other rounding modes, the result should be $+0$. 
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2.7 “Inexact Result” Flag

The following is extracted from [19] and completed for the additional functions.

It is difficult to know when functions such as \( x^y \) or \( \log_b x \) give an exact result. However, using a theorem due to Lindemann [3], one can show that the sine, cosine, tangent, exponential, or arctangent of a nonzero finite machine number, or the logarithm of a finite machine number different from 1 is not a machine number, so that its computation is always inexact.

With the most common functions, the only exact operations are given below. For the radix \( \beta \) logarithm and the exponential functions, such that \( \beta \in \{e, 2, 10, b (b > 1)\} \):

1. \( \log_\beta (\pm 0) = -\infty \) or NaN (cf. Section 2.5.1) and \( \log_\beta (+\infty) = +\infty \);
2. \( \log_\beta 1 = +0 \) except for \( \sqrt[\gamma]{\log_\beta 1} = -0 \);
3. \( \beta^{-\infty} = +0 \);
4. \( x^{-\infty} = +\infty \) if \( 0 < x < 1 \);
5. \( \beta^{+\infty} = +\infty \);
6. \( x^{+\infty} = 0 \) if \( |x| < 1 \);
7. for any integer \( p \) such that \( \beta^p \) is exactly representable, \( \log_\beta \beta^p = p \). In particular:
   - \( \beta^0 = 1 \);
   - when \( \beta = e \) then this can occur only for \( p = 0 \);
   - when \( \beta = 2 \) then \( \log_2 2^p = p \) and \( 2^p \) is also exact for any integer \( p \) in the exponent range;
   - when \( \beta = 10 \) then \( \log_{10} 10^p = p \) and \( 10^p \) is also exact for any integer \( p \geq 0 \) such that \( 5^p \) is exactly representable;
   - when \( \beta = b \) then \( \log_b b^p = p \);
8. \( \log(1 + x) = -\infty \) for \( x = -1 \), \((-1)^0 \) for \( x = (-1)^0 \), and \(+\infty \) for \( x = +\infty \);

9. \( \exp(x) - 1 = -1 \) for \( x = -\infty \), \((-1)^0 \) for \( x = (-1)^0 \), and \(+\infty \) for \( x = +\infty \).

For the trigonometric functions and their reciprocals:

1. \( f((-1)^0) = (-1)^0 \) for \( f = \sin, \tan, \arcsin, \arctan \);
2. \( \cos 0 = 1 \);
3. \( \cot((-1)^0) = (-1)^\infty \);
4. \( \sec 0 = 1 \);
5. \( \csc((-1)^0) = (-1)^\infty \);
6. \( \arccos 1 = +0 \);
7. \( \arctan \left(\frac{(-1)^0}{y}\right) = (-1)^s \text{sign}(y) 0 \) for \( y \neq 0 \);
8. \( \arccot((-1)^\infty) = (-1)^0 \);
9. \( \arccsc 1 = +0 \);
10. \( \arccsc((-1)^\infty) = (-1)^0 \).

For the hyperbolic functions and their reciprocals:

1. \( f((-1)^0) = (-1)^0 \) for \( f = \sinh, \tanh, \arcsinh, \arctanh \);
2. \( f((-1)^\infty) = (-1)^\infty \) for \( f = \sinh, \arcsinh \);
3. \( \cosh 0 = 1 \) and \( \cosh(\pm \infty) = +\infty \);
4. \( \tanh((-1)^\infty) = (-1)^s \);
5. \( \coth((-1)^0) = (-1)^\infty \) and \( \coth((-1)^\infty) = (-1)^0 \);
6. \( \text{sech} 0 = 1 \) and \( \text{sech}(\pm \infty) = +0 \);
7. \( \text{csch}((-1)^0) = (-1)^\infty \) and \( \text{csch}((-1)^\infty) = (-1)^0 \);
8. \( \text{arccosh} 1 = +0 \), and \( \text{arccosh}(+\infty) = +\infty \);
9. \( \text{arctanh}((-1)^s) = (-1)^s \);
10. \( \text{arccoth}((-1)^\infty) = (-1)^0 \), and \( \text{arccoth}((-1)^1) = (-1)^\infty \);
11. \( \text{arcsech} 1 = +0 \), and \( \text{arcsech}(+0) = +\infty \), \( \text{arcsech}(-0) = +\infty \) or \( \text{NaN} \), depending on the choice discussed in 2.5.1;
12. \( \text{arccsch}((-1)^\infty) = (-1)^0 \), and \( \text{arccsch}((-1)^0) = (-1)^\infty \).
2.8 Bindings with Others Standards

When preparing this proposal, we tried to keep compatibility with other standards that include specifications about mathematical functions. These standards are composed of, but only, current discussions on LIA-2 [17] and C99 [4]. It should be noticed that each language such as Ada, Pascal, Lisp etc. has its own standard (see http://www.open-std.org/JTC1/SC22/ for a set of current discussions for programming languages) and its own collection of criteria to satisfy.

However our proposal differs in some points.

**Precision.** Most standards related to programming languages, such as C99, do not have requirements about the final accuracy. The LIA-2 standard on the contrary, has requirements about accuracy for mathematical functions. The accuracy is required to lie in $[0.5, 2 \times C]$ ulp where the constant $C$ depends on the representation number system. This interval is not unique and is specific to a group of mathematical functions. For trigonometric functions, the accuracy condition is required only for a sub-interval centered in zero.

**Properties.** The C99 standard does not have more requirements on properties that have to be satisfied by an evaluation implementation than it has on the accuracy. Within the whole set of properties given in Section 1.1, the LIA-2 standard includes only the monotonicity. It is required for trigonometric functions on an interval centered in 0; this interval depends on the representation number system (for instance, $[-2^{27}, +2^{27}]$ for the double-precision floating-point numbers of IEEE-754 standard). For other functions, the monotonicity property is required on the whole interval where the function is mathematically monotonic.

**Exceptions.** Apart from a few differences mainly covered in the open questions (see the discussion in 2.5.1), every standard has an identical answer to the question of exceptions.

**Some remarks.** The LIA-2 standard required some properties that seem hard to be satisfied in a floating-point number system. Indeed, it imposes
conditions on the result of a function with irrational number as input argument, which is a non-machine representable number (\textit{i.e.} e or \pi).

One can noticed that the third part of the LIA standard is dedicated to complex mathematical functions. This is another difference with our proposal that does not cover these functions.

3 Now, It’s Up to You

The benefits expected from this standardization are the same as those provided by the IEEE-754 standard for floating-point arithmetic: better portability of codes, reproducibility of numerical results, along with a sound definition of floating-point mathematical functions which can be used to study and prove results on algorithms using these functions.

Mathematical functions were not addressed by previous standards because it was feared that providing correctly rounded results was out of reach for these times. To correctly round mathematical functions, the main difficulty is to efficiently evaluate a mathematical function with enough intermediate precision to be able to correctly round the result. Two directions are explored to solve this problem: on the one hand, hardest-to-round cases are sought after for every function and every computing precision; on the other hand, practical implementations of mathematical functions, in hardware or in software, are getting more and more efficient. Recent advances in the determination of hardest-to-round cases \cite{15, 16, 19, 20, 21} and in the implementation of mathematical libraries \cite{6} give hints that the quality required by a standard is becoming reality.

We are eagerly looking for comments from the computer arithmetic and numerical analysis communities.
Appendix 1

Below, the main characteristics of the considered functions are recalled: exact, infinite and exceptional values, and a graphical representation is given for each of them.

Logarithms and Exponentials

Logarithm

- exact values: \( \log 1 = 0 \);
- infinities: \( \log 0 = -\infty \), \( \log(\infty) = +\infty \);
- NaN: \( \log x \) is NaN if \( x < 0 \).

Logarithm \((1 + x)\)

- exact values: \( f(\pm 0) = \log(1 + \pm 0) = \pm 0 \);
- infinities: \( f(-1) = \log(-1 + 0) = -\infty \), \( f(+\infty) = \log 1(+) = +\infty \);
- NaN: \( f(x) = \log(1 + x) \) is NaN if \( x < -1 \).
Radix-2 Logarithm

- definition: $\log_2 x = \frac{\log x}{\log 2}$,
- exact values: $\log_2 1 = 0$, $\log_2 2^p = p$;
- infinities: $\log_2 0 = -\infty$, $\log_2(+\infty) = +\infty$;
- NaN: $\log_2 x$ is NaN if $x < 0$.

Radix-10 Logarithm

- definition: $\log_{10} x = \frac{\log x}{\log 10}$,
- exact values: $\log_{10} 1 = 0$, $\log_{10} 10^p = p$;
- infinities: $\log_{10} 0 = -\infty$, $\log_{10}(+\infty) = +\infty$;
- NaN: $\log_{10} x$ is NaN if $x < 0$.

Radix-b Logarithm

- definition: $\log_b x = \frac{\log x}{\log b}$,
- exact values: $\log_b 1 = 0$, $\log_b b^p = p$ if $b^p$ is representable;
- infinities: $\log_b 0 = -\infty$, $\log_b(+\infty) = +\infty$;
- NaN: $\log_b x$ is NaN if $x < 0$ or $b < 0$. 
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Exponential

- exact values: \( \exp(-\infty) = +0, \exp 0 = 1 \);
- infinities: \( \exp(+\infty) = +\infty \);
- NaN: the only value of \( x \) such that \( \exp x \) is NaN is \( x \) is NaN.

Exponential minus 1

- exact values: \( f(-\infty) = \exp(-\infty) - 1 = -1, f(0) = \exp(0) - 1 = 0 \);
- infinities: \( f(+\infty) = \exp(+\infty) - 1 = +\infty \);
- NaN: the only value of \( x \) such that \( f(x) = \exp(x) - 1 \) is NaN is \( x \) is NaN.

Powers of 2

- exact values: \( 2^{-\infty} = +0, 2^0 = 1 \) and more generally \( 2^p \) is exact if \( p \) is an integer and \( 2^p \) is representable;
- infinities: \( 2^{+\infty} = +\infty \);
- NaN: the only value of \( x \) such that \( 2^x \) is NaN is \( x \) is NaN.
Powers of 10

- exact values: $10^{-\infty} = 0$, $10^{0} = 1$ and more generally $10^p$ is exact if $p$ is a nonnegative integer and $10^p$ is representable;
- infinities: $10^{+\infty} = +\infty$;
- NaN: the only value of $x$ such that $10^x$ is NaN is $x$ is NaN.

Powers of $b$

- exact values: $b^{-\infty} = 0$ if $|b| > 1$, $b^{+\infty} = 0$ if $|b| < 1$, $b^0 = 1$ (if $b \neq 0$, cf. discussion Section 2.5.1) and more generally $b^p$ is exact if it is representable;
- infinities: $b^{+\infty} = +\infty$ if $b > 1$, $b^{-\infty} = +\infty$ if $0 < b < 1$, $b^x = \pm \infty$ if $b = \pm 0$ and $x$ is a negative odd integer, $b^x = +\infty$ if $b = \pm 0$ and $x$ is a negative value that is not a odd integer;
- NaN: $b^x$ is NaN if $b \leq 0$ and $x \not\in \mathbb{N}$.

Trigonometric Functions and Their Reciprocals

Sine

- exact values: $\sin 0 = 0$;
- infinities: none;
- NaN: $\sin(\pm \infty)$ is NaN.
Cosine

- exact values: \( \cos 0 = 1; \)
- infinities: none;
- NaN: \( \cos(\pm \infty) \) is NaN.

Tangent

- definition: \( \tan x = \frac{\sin x}{\cos x}; \)
- exact values: \( \tan 0 = 0; \)
- infinities: attained for \( \pi/2 + k\pi \) with \( k \in \mathbb{Z} \): no floating-point number, in usual floating-point precision, is close enough to such a number to yield an overflow;
- NaN: \( \tan(\pm \infty) \) is NaN.

Cotangent

- definition: \( \cot x = \frac{\cos x}{\sin x}; \)
- exact values: none;
- infinities: \( \cot(\pm 0) = \pm \infty \) (\( \infty \) with the sign of 0);
- NaN: \( \cot(\pm \infty) \) is NaN.
Secant

- definition: \( \sec x = \frac{1}{\cos x} \);
- exact values: \( \sec 0 = 1 \);
- infinities: attained for \( \pi/2 + k\pi \) with \( k \in \mathbb{Z} \): no floating-point number, in usual floating-point precision, is close enough to such a number to yield an overflow;
- NaN: \( \sec(\pm\infty) \) is NaN.

Cosecant

- definition: \( \csc x = \frac{1}{\sin x} \);
- exact values: none;
- infinities: \( \csc(\pm 0) = \pm\infty \) (\( \infty \) with the sign of 0);
- NaN: \( \csc(\pm\infty) \) is NaN.

Inverse Sine

- exact values: \( \arcsin 0 = 0 \);
- infinities: none;
- NaN: \( \arcsin x \) is NaN if \( |x| > 1 \).
Inverse Cosine

- exact values: \( \arccos 1 = +0 \);
- infinities: none;
- NaN: \( \arccos x \) is NaN if \( |x| > 1 \).

Inverse Tangent

- exact values: \( \arctan 0 = 0 \),
  \( \arctan(\pm \infty) = \pm \pi/2 \) but it is not
  an exactly representable value in any
  floating-point format;
- infinities: none;
- NaN: the only value of \( x \) such that
  \( \arctan x \) is NaN is \( x \) is NaN.

Inverse Tangent \( (x/y) \)

- exact values: \( \arctan \frac{(-1)^x \cdot 0}{y} = (-1)^s \cdot \text{sign} \ y \cdot 0 \) if \( y \neq 0 \);
- infinities: none;
- NaN: \( \arctan(x/y) \) is NaN when \( x \) is NaN or \( y \) is NaN.
**Inverse Cotangent**

- exact values: \( \text{arccot}(\pm\infty) = \pm0 \),
  \( \text{arccot} \pm0 = \pm\pi/2 \) but it is not an exactly representable value in any floating-point format;

- infinities: none;

- NaN: the only value of \( x \) such that \( \text{arccot} x \) is NaN is \( x \) is NaN with this definition of arccot, cf. [1]. With Maple definition of arccot, \( \text{arccot} 0 \) is NaN.

**Inverse Secant**

- exact values: \( \text{arcsec} 1 = +0 \),
  \( \text{arcsec}(-1) = \pi \) and \( \text{arcsec}(\pm\infty) = \pi/2 \) but the last two cases are not exactly representable values in any floating-point format;

- infinities: none;

- NaN: \( \text{arcsec} x \) is NaN if \(|x| < 1\).

**Inverse Cosecant**

- exact values: \( \text{arccsc}(\pm\infty) = \pm0 \); it also holds that \( \text{arccsc}(\pm1) = \pm\pi/2 \) but these values are not exactly representable values in any floating-point format;

- infinities: none;

- NaN: \( \text{arccsc} x \) is NaN if \(|x| < 1\).
Hyperbolic Functions and Their Reciprocals

Hyperbolic Sine

- definition: $\sinh x = \frac{e^x - e^{-x}}{2}$;
- exact values: $\sinh 0 = 0$;
- infinities: $\sinh(\pm \infty) = \pm \infty$;
- NaN: the only value of $x$ such that $\sinh x$ is NaN is $x$ is NaN.

Hyperbolic Cosine

- definition: $\cosh x = \frac{e^x + e^{-x}}{2}$;
- exact values: $\cosh 0 = 1$;
- infinities: $\cosh(\pm \infty) = +\infty$;
- NaN: the only value of $x$ such that $\cosh x$ is NaN is $x$ is NaN.

Hyperbolic Tangent

- definition: $\tanh x = \frac{\sinh x}{\cosh x} = \frac{e^x - e^{-x}}{e^x + e^{-x}}$;
- exact values: $\tanh 0 = 0$, $\tanh(\pm \infty) = \pm 1$;
- infinities: none;
- NaN: the only value of $x$ such that $\tanh x$ is NaN is $x$ is NaN.
Hyperbolic Cotangent

- definition: \( \coth x = \frac{\cosh x}{\sinh x} = \frac{\exp x + \exp(-x)}{\exp x - \exp(-x)} \);
- exact values: \( \coth(\pm \infty) = \pm 0; \)
- infinities: \( \coth(\pm 0) = \pm \infty; \)
- NaN: \( \coth 0 \) may be defined as NaN, cf. discussion in Section 2.5.1.

Hyperbolic Secant

- definition: \( \sech x = \frac{1}{\cosh x} = \frac{2}{\exp x + \exp(-x)} \);
- exact values: \( \sech 0 = 1, \sech(\pm \infty) = \pm 0; \)
- infinities: none;
- NaN: the only value of \( x \) such that \( \sech x \) is NaN is \( x \) is NaN.

Hyperbolic Cosecant

- definition: \( \csch x = \frac{1}{\sinh x} = \frac{2}{\exp x - \exp(-x)} \);
- exact values: \( \csch(\pm \infty) = \pm 0; \)
- infinities: \( \csch(\pm 0) = \pm \infty; \)
- NaN: \( \csch 0 \) may be defined as NaN, cf. discussion in Section 2.5.1.
Inverse Hyperbolic Sine

- exact values: \( \text{arcsinh} 0 = 0; \)
- infinities: \( \text{arcsinh}(\pm\infty) = \pm\infty; \)
- NaN: the only value of \( x \) such that \( \text{arcsinh} x \) is NaN is \( x \) is NaN.

Inverse Hyperbolic Cosine

- exact values: \( \text{arccosh} 1 = +0; \)
- infinities: \( \text{arccosh}(+\infty) = +\infty; \)
- NaN: \( \text{arccosh} x \) is NaN for \( x < 1. \)

Inverse Hyperbolic Tangent

- exact values: \( \text{arctanh} 0 = 0; \)
- infinities: \( \text{arctanh}(\pm1) = \pm\infty; \)
- NaN: \( \text{arctanh} x \) is NaN for \( |x| > 1. \)
Inverse Hyperbolic Cotangent

- exact values: \( \text{arccoth}(\pm \infty) = \pm 0; \)
- infinities: \( \text{arccoth}(\pm 1) = \pm \infty; \)
- NaN: \( \text{arccoth} x \) is NaN for \( |x| < 1. \)

Inverse Hyperbolic Secant

- exact values: \( \text{arcsech} 1 = +0; \)
- infinities: \( \text{arcsech}(+0) = +\infty, \) we suggest \( \text{arcsech}(-0) = +\infty; \)
- NaN: \( \text{arcsech}(-0) \) can be defined as NaN, cf. discussion in Section 2.5.1, \( \text{arcsech} x \) is NaN if \( x \not\in [0,1]. \)

Inverse Hyperbolic Cosecant

- exact values: \( \text{arccsch}(\pm \infty) = \pm 0; \)
- infinities: \( \text{arccsch}(\pm 0) = \pm \infty; \)
- NaN: \( \text{arccsch} 0 \) can be defined as NaN, cf. discussion in Section 2.5.1.
Appendix 2: No Overflow for Trigonometric Functions

The procedure that determines the floating-point number (for a fixed format) which is closest to a multiple of $\pi$ or $\pi/2$ has been proposed by Kahan in [10] and translated in Maple by Muller in [19].

The following has been output by Maple v.9.0 on an Intel Xeon: for each precision (single, double, extended double and quadruple), the floating-point numbers which are closest to an integer multiple of $\pi/2$ or $\pi$ are determined (using the Maple procedure mentioned above and called \texttt{fclosestC}) and the trigonometric functions which are singular at an integer multiple of $\pi$ or $\pi/2$, \textit{i.e.} tan, cot, sec and csc, are evaluated on these arguments. The logarithms of these values are given: since they are never greater than the maximal possible exponent in the given format, this means that no overflow occurs.
> fclosestC := proc(B,n,emin,emax,C,ndigits)
> # floating-point precision format: radix B,
> # nb of digits of the mantissa n
> # minimal exponent emin, maximal exponent emax;
> # ndigits: number of digits used for the computations
> # result: floating-point number closest to a multiple of C
> # local variables
> local Cf, epsilonmin, powerofBoverC,e,a,
>     Plast,r,Qlast,Q,P,NewQ,NewP,epsilon,numbermin,expmin,1;
> 
> # to enforce floating-point computations
> Cf := evalf(C, ndigits);
> epsilonmin := 123456.0; # any large number
> Digits:=ndigits;
> powerofBoverC := B^(emin-n)/Cf;
>
> # for each possible exponent e, determination
> # of the floating-point number with this exponent e
> # which is closest to a multiple of C
> for e from emin-n+1 to emax-n+1 do
>     powerofBoverC := B *powerofBoverC;
>     a := floor(powerofBoverC);
>     Plast := a;
>     r := 1/(powerofBoverC-a);
>     a := floor(r);
>     Qlast := 1;
>     Q := a;
>     P := Plast*a+1;
>
>     # computation of the best rational approximation of B^2/C
>     while Q <B^(n-1) do
>         r := 1/(r-a);
>         a := floor(r);
>         NewQ := Q*a+Qlast;
>
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> NewP := P*a+Plast;
> Qlast := Q;
> Plast := P;
> Q := NewQ;
> P := NewP;
> od;
> epsilon := evalf(Cf*abs(Plast-Qlast*powerofBoverC));
>
> # comparison with floating-point numbers with other exponents
> if epsilon < epsilonmin then
> epsilonmin := epsilon;
> numbermin := Qlast;
> expmin := e;
> fi;
> od;
>
> # result: floating-point number with mantissa numbermin
> # and exponent expmin
> # distance to a multiple of C: epsilonmin
> [numbermin, expmin, evaf(epsilonmin,20)];
> end:
> affiche := proc(B, C, mantissa, exponent, epsilon, ndig)
>   local auxf, auxi, auxd, auxl;
>   print("mantissa", evalf(mantissa, ndig));
>   print("exponent", exponent);
>   print("epsilon", evalf(epsilon, ndig));
>   auxl := evalf(log(evalf(epsilon)/evalf(log(evalf(B)))));
>   print("log_epsilon", evalf(auxl, ndig));
>   # distance between an integer multiple of C
>   # and the closest floating-point number
>   auxf := evalf(mantissa* (B^exponent));
>   # floating-point number closest to an integer multiple of C
>   print("closest_fp_nb", evalf(auxf, ndig));
>   auxl := evalf(log(abs(auxf)/evalf(log(evalf(B)))));
>   print("log_closest_fp_nb", evalf(auxl, ndig));
>   auxi := round(auxf/C);
>   # the integer by which C must be multiplied to be close to auxf
>   auxd := evalf(abs(auxf - evalf(auxi * evalf(C))));
>   # smallest distance between a floating-point number
>   # and an integer multiple of C
>   auxl := evalf(log(auxd)/log(evalf(B)));
>   print("distance", evalf(auxd, ndig));
>   print("log_distance", evalf(auxl, ndig));
>   
>
# evaluation of the trigonometric functions
# in the given worst cases
# and in twice these values
# to check if an overflow occurs

# tangent
auxd:= evalf(tan(auxf));
print('tangent', evalf(auxd, ndig));
auxd := abs(auxd);
print('log_tangent',
    evalf( evalf(log(auxd))/evalf(log(evalf(B)))), ndig));

# cotangent
auxd:= evalf(cot(auxf));
print('cotangent', evalf(auxd, ndig));
auxd := abs(auxd);
print('log_cotangent',
    evalf( evalf(log(auxd))/evalf(log(evalf(B)))), ndig));

# secant
auxd:= evalf(sec(auxf));
print('secant', evalf(auxd, ndig));
auxd := abs(auxd);
print('log_secant',
    evalf( evalf(log(auxd))/evalf(log(evalf(B)))), ndig));

# cosecant
auxd:= evalf(csc(auxf));
print('cosecant', evalf(auxd, ndig));
auxd := abs(auxd);
print('log_cosecant',
    evalf( evalf(log(auxd))/evalf(log(evalf(B)))), ndig));

end:
> # determination of the single-precision floating-point number
> # closest to a multiple of Pi/2
> l:=fclosestC(2,24,1,127,Pi/2,100);

\[
l := [16367173,72,1.6147697982476211883 \times 10^{-9}]
\]

> Digits:=100:affiche(2,Pi/2,l[1],l[2],l[3],20);

"mantissa", 16367173.0
"exponent", 72
"epsilon", 0.0000000016147697982476211883
log_epsilon, −29.206024345165092086
closest_fp_nb, 77291789194529019661000000000.0
log_closest_fp_nb, 95.964301819799583986
distance, 0.0000000016147697982476211883
log_distance, −29.206024345165092086
tangent, −619283318.95061386812
log_tangent, 29.206024345165092085
cotangent, −0.0000000016147697982476211897
log_cotangent, −29.206024345165092085
secant, −619283318.95061386892
log_secant, 29.206024345165092086
cosecant, 1.00000000000000013
log_cosecant, 1.8755035531556524284 \times 10^{-18}
> # determination of the single-precision floating-point number
> # closest to a multiple of Pi
> l:=fclosestC(2,24,1,127,Pi,100);

\[ l := [16367173, 73, 3.2295395964952423766 \times 10^{-9}] \]

> Digits:=100:affiche(2,Pi,l[1],l[2],l[3],20);

"mantissa", 16367173.0
"exponent", 73
"epsilon", 0.0000000032295395964952423766
log_epsilon, -28.206024345165092086
closest fp_nb, 1.5458357838905803932 \times 10^{29}
log_closest_fp_nb, 96.964301819799583986
distance, 0.0000000032295395964952423766
log_distance, -28.206024345165092086
tangent, 0.0000000032295395964952423878
log_tangent, -28.206024345165092081
cotangent, 309641659.47530693325
log_cotangent, 28.206024345165092081
secant, -1.000000000000000052
log_secant, 7.5020142126226096988 \times 10^{-18}
cosecant, -309641659.47530693487
log_cosecant, 29.206024345165092088
> # determination of the double-precision floating-point number
> # closest to a multiple of Pi/2
> l:=fclosestC(2,53,1,1023,Pi/2,400);

\[
\begin{align*}
l &:= [6381956970095103, 797, 4.6871659242546276111 \times 10^{-19}] \\
> \text{Digits}:=400: \text{affiche}(2,\text{Pi}/2,l[1],l[2],l[3],20);
\end{align*}
\]

"mantissa", 6381956970095103.0
"exponent", 797
"epsilon", 4.6871659242546276111 \times 10^{-19}
log\_epsilon, -60.887917936171321938
closest\_fp\_rub, 5.3193726483265414167 \times 10^{255}
log\_closest\_fp\_rub, 849.50292030468859937
distance, 4.6871659242546276111 \times 10^{-19}
log\_distance, -60.887917936171321938
tangent, -2133485385753703843.7
log\_tangent, 60.887917936171321937
cotangent, -4.6871659242546276111 \times 10^{-19}
log\_cotangent, -60.887917936171321937
secant, -2133485385753703843.7
log\_secant, 60.887917936171321937
cosecant, 1.0
log\_cosecant, 0.0
> # determination of the double-precision floating-point number
> # closest to a multiple of Pi
> l:=fclosestC(2,53,1,1023,Pi,400);

\[ l := [6381956970095103, 798, 9.3743318485092552222 \times 10^{-19}] \]

> Digits:=400:affiche(2,Pi,l[1],l[2],l[3],20);

"mantissa", 6381956970095103.0
"exponent", 798
"epsilon", 9.3743318485092552222 \times 10^{-19}
log epsilon, -59.887917936171321938
closest_fp_nb, 1.0638745296653082833 \times 10^{256}
log closest_fp_nb, 850.50292030468859937
distance, 9.3743318485092552222 \times 10^{-19}
log distance, -59.887917936171321938
tangent, 9.3743318485092552222 \times 10^{-19}
log tangent, -59.887917936171321937
cotangent, 1066742692876851921.8
log cotangent, 59.887917936171321937
secant, -1.0
log secant, 0.0
cosecant, -1066742692876851921.8
log cosecant, 59.887917936171321937

> # The fact that sec is exactly equal to -1 is surprising...
> # but it is none of our business: we are interested only
> # in overflows.
> # determination of the double-extended precision floating-point number
> # closest to a multiple of Pi/2
> l:=fclosestC(2,64,1,16384,Pi/2,1000);

\[
l := [13210900446005298036, 3194, 0.0] \]

> # surprising: epsilon is zero again...
> # let's retry this computation with some more digits
> l:=fclosestC(2,64,1,16384,Pi/2,2000);

\[
l := [17211587951603246563, 6515, 0.0] \]

> l:=fclosestC(2,64,1,16384,Pi/2,4000);

\[
l := [9693042348290821030, 13160, 0.0] \]
> l:=fclosestC(2,64,1,16384,Pi/2,5000);

\[
\begin{align*}
l & := [17476981849448541921, 10531, 1.8234027806337770702 \times 10^{-23}] \\
\end{align*}
\]

> Digits:=5000:affiche(2,Pi/2,[1,2,3,20]);

```
"mantissa", 17476981849448541921.0
"exponent", 10531
"epsilon", 1.8234027806337770702 \times 10^{-23}
log_\epsilon, -75.537712901647601204
closest_fp_nb, 2.4510421094328914300 \times 10^{3189}
log.closest_fp_nb, 10594.922089866028635
distance, 1.8234027806337770702 \times 10^{-23}
log_distance, -75.537712901647601207
tangent, 5484251809972674800700.0
log_tangent, 75.537712901647601204
cotangent, 1.8234027806337770702 \times 10^{-23}
log_cotangent, -75.537712901647601204
secant, -5484251809972674800700.0
log_secant, 75.537712901647601204
cosecant, -1.0
log_cosecant, 0.0
```
> # determination of the double-extended precision
> # floating-point number closest to a multiple of Pi
> l:=fclosestC(2,64,1,16384,Pi,5000);

\[
  l := [17476981849448541921, 10532, 3.6468055612675541404 \times 10^{-23}]
\]

> Digits:=5000:affiche(2,Pi,l[1],l[2],l[3],20);

"mantissa", 17476981849448541921.0
"exponent", 10532
"epsilon", 3.6468055612675541404 \times 10^{-23}
log_epsilon, -74.537712901647601204
closest_fp_nb, 4.902084218865782860 \times 10^{3189}
log_closest_fp_nb, 10595.922089866028635
distance, 3.6468055612675541404 \times 10^{-23}
log_distance, -74.537712901647601206
tangent, -3.6468055612675541404 \times 10^{-23}
log_tangent, -74.537712901647601203
cotangent, -2742125904986337400400.0
log_cotangent, 74.537712901647601203
secant, -1.0
log_secant, 0.0
cosecant, 2742125904986337400400.0
log_cosecant, 74.537712901647601203
> # determination of the quadruple-precision
> # floating-point number closest to a multiple of Pi/2
> l:=fclosestC(2,113,1,16384,Pi/2,10000);

\[
l := \left[ 8794873135033829349702184924722639, 1852, 7.8813600082722437657 \times 10^{-38} \right]
\]

> Digits:=7000:affiche(2,Pi/2,l[1],l[2],l[3],20);

"mantissa", 8.7948731350338293497 \times 10^{33}
"exponent", 1852
"epsilon", 7.8813600082722437657 \times 10^{-38}
log_epsilon, -123.25482300295536669
closest_fp_nb, 2.8299681573086455207 \times 10^{591}
log_closest_fp_nb, 1964.7602898984312882
distance, 7.8813600082722437657 \times 10^{-38}
log_distance, -123.25482300295536669
tangent, 1.2688165480962727524 \times 10^{37}
log_tangent, 123.25482300295536669
cotangent, 7.8813600082722437657 \times 10^{-38}
log_cotangent, -123.25482300295536669
secant, 1.2688165480962727524 \times 10^{37}
log_secant, 123.25482300295536669
cosecant, 1.0
log_cosecant, 0.0
> # determination of the quadruple-precision
> # floating-point number closest to a multiple of Pi
> l:=fclosestC(2,113,1,16384,Pi,10000);

\[
l := [8794873135033829349702184924722639, 1853, 1.5762720016544487531 \times 10^{-37}]
\]

> Digits:=7000:affiche(2,Pi,l[1],l[2],l[3],20);

"mantissa", 8.7948731350338293497 \times 10^{33}
"exponent", 1853
"epsilon", 1.5762720016544487531 \times 10^{-37}
log_epsilon, -122.25482300295536669
closest_fp_rib, 5.6599363146172910415 \times 10^{591}
log_closest_fp_rib, 1965.7602898984312882
distance, 1.5762720016544487531 \times 10^{-37}
log_distance, -122.25482300295536669
tangent, -1.5762720016544487531 \times 10^{-37}
log_tangent, -122.25482300295536669
cotangent, -6.3440827404813637622 \times 10^{36}
cotangent, -4.6871659242546276111 \times 10^{-19}
log_cotangent, 122.25482300295536669
secant, -1.0
log_secant, 0.0
cosecant, 6.3440827404813637622 \times 10^{36}
log_cosecant, 122.25482300295536669
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