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Abstract: The Nelson-Oppen combination method combines decision procedures for first-
order theories satisfying certain conditions into a single decision procedure for the union
theory. The method is restricted to the combination of stably infinite theories over disjoint
signatures.

In this report we present C-tableauz, an extension of Smullyan tableaux that generalizes
the Nelson-Oppen method to the combination of arbitrary universal theories, not necessar-
ily stably infinite and not necessarily over disjoint signatures. C-tableaux are sound and
complete, but not terminating in general.

Although C-tableaux do not provide a decidability result in general, in this report we
describe two approaches that can be used in order to obtain decidability results using C-
tableaux. Using the first approach, we are able to obtain a decidability result when combin-
ing theories that share the dense orders. Using the second approach, we are able to obtain
a decidability result when combining theories whose union is stably finite.
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C-tableaux

Résumé : La méthode de combinaison de Nelson-Oppen permet de combiner des procédures
de décision pour des théories du premier ordre satisfaisant certaines conditions de maniére
A obtenir une procédure de décision pour 'union des théorie. La méthode est restreinte 3 la
combinaison de théories stable-infinies sur des signatures disjointes.

Dans ce rapport, nous présentons les C-tableaux, une extension des tableaux de Smul-
lyan qui généralise la méthode de Nelson-Oppen & la combinaison de théories arbitraires
universelles, pas nécessairement stable-infinies et pas nécessairement a signatures disjointes.
La méthode des C-tableaux est correcte et compléte, mais ne termine pas en général.

Bien que les C-tableaux ne fournissent pas un résultat de décidabilité en général, nous
décrivons dans ce rapport deux approches les utilisant qui permettent d’obtenir des résultats
de décidabilité. En employant la premiére approche, nous pouvons obtenir un résultat
de décidabilité quand nous combinons des théories qui partagent les ordres denses. En
employant la deuxiéme approche, nous pouvons obtenir un résultat de décidabilité quand
nous combinons des théories dont 'union est stable-finie.

Mots-clés : Déduction automatique, Procédures de décision, Combinaison, Tableaux.
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4 Calogero G. Zarba

1 Introduction

In many applications of automated reasoning one has often to detect the satisfiability of log-
ical formulae spanning several different domains. Thus, it is important to build frameworks
for combining the different specialized reasoners for the single domains into a general-purpose
reasoner.

The most successful and well-known combination method was invented in 1979 by Nelson
and Oppen [7]. Given two theories T} and T» satisfying certain conditions, their method
combines the available decision procedures for 77 and 75 into a decision procedure for the
satisfiability of quantifier-free formulae in the union theory 77 UT5. In order to be applica-
ble, the Nelson-Oppen method requires that the component theories 77 and 75 satisfy the
following conditions:

e the theories T} and T, must be stably infinite;!
e the signatures of 77 and T must be disjoint.

In this report we address the problem of lifting both the stably infiniteness and the
disjointness restriction. To solve this problem, we introduce C-tableauz, an extension of
Smullyan tableaux [1, 10] which generalizes the Nelson-Oppen combination method to the
union of arbitrary universal theories, not necessarily stably infinite and not necessarily over
disjoint signatures.

C-tableaux use as black boxes decision procedures P, and P, for the satisfiability of
quantifier-free formulae in theories 77 and 75 in order to provide a sound and complete
method with respect to the unsatisfiability of quantifier-free formulae in the combined theory
T1UT5. Soundness means that if there exists a C-tableau proof that a formula is unsatisfiable
in the combined theory, then the formula is indeed unsatisfiable. Completeness means that
if a formula is unsatisfiable in the combined theory, then there exists a C-tableau proof that
demonstrates the unsatisfiability.

In general, C-tableaux are not terminating. In other words, a procedure based on C-
tableaux may run forever if it receives as input a formula that is satisfiable in the combined
theory. Note that nontermination is exactly what is expected because the general problem
targeted by C-tableaux is undecidable.

Although in general C-tableaux do not provide a decidability result, there are particular
instances of combination problems where C-tableaux do yield a decision procedure for the
combined theory. Indeed, there are two main approaches that can be used in order to obtain
a decidability result using C-tableaux.

The first approach consists of employing, depending upon the specific component theories
at hand, suitable restrictions to the tableau rules that enforce termination without sacrificing
completeness.

Using this approach, we show that C-tableaux provide a decidability result when com-
bining theories that share the dense orders. The theory of dense orders models a predicate

1A theory is stably infinite if every quantifier-free formula is satisfiable in 7" if and only if it is true in an
infinite model of T'.

INRIA



C-tableauz 5

symbol < as a linear order that is dense in the following sense: For every two elements x, y,
if x < y then there exists an element z between = and y, that is, z < z and z < y. Examples
of domains that are densely ordered include the set of rational numbers and the set of real
numbers.

The second approach consists of finding a semi-decision procedure that is sound and
complete for the satisfiability of quantifier-free formulae in 77 U T5. Note that C-tableaux
are a semi-decision procedure that is sound and complete for the unsatisfiability of quantifier-
free formulae in 77 U T>. Therefore, given a quantifier-free formula ¢, we can run the two
semi-decision procedures in parallel, and the first one that stops will tell us whether ¢ is
(T} U T5)-satisfiable or not.

Using the second approach, we are able to obtain a decidability result when combining
universal theories Ti, 75 whose union T} U T5 is stably finite.2

1.1 Related work

Tinelli and Ringeissen [13] presented a generalization of the Nelson-Oppen combination
method for theories whose signatures may not be disjoint. Their method is restricted to
pairs of what they call N-O combinable theories. Roughly speaking, examples of pairs of
N-O combinable theories are those that share constructors, and also “agree” on the shared
constructors. Given a pair (T7,T3) of N-O combinable theories, Tinelli and Ringeissen’s
method yields a semi-decision procedure with respect to the satisfiability of constraints in
the union theory 77 U T5.

Tinelli [11] introduced a multi-theory free-variable tableau calculus in which the fore-
ground reasoner interacts with two background reasoners. His method is based on a spe-
cialized version of the Craig interpolation lemma.

Ghilardi [2] presented another generalization of the Nelson-Oppen combination method
for theories whose signatures may not be disjoint. His method is restricted to pairs of
theories (T4, Tz) for which there is a theory Ty such that both T} and T are what Ghilardi
calls Ty-compatible theories. As an example, the theory of rational linear arithmetic and the
theory of total orders endowed with a strict monotonic function f are Tj-compatible, with
T being the theory of total orders. Ghilardi’s method yields a semi-decision procedure with
respect to the unsatisfiability of constraints in the union theory 77 U T5, but it can provide
a decidability result if the theory T} is locally finite.

1.2 History of C-tableaux.

C-tableaux were originally presented in [14], and then later improved in [15]. The decidability
result for the combination of theories sharing dense orders was first obtained in [17]. The
decidability result for the combination of theories whose union is stably finite was first
obtained in [16].

2A theory is stably finite if every quantifier-free formula is satisfiable in T if and only if it is true in a
finite model of T'.

RR n° 5229



6 Calogero G. Zarba

1.3 Organization of the report.

The report is organized as follows. In Section 2 we introduce some preliminary notions
that will be used in what follows. In Section 3 we describe the Nelson-Oppen combination
method, and in Section 4 we describe C-tableaux. In Sections 5 we state and prove the
Combination Theorem, a fundamental model-theoretic result that forms the basis of the
correctness of combination methods. In Section 6 we prove the soundness and completeness
of C-tableaux. In section 7 we address the problem of making C-tableaux efficient. In
Section 8 we show how to obtain a decidability result when combining theories that share
up to a finite number of constant symbols. In Section 9 we show how to obtain a decidability
result when combining theories that share the dense orders. In Section 10 we show how to
obtain a decidability result when combining theories whose union is stably finite. Finally,
in Section 11 we draw conclusions from our work.

2 Preliminaries

2.1 Syntax

A signature X consists of a set ©C of constant symbols, a set ©F of function symbols, and
a set X of predicate symbols.

Given a set V' of variables, we denote with Terms(X, V) the set of terms built from the
variables in V' and the symbols in ¥. An element of Terms(X,V) is a B-term. Terms(X)
stands for Terms(%, ).

A Y-atom is either an expression of the form P(ti,...,t,), where P € ¥ and ¢,,...,t,
are Y-terms, or an expression of the form s = ¢, where = is the equality logical symbol and
s, t are Y-terms, or one of the symbols true, false. Y-formulae are constructed by applying in
the standard way the connectives —, A, V, — and the quantifiers V, 3 to X-atoms. X-literals
are Y-atoms or their negations. Y-sentences are Y-formulae with no free variables.

When ¥ is irrelevant or clear from the context, we will simply write atom, formula,
literal, and sentence in place of ¥-atom, >-formula, Y-literal, and X-sentence.

If ¢ is a term, vars(t) denotes the set of variables occurring in ¢. If ¢ is a formula, vars(y)
denotes the set of free variables occurring in . If ® is a set of terms or a set of formulae,
vars(®) = U, cq vars(p).

For convenience, we identify conjunction of formulae @1 A- - -Ap,, with the set {¢1, ..., ¢n},
and we abbreviate the literal —~(x = y) with z # y.

2.2 Semantics

Definition 1. Let X be a signature. A X-INTERPRETATION .4 with domain A over a set V'
of variables is a map which interprets

e each variable z € V as an element 2 € A;

e each constant ¢ € XC as an element ¢4 € A;

INRIA



C-tableauz 7

e each function symbol f € XF of arity n as a function f4 : A" — A;

e each predicate symbol P € ©.F of arity n as a subset P4 of A™. O
Unless otherwise specified, we use the convention that calligraphic letters A, B, ... denote
structures, and that the corresponding Roman letters A, B, ... denote the domains of the
structures.

Let A be a YX-interpretation over a set V' of variables. For a term ¢ € Terms(X,V), we
denote with ¢t the evaluation of ¢ under the interpretation A. Similarly, we denote with ¢
the truth-value of the formula ¢ under the interpretation A. If T is a set of Y-terms over
V, we denote with T the set {t* :¢ € T}.

A sentence ¢ is satisfied by an interpretation A if it evaluates to true under A. A
Y-formula ¢ over a set V' of variables is:

e walid, if it is satisfied by all Y-interpretations over V;
o satisfiable, if it satisfied by some X-interpretation over V;
o unsatisfiable, if it is not satisfiable.

Let A be an Q-structure over some set U of variables. For a subset 3 of Q2 and a subset
V of U, we denote with A" the Y-interpretation over U obtained by restricting A to
interpret only the symbols in ¥ and the variables in U. In particular, A> stands for A>?.

Definition 2. Let A and B be Y-interpretations over V. A QUASI-EMBEDDING h of A into
B is a function h : A — B such that

e h(u™) = uB for each constant or variable u in ¥¢ U V;

o W(fA(ar,...,an)) = fB(h(ar),...,h(ay,)), for each n-ary function symbol f in ©F and
for each aq,...,a, in A;

e (a1,...,a,) € PAif and only if (h(a1),...h(a,)) € PB, for each n-ary predicate
symbol P in ¥F and for each a1,...,a, in A.

An EMBEDDING of A into B is an injective quasi-embedding h of A into B.
An 1SOMORPHISM of A into B is a bijective quasi-embedding h of A into B. O

We write A = B to indicate that there exists an isomorphism of A4 into B.

Proposition 3. Let A and B be X-interpretations over V, and assume that A = B. Then

o = OB, for each S-formula ¢ such that vars(p) C V. O

Proposition 4 ([5]). Let A and B be two interpretations, and let T be a universal theory
such that B is a T-interpretation. Assume that there exists an embedding of A into B. Then
A is also a T-interpretation. O

Theorem 5 (Herbrand). Let ® be a set of universal X-formulae, and let V = vars(®).
Assume that X UV # (. Then ® is satisfiable if and only if there exists an interpretation
A satisfying ® such that A = [Terms(3,V)]A. 0

RR n° 5229



8 Calogero G. Zarba

2.3 Theories

Definition 6. Let ¥ be a signature. A X-THEORY is any set of X-sentences. O

Given a X-theory T, a T-interpretation is a Y-interpretation that satisfies all sentences
in T. A Yformula ¢ is:

e T-valid, if it is satisfied by all T-interpretations;
o T-satisfiable, if it is satisfied by some T-interpretation;
o T-unsatisfiable, if it is not T-satisfiable.

Given a Y-theory T, we can define several decision problems for T'. More precisely, if L
is a set of formulae then

e the validity problem of T with respect to L is the problem of deciding, for each formula
@ in L, whether or not ¢ is T-satisfiable;

o the satisfiability problem of T with respect to L is the problem of deciding, for each
formula ¢ in L, whether or not ¢ is T-satisfiable;

o the unsatisfiability problem of T with respect to L is the problem of deciding, for each
formula ¢ in L, whether or not ¢ is T-unsatisfiable.

When we mention a decision problem without specifying the set of formulae L, we im-
plicitly assume that L is the set of all ¥-formulae. For instance, if T is a Y-theory, the
validity problem of T is the problem of deciding, for each ¥-formula ¢, whether or not ¢ is
T'-satisfiable.

When we prefix the name of a decision problem with “quantifier-free”, we implicitly
assume that L is the set of all quantifier-free ¥-formulae. For instance, the quantifier-free
satisfiability problem of a X-theory T is the problem of deciding, for each quantifier-free
Y-formula ¢, whether or not ¢ is T-satisfiable.

Sometimes, it is convenient to reduce the (quantifier-free) validity problem of a theory T'
to the (quantifier-free) satisfiability problem of T'. Note that this is always possible because
every formula ¢ is T-valid if and only if —¢ is T-unsatisfiable. Thus, in order to test ¢ for
T-validity, one only needs to test —¢ for T-unsatisfiability.

Definition 7. A theory is UNIVERSAL if all its sentences are of the form (Vx)p, where ¢ is
quantifier-free. O

In this report, we will use the usual notion of stable infiniteness for a theory, together
with its “dual” one, which we call stable finiteness.

Definition 8. A Y-theory T is STABLY INFINITE (respectively, STABLY FINITE) if every
quantifier-free 3-formula ¢ is T-satisfiable if and only if it is satisfied by a T-interpretation
A whose domain A is infinite (respectively, finite). o

INRIA



C-tableauz 9

Examples of stably infinite theories include the theory of equality,® the theory of integers,
the theory of rationals, the theory of lists, and the theory of arrays, and the theory of sets.

Examples of stably finite theories include the theory of equality, all theories satisfied
only by finite interpretations, and all theories axiomatized by formulae in the Bernays-
Schonfinkel-Ramsey class.

Note that a theory can be both stably finite and stably infinite, an example given by the
theory of equality.

Definition 9. A Y-theory T is CONVEX if for every conjunction I" of >-literals and for every
disjunction /', z; = y;,

TUI‘):\/xi:yi iff TUT = z; = yj,for some j € {1,...,n}. O
i=1

Examples of convex theories include the theory of equality, the theory of rationals, and
the theory of lists.

3 Nelson-Oppen

Let 3; and X5 be signatures, and let T; be a ¥;-theory, for ¢ = 1,2. Assume that there
exist decision procedures P, and P» such that, for ¢ = 1,2, P; can decide the quantifier-free
satisfiability problem of T;. The Nelson-Oppen combination method uses P, and P, as black
boxes in order to decide the (T7 U T5)-satisfiability of quantifier-free (X7 U X3)-formulae.

Provided that ¥1NYs = (), and that 77 and T are stably infinite, the Nelson-Oppen com-
bination method provides a decision procedure for the quantifier-free satisfiability problem
of Tl @] TQ.

We now describe the Nelson-Oppen combination method. Without loss of generality,
we restrict ourselves to conjunctions of literals. Note that this can always be done because
every quantifier-free formula ¢ can be effectively converted into an equisatisfiable formula
in disjunctive normal form 1 V - - - V 1,,, where each ; is a conjunction of literals. Then ¢
is satisfiable if and only if at least one of the disjuncts 1); is satisfiable.

Thus, let T be a conjunction of (27 U 3s)-literals. The Nelson-Oppen method consists
of two phases: variable abstraction and check.

In the variable abstraction phase we convert I' into a conjunction I'; U T's satisfying the
following properties:

(a) each literal in T'; is a X;-literal, for i = 1, 2;

(b) Ty UTs is (T1 U Ty)-satisfiable if and only if so is T'.

3Since we regard = as a logical symbol, for us the theory of equality and the empty theory are the same
theory.

RR n° 5229



10 Calogero G. Zarba

Note that all properties can be effectively enforced with the help of new auxiliary vari-
ables.

We call T'; U T3 a conjunction of literals in separate form. Moreover, we denote with
shared(T'1,T3) the set of variables occurring in both T'y and T'g, that is, shared(I'1,T2) =
vars(T'1) N wvars(T'z).

In order to describe the check phase, we introduce the notion of arrangement.

Definition 10. Let E be an equivalence relation over some set V of variables. The ar-
rangement of V induced by F is defined as the conjunction:

arr(V,E)={z=y|x,y €V and (x,y) € E} U
{zx#£ylx,yeVand (x,y) ¢ E}. O

Let I'; UT; be a conjunction of literals in separate form, and let V' = shared(T'1,T2). In
the check phase we perform the following two steps, for each equivalence relation E of V:

Step 1. If I’y U arr(V, E) is Ty-satisfiable go to the next step; otherwise output fail;
Step 2. If I's U arr(V, E) is Ty-satisfiable output succeed; otherwise output fail.

If there exists an equivalence relation E of V for which we output succeed then we
declare that T'; UTs is (T} U T)-satisfiable. If instead we output fail for each equivalence
relation F of V then we declare that I'y UT'; is (77 U T»)-unsatisfiable.

Provided that the signatures 3; and 3. are disjoint, and that the theories 77 and T5
are stably infinite, then the Nelson-Oppen method just described is correct. The following
theorem summarizes this result.

Theorem 11. Let T; be a stably infinite ¥;-theory, for i = 1,2, and let ¥1 NXs = (). Also,
assume that the quantifier-free T;-satisfiability problem is decidable. Then the Nelson-Oppen
combination method provides a decision procedure for the quantifier-free satisfiability problem
of Ty UTs. 0O

3.1 An example in which all goes well

Let Tw be the theory of reals, let 3y = {f}, where f is a unary function symbol, and let T
be the theory of equality over the signature .

Since ¥r N X; = (), and since both T and T are stably infinite, Theorem 11 tells us
that the Nelson-Oppen method is able to correctly combine T and 7.

Consider the conjunction
I = { TrY=z, }
fl@) # fly) |-

We have that T" is (Tg U T)-satisfiable: A (T U Tf)-interpretation A satisfying I' can be
obtained by letting A = R, 24 =1, y* = 2, 2A = 3, and f*(a) = a, for each a € R.

INRIA



C-tableauz 11

Let us apply the Nelson-Oppen combination method to I'. In the variable abstraction
phase we do not need to introduce new variables, and we simply return the conjunctions

I'p={z+y=2}, Iy ={f(x) # f(y)}

Since shared(I'r,I'y) = {z,y}, there are only two equivalence relations to examine: either
(xz,y) € Eor (z,y) ¢ E. In the former case I'y U{x = y} is T-unsatisfiable. However, in the
latter case we have that TrU{x # y} is Tr-satisfiable and that Iy U{x # y} is T,-satisfiable.
Thus, we correctly conclude that I" is (Tk U T'y)-satisfiable.

3.2 An example in which something goes wrong
Let Tr be the theory of reals, let Xy = {f, <}, and let Ty be the theory defined by

(Vo) (z <),
Tu=< (Vo)Vy)(V2)lz <y Ny<z — x<z], ;,
(Vo) (Vy)lz <y — f(z) < f(y)]

Intuitively, Ty models f as a monotone increasing function with respect to the order <.
Since YrNY¥y = {<}, the Nelson-Oppen combination method cannot be applied in order
to combine T and Tj. As an example of what can go wrong, consider the conjunction

u<uv,
- u=z+1,
b= v=y+1,

~(f(=) < f(y))

We have that T' is (Tk U T )-unsatisfiable. In particular, the unsatisfiability is caused by
the shared predicate symbol <. In fact, the first three literals imply x < y, whereas the last
literal implies —(z < y).

However, the Nelson-Oppen method is unable to detect the unsatisfiability. To see this,
let us apply the method to I'. In the variable abstraction phase, we obtain the conjunctions

u<v,
_ _ Ju<w,
R IR e ={ 250 < s J-

Let V = shared(Tr,T'm) = {x,y,u,v}. For the check phase, consider the equivalence
relation E induced by the partition {{z}, {y},{u},{v}}. In other words, F models all
variables in V as different. We have that both I'g U arr(V, E) is Tr-satisfiable and that
Ty Uarr(V, E) is Tyy-satisfiable. Thus, the Nelson-Oppen method incorrectly concludes that
[ is (Tr U Ty )-satisfiable.

The Nelson-Oppen combination method is unable to detect the unsatisfiability because
it does not take into account the shared predicate symbol <. We will see in the next section
that we can detect the unsatisfiability by using C-tableaux.

RR n° 5229



12 Calogero G. Zarba

Abstraction rule

Where ¢ is either a ¥;-term or a X2-term, and w is a newly generated variable.

Decomposition rules

=y | v#y P(z1,...,2n) | P(z1,...,2n)
Where z,y,x1,...,x, are variables already occurring in the branch and P € PNl
Closure rule
14}
ln
false

Provided that there exists an index ¢ € {1,2} such that ¢i,...,¢, are X;-literals and
{l1,...,4,} is Ti-unsatisfiable.

Figure 1: C-tableau rules.

4 C-tableaux

Let 31 and Y5 be arbitrary signatures (that is, not necessarily disjoint), and let T; be a
universal ¥;-theory, for ¢ = 1,2. Also, assume that there exist decision procedures P; and
P, such that, for ¢ = 1,2, P; can decide the quantifier-free satisfiability problem of T;.
Using P; and P, as black boxes, C-tableaux provide a method for checking the (71 U T5)-
satisfiability of quantifier-free (¥; U X)-formulae.

We now describe C-tableaux. As usual, we restrict ourselves to conjunctions of (3, U
Y5)-literals. Moreover, by using the variable abstraction phase of the the Nelson-Oppen
combination method, we can further restrict ourselves to conjunction of literals in separate
form.

Definition 12 (C-tableaux). Let I = I'; UI'; be a conjunction of literals in separate form.
An INITIAL C-TABLEAU for T is a tree consisting of one branch whose nodes are labeled with
the literals in I'. A C-TABLEAU for T is either an initial C-tableau for I" or is obtained by
applying the rules in Figure 1 to an initial C-tableau for I'. O

The intuition behind the rules in Figure 1 is as follows. The closure rule is used in order to
detect inconsistencies. The decomposition rule is used to let the decision procedures for T;
and 75 “agree” on the truth-value of every atom.

INRIA




C-tableauz 13

The intuition behind the abstraction rule is more complex. Suppose that ¢ is a ¥;-
term but not a Ys-term. Then the decision procedure for 77 “knows” about ¢, but the
decision procedure for T5 does not. After an application of the abstraction rule, the decision
procedure for T5 is aware of the existence of

We now define when a C-tableau is closed.

Definition 13. Let B be a branch of a C-tableau T. We say that B is CLOSED if it contains
the literal false. A branch which is not closed is OPEN. A C-tableau is CLOSED if so are all
its branches; otherwise it is OPEN. O

In Section 6 we will prove that C-tableaux are sound and complete for quantifier-free
unsatisfiability problem of (T U T»). More specifically, for any conjunction I' = T'y UT's in
separate form, we have:

e Soundness. If there exists a closed C-tableau for I" then I' is (771 U T)-unsatisfiable;
e Completeness. If I is (77 U T%)-unsatisfiable then I" has a closed C-tableau.

In general, C-tableaux are not terminating. Nontermination is caused by the abstraction
rule, which requires that we add a literal of the form ¢ = w, for each (¥; U ¥3)-term ¢.
Unfortunately, when XY U XE - () there is an infinite number of such terms.*

Although in general C-tableaux are not terminating, they can form the basis for decid-
ability results. We will address the issue of decidability in Sections 10-10.

4.1 An example
Let Tr be the theory of reals, let Xy = {f, <}, and let Ty be the theory defined by
(Vz)-(z < ),
Tv=< (Vo)(Vy)(V2)z <y ANy<z — z<z],
(Vz)(Vy)lx <y — f(z) < f(y)]
In Subsection 3.2 we saw that the Nelson-Oppen combination method cannot be used

in order to combine Tx and Ty;. In particular, we saw that the Nelson-Oppen combination
method incorrectly concludes that the conjunction

u<v,
u=x+1,
b= v=y+1,

~(f(2) < f(y))

is (Tr U Ty )-satisfiable, despite the fact that I" is (Tr U Tiy)-unsatisfiable.
Let us see what happens if, instead of the Nelson-Oppen combination method, we use
C-tableaux. Figure 2 shows a closed C-tableau for I'. Denoting with ¢; the literal labeling

4Technically speaking, nontermination is due to more than the presence of infinitely many terms. The
problem is that, in general, the abstraction rule cannot be safely restricted to a finite subset of (X1 UX2)-terms
without sacrificing completeness.
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1. u<v

2. u=x+1

3. v=y+1

4. =(f(z) < f(w)
5 <y 7. —(z<vy)
6. false 8. false

Figure 2: A closed C-tableau.

node i, the inferences can be justified as follows:

l1,0s, 03,2, are the formulae occurring in T'.

¢5 and ¢7 are obtained by means of an application of the second decomposition rule.

g is obtained by using the closure rule, exploiting the fact that {¢4, {5} is Tyj-unsatisfiable.

ls is obtained by using the closure rule, exploiting the fact that {¢1, {2, s, ¢5} is Tr-
unsatisfiable.

Since the C-tableau in Figure 2 is closed, we correctly conclude that I' is (Tr U Tim)-
unsatisfiable.

5 The combination theorem

In this section we state and prove a fundamental model-theoretic result that forms the basis
for the proof of completeness of C-tableaux. Early forms of this result are due independently
to Ringeissen [8] and Tinelli and Harandi [12]. A refinement was later made by Tinelli and
Ringeissen [13]. The version presented here is due to Zarba [16].

Theorem 14 (Combination Theorem). Let X1 and X5 be signatures, let ®; be a set of
Yi-formulae, for i = 1,2, and let V; = vars(®;).

Then ®1 U Dy is satisfiable if and only if there exists a X1 -interpretation A satisfying ®1
and a Xo-interpretation B satisfying ®o such that

AEI N3z, ViNVs o~ 821ﬂ22,V1 NV

PrOOF. To make the notation more concise, let ¥ =1 N335 and V = V; N Vs,
Next, assume that ®; U®, is satisfiable, and let F be an interpretation satisfying ®; U®,.
Then, by letting A = F>1'V1 and B = F>2"2, we clearly have that:

o A satisfies ®q;

INRIA



C-tableauz 15

o B satisfies ®o;
° AE,V o~ BE’V.

Vice versa, assume that there exists an interpretation A satisfying ®; and an interpre-
tation B satisfying ®» such that A>Y = B>V and let h : A — B be an isomorphism of
A>V into B*Y. We define an interpretation F by letting M = A and:

e for variables and constant symbols:

o - u?, ifue (ZCUn),
W), fue (BFTUL)\ (EFUW),

e for function symbols of arity n:

e B fA(al,...,an), iffGZf,
d (‘“""’“")‘{h-1<f6<h<a1>,...,h<an>>>, if f e x5\ 5f,

e for predicate symbols of arity n:

(a,...,a,) € P7 <= (ay,...,a,) € P*, if Pext
(a1,...,an) € PT <= (h(a1),...,h(a,)) € PB, if Pexh\ 7.

By construction, F>1'V1 = A. In addition, it is easy to verify that h is an isomorphism
of F*2:V2 into B. Thus, by Proposition 3, F satisfies ®; U ®5. -

6 Soundness and completeness

In this section we prove that C-tableaux are sound and complete for the (7, UT5)-unsatisfiability
of quantifier-free (X; U X)-formulae.
In our proofs, we will use the following definitions.

Definition 15. A branch B of a C-tableau T is SATURATED if no application of any rule in
Figure 1 can add new formulae to B. O

Definition 16. Let T be a theory. A branch B of a C-tableau T is T-SATISFIABLE if the
set of all literals occurring in it is T-satisfiable.
A C-tableau is T-SATISFIABLE if at least one of its branches is satisfiable. O

When doing the completeness proof, the Herbrand Theorem 5 will play a crucial role.
Consequently, in order to later said theorem, we make the technical assumption that Terms(3;U
Yo, vars(T")) # 0, where T is the conjunction of literals whose satisfiability is being checked.
Note that this assumption is not too restrictive since it is verified whenever ¢ U £§ U
vars(T') # 0, which is virtually always true in practical applications.
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6.1 Soundness

C-tableaux are clearly sound, as the following theorem states.

Theorem 17 (Soundness). LetI' =T1 UT's be a conjunction of literals in separate form.
If there exists a closed C-tableau for ', then I' is (Th U T5)-unsatisfiable. O

PrOOF. Let T be a closed C-tableau for I, and suppose, by contradiction, that I' is (77 UT5)-
satisfiable. Since the rules in Figure 1 preserve (77 UTs)-satisfiability of C-tableau, it follows
that there exists some branch B of T which is (77 U T»)-satisfiable. But since T is closed, B
must also be closed, which is a contradiction because a closed branch cannot be (77 U T5)-
satisfiable. =

6.2 Completeness

The completeness proof is more complex, and is based upon the Herbrand Theorem 5 and
the Combination Theorem 14.

Proposition 18. Let B be a (not necessarily finite) open branch of a C-tableau T, and let
0; be the collection of ;-literals occurring in B, for i = 1,2. Then 0; is T;-satisfiable, for
1=1,2. 0

PROOF. Since B is open, every finite subset of 6, is T-satisfiable. Hence, every finite
subset of T7 U 6 is satisfiable. By compactness, 77 U 6, is satisfiable, implying that 6, is
Ti-satisfiable. Similarly, one can show that 5 is T>-satisfiable. n

For the rest of this section, let us fix an open and saturated branch B, and let 6; be the
collection of ¥;-literals occurring in B, for ¢ = 1,2, and let V' = vars(B). Note that every
literal in B is either a Xi-literal or a Ys-literal, and therefore B = 6, U 5.

By Proposition 18, there exist a T;-interpretation A satisfying 6 and a Th-interpretation
B satisfying 2. In addition, since 77 and T, are universal, by Theorem 5 and by saturation
with respect to the abstraction rule, we can assume without loss of generality that A = V4
and B = V5. Thus, we can fix a function name4 : A — V such that

[namea(a)]* = a, for each a € A.

The next step of the completeness proof is to merge the structures A and B into a
single structure F satisfying T3 U T U 61 U 6. Clearly, this goal can be accomplished by an
application of the Combination Theorem 14 if we can show that A>1M>2)UV apd BE1N¥2)uV
are isomorphic. Accordingly, we define a function h : A — B by letting

h(a) = [name4(a)]®, for eacha € A.

The following five propositions show that h is an isomorphism of AF10Z2)VV jpto

B(Elﬁzz)UV‘
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Proposition 19. 24 =y if and only if 28 = yB, for every z,y € V. O
PRrOOF. By saturation with respect to the first decomposition rule. n
Proposition 20. h(z?) = 25, for every z € V. O
PROOF. Let 2 = a and let name4(a) = y. Then x4 = y*, which implies 2% = y® by
Proposition 19. Thus h(z*) = h(a) = [name(a)]® = y® = 2B. n
Proposition 21. h is injective. O

PROOF. Let h(a1) = h(az). Then, by letting name 4(a;) = x;, for i = 1,2, it follows that

xB = 28. By Proposition 19, 27* = 3!, which in turn implies a; = as. -
Proposition 22. h is surjective. O

PROOF. Let b € B. Then there exists a variable = € V such that 28 = b. By Proposition 20,
h(z*) = 28 = b, and therefore h is surjective. n

Proposition 23. h is a quasi-embedding of AZ17Z2)VV jpto B(E1NZ2)0V O

PROOF. Proposition 20 implies that h(z') = x5, for each 2 € V. On the other hand, if
c € X{ N XS, then by saturation with respect to the abstraction rule a literal of the form
¢ = x must occur in B, and therefore h(c?) = h(z4) = 28 = 5.

Next, let f € ¥ NY, and let a = fA(ay,...,a,), where ai,...,a, € A. Then there

exist variables x1,...,7, € V such that a; = x7!, for each i = 1,...,n. By Proposi-
tion 20 we have that h(a;) = x5, for each i = 1,...,n. Note also that [f(z1,...,2,)]* =
[name 4(a)]*, which by Proposition 19 yields [f(x1,...,7,)]® = [name(a)]®. Thus, we
obtain h(fA(ay,...,a,)) = h(a) = [namea(a)]® = [f(x1,...,2,)]% = BB, ... 28) =
B(h(a1),...,h(an)).

Next, assume that (ai,...,a,) € P4, where Pc XY Ny and a; € A, fori=1,... n.
Then there exist variables x1,...,z, € V such that a; = m;“, for each i = 1,...,n. By
Proposition 20 we have h(a;) = 2P, for each i = 1,...,n. By saturation with respect to
the second decomposition rule, P(x1,...,z,) is in B, so that (z%,...,28) € PB. But this

implies (h(ay),...,h(a,)) € PB.
Analogously one can prove that if (h(ay),...,h(a,)) € P then (ay,...,a,) € PA. g

We are now able to apply the Combination Theorem 14 and obtain the existence of a
(T} U Ty)-interpretation F satisfying B.

Proposition 24. Let B be an open and saturated branch of a C-tableaw T. Then B is
(T U T3)-satisfiable. O
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PRrooF. Let 6; be the collection of 3;-literals in B, for « = 1,2. By Proposition 18, there
exist a Ti-interpretation A satisfying ¢; and a Th-interpretation B satisfying 63. After
letting h(a) = [namen(a)]?, for every a € A, Proposition 21, 22, and 23 imply that A is
an isomorphism of AZ11Z2)VV into BZ11%2)UV - Thys, we can apply the the Combination
Theorem 14, obtaining the existence of a (77 U T5)-interpretation F satisfying 6, U 5.
Since B = 60; U 0s, if follows that F is a (77 U T )-interpretation F satisfying B. n

We now have everything we need to finish the proof of completeness of C-tableaux.

Theorem 25 (Completeness). Let ' =Ty UT's be a set of literals in separate form. If T
is (T1 U Ty)-unsatisfiable, then I' has a closed C-tableau. O

PROOF. Assume, by contradiction, that I" has no closed C-tableau, and let T be the initial
C-tableau for I'. Using a fair strategy, apply to T the rules in Figure 1 in all possible ways,
obtaining a tableau limit T°°. Note that, since I" has no closed C-tableau, T must contain
an open and saturated branch B. By Proposition 24, B is (T} UT3)-satisfiable, which implies
that also I' is (77 U T5)-satisfiable, a contradiction. n

7 The quest for efficiency

C-tableaux are essentially a ground total multi-theory reasoning calculus where the fore-
ground reasoner decides what tableau rules to apply, and the two background reasoners—
the decision procedures for 77 and To—are in charge of detecting branch closure. The
cooperation of the two background reasoners is done with the decomposition rules. The de-
composition rules are, however, inherently nondeterministic, and a blind search performed
by the foreground reasoner is unlikely to find the applications of the decomposition rules
that lead to the shorter proofs.

The problem is that the foreground reasoner has no knowledge of the features of the
theories to combine. The background reasoners, with their better domain-specific knowledge,
are more qualified to direct the search toward the “best” applications of the decomposition
rules. Our goal is therefore to devise a mechanism to make the background reasoners help the
foreground reasoner make the tableau construction more efficient and less nondeterministic.

Following an idea of Tinelli [11], this can be done in a partial multi-theory reasoning
setting, by allowing the background reasoners to return residues. More precisely, we define
a residue version of C-tableaux by replacing the decomposition rules with the residue rule
shown in Figure 3

The residue rule in Figure 3 helps making the exploration of the search space more
efficient. In addition, the rule effectively reduces the search space in the presence of convex
theories. In fact, while in general residues are disjunctions of atoms, when T; is convex the
residues returned by the background reasoner for 7; are restricted to atoms.
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Residue rule

Provided there is an index ¢ € {1, 2} such that:

e if T; is convex, then k = 1;

® ©1,...,pn are X;-literals;
e for each j =1,...,k, 1; is either of the form = = y or of the form P(z1,...,z,), where
T,Y,T1,...,T, are variables already occurring in the branch, and P € £¥ nx¥F;

e TiU{p1,...,pn} EP1V - V.

Figure 3: The residue rule.

7.1 An example
Let Tk be the theory of reals, let Xy = {f, <}, and let Ty be the theory defined by
(Va)(z < 2),

Tu=q (Vo)(Vy)(V2)fz <y A y<z — x<z],
(Vo) (Vy)lz <y — f(z) < f(y)]

In Subsection 4.1 we used the version of C-tableaux without the residue rule to show that
the conjunction

YV
YV

u<v,
- u=x+1,
b= v=y+1,

—(f(x) < f(y))

is (Tr U Tjy)-unsatisfiable.

Let us now detect the unsatisfiability using the residue rule. Figure 4 shows a closed
C-tableau with residues that proves that I' is (T U Tiy)-unsatisfiable.

Denoting with ¢; the literal labeling node 7, the inferences can be justified as follows:

o (1,05,03,04 are the formulae occurring in I'.
e /5 is obtained by means of an application of the residue rule since TrU{¢1, ¢a, {3} = 5.

e /s is obtained by using the contradiction rule, exploiting the fact that {¢4, 5} is Ty-
unsatisfiable.
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20 Calogero G. Zarba

u < v
u=x+1
v=y+1

~(f(z) < [(¥))
<y
false

OOt =

Figure 4: A closed C-tableau with residues.

7.2 Soundness and completeness

Soundness of the residue version of C-tableaux immediately follows by inspection of the
residue rule, whereas completeness is a consequence of the following proposition.

Proposition 26. Let B be an open branch, and assume that no application of any abstrac-
tion, closure, and residue rule can add new formulae to B. Then B is (T1 U T5)-satisfiable.

O

ProOF. Consider the set
B’ =BU{—% : is an atom and v ¢ B} .

Clearly, B’ is saturated (with respect to Definition 15). Therefore, if we show that B’ is
open, by Proposition 24 we obtain that B is (73 U T%)-satisfiable.

Thus, assume by contradiction that B’ is closed. Then there exists an index i € {1,2}
and a finite set 0; of X;-literals such that 6; C B’ and 0; is T;-unsatisfiable. Without loss of
generality, let 6; = {p1,...,0n, W1, ..., i}, where 1,..., ¢, occur in B and 91, ..., Y%
are atoms not occurring in B. Note that, since B is open, we must have k£ > 0. Moreover,
T;U{p1,....,0n} =11 V--- V. In addition, if T; is convex, then T; U {¢1, ..., ¢} = ¢j,
for some j € {1,...,k}. But then, by saturation with respect to the residue rule, it follows
that {11,...,9x} N B # 0, a contradiction. =

8 Stably infinite theories sharing constants

In this section we show that C-tableaux provide a decidability result when combining stably
infinite theories whose signatures share up to a finite number of constant symbols. This
result was also independently proven in [13].

Let ¥; and Y9 be signatures, and let T; be a stably infinite ¥;-theory, for i = 1,2.
Assume that 37 N 35 is a finite set of constant symbols. In this case, C-tableaux can be
made terminating without sacrificing completeness if we employ the following restrictions.

Restriction R1. All rule applications must be regular, that is, an application
of a rule R to a branch B is forbidden if it would add a literal already occurring
in B.
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Restriction R2. A literal ¢t = w can be added to a branch B by means of an
application of the abstraction rule only if ¢ is a constant in ${ N XS.

We now prove that, by using the restrictions R1 and R2, C-tableaux are terminating,
sound, and complete, thus obtaining a decidability result when combining stably infinite
theories whose signatures share up to a finite number of constant symbols.

Proposition 27 (Termination). Using Restrictions R1 and R2, C-tableauz are terminat-
ng. a

Proor. Let I' = I';y UT'; be a conjunction of literals in separate form, and let T be a C-
tableau obtained by exhaustively applying, subject to restrictions R1 and R2, the rules in
Figure 1 to an initial C-tableau for I'. We want to show that T is finite.

Because of restriction R2 and the fact that ¢ N XY is finite, the abstraction rule can
be applied only a finite number of times. Thus, the number of variables introduced by the
abstraction rule is finite, which implies that the number of variables occurring in T must
also be finite. Because of the regularity restriction R1, it follows that every rule can be
applied only a finite number of times, which implies that all branches in T are finite. Thus,
T must be finite. n

Since C-tableaux are already sound without Restrictions R1 and R2, they are also sound
with the restrictions.

Proposition 28 (Soundness). Let I' = T';y UTy be a conjunction of (X1 U Xo)-literals.
Assume that there exists a closed C-tableau for T' constructed using the rules in Figure 1 and
the restrictions R1 and R2. Then T is (T1 U T5)-unsatisfiable. O

Proposition 29. Let B be an open branch of a C-tableau T. Assume that B is saturated
with respect to the rules in Figure 1 and the restrictions R1 and R2. Then B is (T U T3)-
satisfiable. O

Proor. Let V = vars(B), and let 6; be the set of ¥;-literals occurring in B, for ¢ = 1,2.
Note that B = 6; U 6. Since B is open, there exist a Ti-interpretation A satisfying 6; and
a Ty-interpretation B satisfying 6.

Because T} and T, are stably infinite, we can assume without loss of generality that both
A and B are enumerable, that is |A| = |B| = No.

Our goal is to merge the interpretations 4 and B into a (77 U T)-interpretation F
satisfying 67 U 6>. This goal can be accomplished by an application of the Combination
Theorem 14 if we can show that A¥11¥2,V >~ B¥iN¥z,V,

Let us define a map f : VA — VB by letting

flz?t) =28, foreachz e V.
By saturation with respect to the first decomposition rule, f is bijective. Thus, |[V4| =

|VB|. Since |A| = |B|, we also have |A\ V4| = |B\ V5|. We can therefore extend f to a
bijective function h: A — B.
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We claim that h is an isomorphism of A*1"*2:V into B¥1"*¥2:V To support our claim,

we only need to show that h(c*) = B, for each constant symbol in ©¢ N X§.

Thus, let ¢ be a constant symbol in X{NY§. By saturation with respect to the abstraction
rule, a literal of the form ¢ = w is in B, for some variable w. It follows that ¢* = w* and
B = wB. Thus h(c?) = h(w?) = wB = 5. n

Proposition 30 (Completeness). Let I' = I'y UT'y be a conjunction of literals in separate
form. If T is (T1 UT»)-unsatisfiable then there exists a closed C-tableaur T for T' constructed
using the rules in Figure 1 and the restrictions R1 and R2. O

ProOF. Assume that I' is (77 U T5)-unsatisfiable, and let T be a C-tableau obtained by
exhaustively applying, subject to the restrictions R1 and R2, the rules in Figure 1 to an
initial C-tableau for I'.

If T were not closed, then T must contain an open branch that is saturated with respect
to the rules in Figure 1 and the restrictions R1 and R2. By Proposition 29, B is (T} U T5)-
satisfiable, which implies that I" is also (77 U T»)-satisfiable, a contradiction. n

Combining Propositions 27, 28, and 30, we obtain the following decidability result.

Theorem 31 (Decidability). Let ¥; and 3o be signatures, and let T; be a stably infinite
Si-theory, for i =1,2. Assume that 31 N5 is a finite set of constant symbols. Also, assume
that the quantifier-free satisfiability problem of T; is decidable, for i =1,2.

Then the quantifier-free satisfiability problem of Th U T5 is decidable. O

We conclude this section by proving the following complexity result.

Theorem 32 (Complexity). Let ¥, and X2 be signatures, and let T; be a stably infinite
Si-theory, for i =1,2. Assume that 31 N5 is a finite set of constant symbols. Also, assume
that the quantifier-free satisfiability problem of T; is in NP, fori=1,2.

Then the quantifier-free satisfiability problem of Ty U Ty is N'P-complete. O

PROOF. N'P-hardness follows by the A'P-hardness of the propositional calculus.
To show membership in NP, note that we can check that a (3; U Xg)-formula ¢ is
(T U T3)-satisfiable by:

1. guessing a disjunct I" of a disjunctive normal form of ¢;

2. converting I into a (77 UT5)-equisatisfiable conjunction IV = I'; UT'; in separate form;
3. guessing a branch B of a C-tableau for I';

4. verifying that B is open and saturated.

Since the size of I is polynomially bounded by the size of ¢, to prove N'P-completeness
we only need to show that the size of B is polynomially bounded by the size of I".

Let n be the number of variables occurring in I, and let & = |[NXY|. Then the number
of literals added to B by the abstraction, decomposition, and closure rules is bounded by
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O((n + k)?). Indeed, since k can be considered as a constant, the numbers of added literals
is bounded by O(n?). It follows that the size of B is polynomially bounded by the size of
I -

9 Dense orders

Let X¢ be the signature containing only the binary predicate symbol < (less than). The
theory Tp of dense order (without endpoints) is defined by the following Yp-sentences:

(Vz)—[z < z] (irreflexivity)
Vo) (Vy)(V2)[z <y AN y<z — x<Z] (transitivity)
Vo) (Vy)lr <y V z=y V y <z (trichotomy)
Vo)(Vy)lz <y — (Fz)lz <z A z2<y] (density)
(Vx)(Fy) [y < z] (no first element)
(Vz)(Fy) [z < 9] (no last element).

The satisfiability problems of Ty is decidable, a result proved by Langford [6].

In this section we show that C-tableaux provide a decidability result when combining
theories that share the theory Tg of dense orders. We will see that this decidability result
holds despite the fact that Tp is not universal.

Let T; be a ¥;-theory extending the theory Ty of dense orderings, for i = 1,2. In other
words, we have

TlZT(U)US1,
Ty =TpU S,

for some sets of sentences S, S2. Assume that X1 N3 = {<}. In this case, C-tableaux can
be made terminating without sacrificing completeness if we employ the following restrictions.

Restriction R1. All rule applications must be regular, that is, an application
of a rule R to a branch B is forbidden if it would add a literal already occurring
in B.

Restriction R3. An application of the abstraction rule to a branch B is allowed
to add a literal t = w only if:

e { is not a variable;

e ¢ already occurs in B.

We now prove that, by using Restrictions R1 and R3, C-tableaux are sound, complete,
and terminating, thus obtaining a decidability result when combining theories that share
the dense orders.
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Proposition 33 (Termination). Using Restrictions R1 and R3, C-tableauz are terminat-
mg. O

ProoOF. Let I' = I'; UT'3 be a conjunction of literals in separate form, and let T be a C-
tableau obtained by exhaustively applying, subject to restrictions R1 and R3, the rules in
Figure 1 to an initial C-tableau for I'. We want to show that T is finite.

Because of restriction R3, and since the decomposition and closure rules never add a new
term to T, it follows that the number of new variables introduced by the abstraction rule
is finite. Therefore, every rule can be applied only a finite number of times, which implies
that all branches in T are finite. Thus, T must be finite. n

Since C-tableaux are already sound without Restrictions R1 and R3, they are also sound
with the restrictions.

Proposition 34 (Soundness). Let I' = T'y Uy be a conjunction of (X1 U Xo)-literals.
Assume that there exists a closed C-tableau for T' constructed using the rules in Figure 1 and
the restrictions R1 and R3. Then T is (T1 U Ty)-unsatisfiable. O

In the forthcoming completeness proof, we will use the following proposition, which can
be proved using a back-and-forth argument due to Hausdorff [3].5

Proposition 35. Let A and B be two enumerable Ty-interpretations. Then A = B. O

Proposition 36. Let B be an open branch of a C-tableau T. Assume that B is saturated
with respect to the rules in Figure 1 and the restrictions R1 and R3. Then B is (T U T3)-
satisfiable. O

PrROOF. Let V = wars(B), and let 6; be the set of X;-literals occurring in B, for ¢ = 1, 2.
Note that B = 6, U 65, and that V is finite.

Since B is open, there exist a Tj-interpretation A satisfying #; and a T»-interpretation
B satisfying 0,. Without loss of generality, we can assume that A and B are enumerable,
that is, |A| = |B| = No.

Our goal is to merge the interpretations A and B into a (T U Tb)-interpretation F
satisfying 61 U 62. This goal can be accomplished by an application of the Combination
Theorem 14 if we can show that A{<}V =~ pi<hV,

Let us define a map f : VA — V5B by letting

flz?) =28, for each z € V.

By saturation with respect to the decomposition rules, f is a bijective function preserving
the ordering <. In other words, |V4| = |[V5| and a <4 b if and only if f(a) <Z f(b), for
each a,b € VA

5In literature, Hausdorff’s back and forth argument has customarily been attributed to Cantor. A re-
counting of this mis-attribution was written by Silver [9].
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Let a1, as, ..., an be, in increasing order, the elements of VA. Likewise, let by, ba, ..., b
be, in increasing order, the elements of V2. Then f(a;) = b;, for each i = 1,...,m.
Consider the open intervals

(—o0,a1)={a€ A|la<a}

and
(—o0,b1) ={beB|b<b}.

Since both intervals are Tp-interpretations, by Proposition 35 there exists a bijective map
J—oco : (—00,a1) — (—00,b1)

such that a <4 b if and only if g_oo(a) <B g_(b), for all a,b € (—o0,a;). Similarly, if we
let

(am,+0)={a€ A|an < a}
and
(b, +00) = {b € B | by, < b}
then there exists a bijective map
Jtoo : (A, +00) = (byy, +00)
such that a < b if and only if g4o0(a) <B gioo(b), for all a,b € (a,,, +00). Finally, if we let
(ai,ai01)={a€Ala; <a<ap1}
and
(biybit1) ={be B |b; <b<bit1},
for each i = 1,...,m — 1, then there exist bijective maps
gi : (aisaiv1) — (bis biy1)

such that a <# b if and only if g;(a) <B g;(b), for all a,b € (a;,a;:1).
Define a map h : A — B by letting

fla), if a = a;,for some i € {1,...,m},
J-cola) ifa<ap,

h(a) =
(@) J+oo(a) ifam<a,
gi(a) if a; <a<a;y1,forsomei e {1,...,m—1}.
Then h is an isomorphism of A{<}V into B{<HV. =
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Proposition 37 (Completeness). LetI' = I'y UT'y be a conjunction of literals in separate
form. If T is (T1 UT»)-unsatisfiable then there exists a closed C-tableauzr T for T' constructed
using the rules in Figure 1 and the restrictions R1 and R3. O

PROOF. Assume that I' is (77 U T)-unsatisfiable, and let T be a C-tableau obtained by
exhaustively applying, subject to the restrictions R1 and R3, the rules in Figure 1 to an
initial C-tableau for I'.

If T were not closed, then T must contain an open branch that is saturated with respect
to the rules in Figure 1 and the restrictions R1 and R3. By Proposition 36, B is (T} U T5)-
satisfiable, which implies that I is also (77 U T»)-satisfiable, a contradiction. n

Combining Propositions 33, 34, and 37, we obtain the following decidability result.

Theorem 38 (Decidability). Let T; be a X;-theory, for i = 1,2, and let ¥1 N Xy = {<}.
Assume that Ty and Ty are both extensions of the theory Ty of dense order. Finally, assume
that the quantifier-free satisfiability problems of Ty and T are decidable.

Then the quantifier-free satisfiability problem of Th U T5 is decidable. O

We conclude this section by proving the following complexity result.

Theorem 39 (Complexity). Let T; be a X;-theory, for i = 1,2, and let ¥, N3y = {<}.
Assume that T1 and Ty are both extensions of the theory Ty of dense order. Finally, assume
that the quantifier-free satisfiability problems of T1 and Ts are decidable.

Then the quantifier-free satisfiability problem of Ty U Ty is N'P-complete. O

PROOF. We can use the same argument as in the proof of Theorem 39. Consequently, let
I" be a conjunction of literals in separate form, and let B be an open branch of a C-tableau
T for T" that is saturated with respect to the rules in Figure 1 and the restrictions R1 and
R3. N'P-completeness follows if we can show that the size of B is polynomially bounded by
the size of T'.

Let n be the number of terms occurring in I". Then the number of literals added by the
abstraction, decomposition, and closure rules is bounded by O(n?). It follows that the size
of B is polynomially bounded by the size of I'. n

10 Exploiting stable finiteness

In this section we show that C-tableaux help obtaining a decidability result for a large class
of combination of theories. Specifically, we are interested in combining theories 77, T such
that:

(i) T; is a universal X;-theory with a decidable quantifier-free satisfiability problem, for
1=1,2;

(if) 1 U Xq is finite;
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Input: a conjunction I'y UTs of literals in separate form

Output: succeed if 'y UTy is (77 U T)-satisfiable, and no termination otherwise
1: Vi — vars(T'y)

2: Vo — wars(T'y)

R V—Vinlh

4: k0

5: while true do

6 k—k+1

7 for all (X7 U Xy)-interpretations A over V such that |A| = k do

8 Al — A¥N

9 Ay — A>¥2:V2

10: if Ty U diagram(A,) is Ti-satisfiable and T's U diagram(As) is Tr-satisfiable then
11: return succeed

The notation diagram(A) in line 10 stands for a set of literals that can be intuitively seen as a finite
specification of the interpretation .A. More in detail, diagram(.A) is effectively constructed from .A using the
following process:

1. For each element a in A, generate a fresh variable y,. Also, initially let

A={ya#yplabec Aanda#b}.

2. For each variable or constant symbol v in V U XC, if uA = a, add the literal u = y, to A.

3. For each function symbol f in ©F of arity n, if a = f4(a1, ..., an), add the literal yo = f(yay,--->Yan)
to A.

4. For each predicate symbol P in ©F of arity n, if (a1,...,an) € P4, add the literal P(Yays---1Yay)
to A; if instead (a1, ...,an) € PA, add the literal =P (yq,, .. .,Ya,) to A.

We define diagram(.A) as the set A obtained at the end of this process.

Figure 5: A semi-decision procedure for the quantifier-free satisfiability problem of a stably
finite theory 77 U T5.

(iii) Ty U Ty is stably finite.

If conditions (i)—(iii) are satisfied then the quantifier-free satisfiability problem of T7 UT5
is decidable. This decidability result can be obtained by running C-tableaux in parallel with
the procedure in Figure 5. Note that decidability follows by the fact that C-tableaux are
a semi-decision procedure that is sound and complete for the quantifier-free unsatisfiability
problem of 77 U Ty, whereas the procedure in Figure 5 is a semi-decision procedure sound
and complete for the quantifier-free satisfiability problem of T7 U T5.

The following propositions prove that the procedure in Figure 5 is sound and complete
for the quantifier-free satisfiability problem of 77 U T5.

Proposition 40. Let A be a X-interpretation over a set V of variables, and let ® be a
set of X-formulae over V. Assume that ® U diagram(A) is satisfiable. Then A satisfies
@ U diagram(A). O
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ProoF. Let B be a Y-interpretation over V satisfying ® U diagram(.A). If we prove that
there exists an embedding of A into 5, then by Proposition 4 we obtain that also A satisfies
O U diagram(A).

Indeed, it is easy to verify that an embedding of A into B is provided by the function
h: A — B defined by

h(a) =95, for eacha € A. n

Proposition 41 (Soundness). Let I' = T’y UT'; be a conjunction of literals in separate
form. If the procedure in Figure 5 outputs succeed on input I' then T is (T1 UT»)-satisfiable.

O

PROOF. Assume that the procedure in Figure 5 outputs succeed on input I'y U T's.
Then there exists a finite (X7 U X3)-interpretation A such that I'y U diagram(A,) is
Ty-satisfiable and T'y U diagram(As) is Ty-satisfiable, where A; = A¥1V1 and Ay = A¥212,
By Proposition 40, it follows that A; satisfies 79 U T'1 U diagram(A;) and Ay satisfies
T U T2 U diagram(As). Next, note that Alzmzz,vmvg = A§1ﬂ22,V1ﬂV2 = AX1NZ2,ViNVz,
Therefore, we can apply the Combination Theorem 14, and deduce that 73 UT> UT; UT U
diagram (A1) U diagram(Asg) is satisfiable, which implies that I'; UT's is (T7 UT3)-satisfiable.
[ ]

Proposition 42 (Completeness). Let T' = T'y Ul be a conjunction of literals in separate
form. If T is (Ty U Ty)-satisfiable then the procedure in Figure 5 outputs succeed. 0

PROOF. Assume that 'y UTy is (T1 U Ty)-satisfiable. Since Ty U T is stably finite, there
exists a positive integer k£ > 0 and a finite (T} U T5)-interpretation A satisfying I'y U I'y
such that |A| = k. Let A; = A¥V1. By construction of diagram(A;), we have that A,
is a Ti-interpretation satisfying I'; U diagram(A;). Similarly, if we let Let Ay = A*2:"2
then we have that A, is a Th-interpretation satisfying I's U diagram(Asz). It follows that the
procedure stops no later than at iteration k. n

Summing up, we proved the following decidability result.

Theorem 43. Let 31 and X2 be finite signatures, and let T; be a universal 3;-theory with
o decidable quantifier-free satisfiability problem, for i = 1,2. Assume that T1 U Ts is stably
finite.

Then the quantifier-free satisfiability problem of Th U T is decidable. O

11 Conclusion
We presented C-tableaux, an extension of Smullyan tableaux for combining decision proce-
dures for arbitrary universal theories. Given two universal theories 77,75, we showed that

C-tableaux are sound and complete for the unsatisfiability of quantifier-free formulae in the
combined theory 77 U T5.
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In general, C-tableaux are not terminating. Nevertheless, we described two approaches
for obtaining decidability result using C-tableaux.

The first approach consists of employing, depending upon the specific component theories
at hand, suitable restrictions to the tableau rules that enforce termination without sacrificing
completeness. Using this approach, we showed that C-tableaux provide a decidability result
when combining theories that share the dense orders.

The second approach consists of running in parallel with C-tableaux a semi-decision
procedure that is sound and complete for the satisfiability of quantifier-free formulae in
T1 U Ts. Using the second approach, we were able to obtain a decidability result when we
combine universal theories T, 7> whose union 77 U T5 is stably finite.
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