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1 Geometry of the Space of Multivariate Normal Distributions

We review important notions that led to the metrization of probability spaces and to the definition of distance measures between parametric distributions under certain regularity conditions. Following the work by Rao [21], where a Riemannian metric was introduced in terms of the elements of the information matrix, and a theorem by Jensen (1976, private communication in [21]), Atkinson and Mitchell obtained closed forms of the geodesic distance between elements of well-known families of distributions such as the fixed-mean multivariate normal model. In 1982, Barbe and Rao proposed a unified approach to the derivation of metrics in probability spaces. They introduced the notion of $\phi$-entropy functional whose Hessian in a direction of the tangent space of the parameter space is taken as the metric. We also follow [24, 3, 5] to introduce a Riemannian metric on the parameter space of the multivariate normal distributions, and the associated geodesic distance, Riemann-Christoffel tensor, Ricci tensor and Ricci scalar.

1.1 Metrization of the Space of Probability Density Functions

We start by a general characterization of the space of probability density functions, together with the characterization of its metric.
Let $L^1(\mathcal{X}, \mu)$ denote the space of integrable $\mu$-measurable real functions defined over the measurable space $\mathcal{X}$, e.g:

$$L^1(\mathcal{X}, \mu) = \{ p : \| p \|_\mu = \int_\mathcal{X} |p(x)|d\mu(x) < \infty \}$$

We are interested in the convex subset $\mathcal{P}$ of $L^1_+$ such that:

$$L^1_+ = \{ p \in L^1(\mathcal{X}, \mu) : p(x) \geq 0 \text{ for } \mu\text{-almost all } x \in \mathcal{X} \}$$

$$\mathcal{P} = \{ p \in L^1_+ : \| p \|_\mu = 1 \}$$

Let $\phi$ be a continuous real function on $I_\phi \subset \mathbb{R}^+$ and $\mathcal{F}_\phi(\mathcal{X}, \mu)$ the set of $\mu$-measurable functions $p$ defined over $\mathcal{X}$ and taking values in $I_\phi$. The $\phi$-entropy functional introduced in [24] is defined as

$$H_\phi(p) = -\int_\mathcal{X} \phi(p(x))d\mu(x) \quad \forall p \in L^1_+ \cap \mathcal{F}_\phi$$

The second order differential of the entropy functional $H_\phi$ at $p$ in the direction of $f \in L^1_0$ is given by:

$$d^2H_\phi(p; f, f) = -\int_\mathcal{X} \phi''(p(x))(f(x))^2d\mu(x)$$

We now introduce the set $\theta = (\theta_1, ..., \theta_n)$ of $n$ real continuous parameters defining a manifold $\Theta$ embedded in $\mathbb{R}^n$ and consider the subset $\mathcal{F}_\theta$ of $\mathcal{P}_\phi = \mathcal{P} \cap \mathcal{F}_\phi$:

$$\mathcal{F}_\theta = \{ p(\cdot | \theta) \in \mathcal{P}_\phi : \theta \in \Theta \}$$
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It is a family of probability density functions of the random variable \( x \in \mathcal{X} \). Moreover, it will be assumed in the following that \( \forall i, j = 1, \ldots, n: \)

1. \( \frac{\partial p(x|\theta)}{\partial \theta_i} \) is defined \( \forall x \in \mathcal{X} \) and \( \forall \theta \in \Theta \)

2. \( \int_{\mathcal{X}} \frac{\partial p(x|\theta)}{\partial \theta_i} d\mu(x) = 0 \)

3. the matrix \( \mathbb{E}_\theta \left[ \frac{\partial \log p(x|\theta)}{\partial \theta_i} \frac{\partial \log p(x|\theta)}{\partial \theta_j} \right] \) is positive definite \( \forall \theta \in \Theta \)

We wish to quantify the second variation of the entropy functional in the direction of a vector \( dp(\theta) \) of the tangent space of \( \Theta \), with

\[
dp(\theta) = \sum_{i=1}^{n} \frac{\partial p(.|\theta)}{\partial \theta_i} d\theta_i
\]

denoting the first order approximation of the difference between the densities associated with the parameter points \( (\theta_1, \ldots, \theta_n) \) and \( (\theta_1 + d\theta_1, \ldots, \theta_n + d\theta_n) \). Hence,

\[
d^2 \{ H_\phi(p) \}(\theta) = -\int_{\mathcal{X}} \phi''(p(x))(dp(\theta))^2 d\mu(x)
\]

Under the assumption that \( \phi \) is convex in \( I_\phi \)

\[
ds^2_\phi(\theta) = -d^2 \{ H_\phi(p) \}(\theta) = \sum_{i,j=1}^{n} g^{(\phi)}_{ij} d\theta_i d\theta_j
\]

with

\[
g^{(\phi)}_{ij} = \int_{\mathcal{X}} \phi''(p(x)) \frac{\partial p(x|\theta)}{\partial \theta_i} \frac{\partial p(x|\theta)}{\partial \theta_j} d\mu(x)
\]

defines a positive definite form on the tangent space and thus gives a Riemannian metric on \( \Theta \), known as the \( \phi \)-entropy metric.

**Proof.** This follows from the expansion of \( (dp(\theta))^2 \) and the linearity of the integral. \( \square \)

The \( n \times n \) matrix \( g^{(\phi)}_{ij} \) is the \( \phi \)-entropy matrix. The line element \( ds = (ds^2_\phi(\theta))^{1/2} \) is easily seen to be invariant under transformation of \( \theta \). Consequently, \( g^{(\phi)}_{ij}(\theta) \) is a second order covariant symmetric tensor.

Various possible choices for the entropy function \( \phi \) have been proposed. We concentrate, in this report, on the Shannon entropy associated with \( \phi(p) = p \log p \quad \forall p \in \mathcal{F}_\Theta \). Then,

\[
H(p) = -\int_{\mathcal{X}} p(x|\theta) \log p(x|\theta) d\mu(x)
\]
and the components of the information matrix, known as the Fisher information matrix, become
\[
g_{ij}(\theta) = \int_{\mathcal{X}} \frac{\partial \log p(x|\theta)}{\partial \theta_i} \frac{\partial \log p(x|\theta)}{\partial \theta_j} p(x|\theta) d\mu(x) = \mathbb{E}_{\theta} \left[ \frac{\partial \log p(x|\theta)}{\partial \theta_i} \frac{\partial \log p(x|\theta)}{\partial \theta_j} \right]
\]

### 1.2 Information Geodesic Distance

The geodesic distance \( D \) induced by the information metric \( ds^2 \) previously derived from the Fisher information matrix was investigated for certain parametric distributions in [2], [4], [19], [3], [8] and others. More recently, Calvo and Oller [9] derived an explicit solution of the information geodesic equation for the general multivariate normal model.

We recall that, if \( t \mapsto \theta(t) \), \( t_1 \leq t \leq t_2 \) denotes a curve segment in \( \Theta \) between two parametrized distributions \( \theta^1, \theta^2 \), its length is expressed as
\[
D(\theta^1, \theta^2) = \left| \int_{t_1}^{t_2} \left( \sum_{i,j=1}^{n} g_{ij}(\theta) \frac{d\theta_i}{dt} \frac{d\theta_j}{dt} \right)^{1/2} dt \right|
\]

A geodesic curve is characterized by the fact that it minimizes the information geodesic distance \( D(\theta^1, \theta^2) \), e.g. it is solution of the Euler-Lagrange equations:
\[
\sum_{i=1}^{n} g_{ik}(\theta) \frac{d^2 \theta_i}{dt^2} + \sum_{i,j=1}^{n} \Gamma_{ijk} \frac{d\theta_i}{dt} \frac{d\theta_j}{dt} = 0 \quad \forall k = 1, \ldots, n
\]

where \( \Gamma_{ijk} \) are the Christoffel symbols of the first kind. Solving the Euler-Lagrange equations and the evaluation of the geodesic distance \( D \) constitute, in general, a difficult task.

### 1.3 Application to the Multivariate Normal Model

Our ultimate goal being to define statistics on multivariate normal distributions and to apply it to diffusion tensor images, we now concentrate on the space \( S^+(m, \mathbb{R}) \), endowed with the information metric \( ds^2 \). \( S^+(m, \mathbb{R}) \) denotes the set of \( m \times m \) real symmetric positive-definite matrices. Its elements are used to describe the covariance matrices of the fixed-mean (denoted by \( \xi \in \mathbb{R}^m \)) normal model. Through the mapping that associates to each \( \Sigma \in S^+(m, \mathbb{R}) \) its components \( \sigma_{ij}, i \leq j, \) \( i, j = 1, \ldots, m \), we see that \( S^+(m, \mathbb{R}) \) is isomorphic to \( \mathbb{R}^n, \; n = \frac{1}{2}m(m+1) \). Hence, the parameter space \( \Theta \), whose elements are \( \theta = (\sigma_{ij}), \; i \leq j, \) is embedded in \( \mathbb{R}^{\frac{1}{2}m(m+1)} \).

We denote by \( E_{ij}, \; i \leq j, i, j = 1, \ldots, m \) the canonical basis of the tangent space \( T S^+ \) (e.g. the space of vector fields). We equally denote by \( E^*_{ij}, \; i \leq j, i, j = 1, \ldots, m \) the dual basis of the cotangent space \( T^*S^+ \) (e.g. the space of differential forms). These basis are given by:

---
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\[ E_{ij} = \begin{cases} 
1_{ii} & , i = j \\
\frac{1}{2}(1_{ij} + 1_{ji}) & , i \neq j 
\end{cases} \]

For clarity of notations, we will drop the parameters \( m \) and \( \mathbb{R} \) in \( S^+(m, \mathbb{R}) \) when no ambiguity is possible.

Following [21], [3], [8], [4] and [11], we will characterize \( S^+ \) as an affine symmetric space for which closed form expressions are available for the solution of the geodesic equation [4] as well as for the information geodesic distance (also known as Rao’s distance). Since, in the next sections, \( S^+ \) will be characterized as a homogeneous space, we first recall basic facts on Lie groups and Lie algebras (we refer the reader to [13] for more details).

**Notions on Lie Groups and Homogeneous Spaces**

- If \( H \) is a subgroup of a group \( G \), then for any \( g \in G \), the left/right coset of \( H \) are respectively defined as the subsets of \( G \) of the form \( \{gh : h \in H\} \) and \( \{hg : h \in H\} \).
- If \( G \) is a topological space, the set of left cosets of \( H \), denoted \( G/H \) is a homogeneous space.
- A homogeneous space is characterized by the fact that its has a group homomorphism \( \tau(G) \) defining a transitive group action of a Lie group \( G \) onto \( G/H \) and assigning at each element \( g \) of the group \( G \) a mapping \( \tau(g) : G/H \rightarrow G/H \) with action \( aH \mapsto gaH \forall a \in G \).
- The tangent space of a Lie group \( G \) at the identity has the structure of a Lie algebra \( \mathfrak{g} \), e.g. a vector space with the bilinear mapping known as the Lie bracket \([...]\).

In our case \( S^+ \) can be expressed as the homogeneous space \( G/H \) where the Lie subgroup \( H \) is associated with the Lie subalgebra \( \mathfrak{h} \subseteq \mathfrak{g} \). \( G \) is the general linear group of real \( m \times m \) matrices \( GL(m, \mathbb{R}) \) and \( H \) is the special orthogonal group \( SO(m) \).

The corresponding algebras are respectively \( \mathfrak{gl}(m, \mathbb{R}) \), the set of \( m \times m \) real matrices, and \( \mathfrak{so}(m) \), the set of \( m \times m \) skew-symmetric matrices. Then, \( GL(m, \mathbb{R}) \) acts on \( S^+(m, \mathbb{R}) \) so that for each \( g \in G, \Sigma \in S^+, \tau(g) : \Sigma \mapsto g\Sigma g^T \).

One important property of the information metric \( ds^2 \) for the general multivariate normal distributions \( p(\theta) = \mathcal{N}(\xi, \Sigma) \), as stated in [3], is its invariance under the transformation on \( S^+ \) defined as:

\[ (\xi, \Sigma) \mapsto (\xi, P\Sigma P^T) \]

where \( P \in GL(m, \mathbb{R}) \). We recall that \( \xi \in \mathbb{R}^m \) is a fixed mean vector and \( \Sigma \) the covariance matrix of the distribution.

RR n° 5242
The Rao's distance also exhibits this invariance property. Hence the invariance under transformations of $GL(m, \mathbb{R})$. The consequences of this nice property are twofold: First, the usual Levi-Civita connection is torsion free. But second, and most important, $S^+$ being symmetric, there is a strong relationship between the exponential map $\text{Exp}$ from Riemannian geometry, the exponential map $\exp \ T_U : S^+ \rightarrow S^+$ on Lie groups and the matrix exponential through:

$$\text{Exp}_U(X) = \exp(2X) = e^{2X}$$

where $U$ is the unit $m \times m$ matrix and the tangent space of $S^+$ is identified with $S(m, \mathbb{R})$, the space of $m \times m$ real symmetric matrices.

**Proposition 1.1.** The Riemannian metric for the space of fixed-mean multivariate normal distributions is given by the twice covariant tensors

$$g(E_{i_1,i_2}, E_{j_1,j_2}) = \frac{1}{2} \text{tr}(\Sigma^{-1} E_{i_1,i_2} \Sigma^{-1} E_{j_1,j_2}) \quad i_1, i_2, j_1, j_2 = 1, ..., m$$

whose components are explicitly given in section 2.

**Proof.** This follows from the heuristic definition of the metric tensor, proposed by Rao, which amounts to characterize the likelihood ratio of two infinitesimally close distributions of $S^+$, associated respectively to $\theta$ and $\theta + d\theta$. This ratio express the influence of replacing $\theta$ by $\theta + d\theta$ and is defined as

$$\frac{dp(\theta)}{p(\theta)} = \sum_{i=1}^{n} \frac{\partial p(x|\theta)}{\partial \theta_i} p^{-1}(x|\theta) d\theta_i = \sum_{i=1}^{n} \frac{\partial \log p(x|\theta)}{\partial \theta_i} d\theta_i$$

Its variance was proposed as a distance measure between two contiguous distributions, e.g. the metric tensor. As exposed in Appendix 1 of [2], for the multivariate normal model we have

$$\frac{\partial \log p(x|\Sigma)}{\partial \Sigma} = a - \frac{xx^T}{2}$$

where $\Sigma = \Sigma^{-1}$ and $a \in \mathbb{R}$. The variance of this distribution in the directions $A$ and $B \in TS^+$ is then:

$$\text{Var} \left( \frac{dp(\Sigma)}{p(\Sigma)} \right) (A, B) = \frac{1}{2} \text{Var} (xx^T) (A, B)$$

$$= \frac{1}{4} \text{Cov}(\text{tr}(Ax^T), \text{tr}(Bx^T)) = \frac{1}{4} \text{Cov}((x, Ax), (x, Bx))$$

$$= \frac{1}{4} \text{Cov}(x^T Ax, x^T Bx) = \frac{1}{2} \text{tr}(\Sigma A \Sigma B)$$

Since $A$ and $B$ are linear combinations of the basis vectors, we only need to calculate the metric tensor for the canonical basis field $E_{ij}$, which yields the result:

$$g(E_{i_1,i_2}, E_{j_1,j_2}) = \frac{1}{2} \text{tr}(\Sigma^{-1} E_{i_1,i_2} \Sigma^{-1} E_{j_1,j_2}) \quad i_1, i_2, j_1, j_2 = 1, ..., m$$

$\square$
An explicit expression of the geodesic curves Σ(t), t ∈ [a, b] ⊂ ℝ determined by the following system [3] was derived Calvo and Oller in [31] (where the proof of the following can be found).

\[
\begin{align*}
\Sigma^{-1}\dot{\Sigma} + cc^T\Sigma &= 0 \\
\dot{c}^T\Sigma c + \frac{1}{2}\text{tr}((\Sigma^{-1}\dot{\Sigma})^2) &= 1
\end{align*}
\]

As exposed in [5] and [18], the geodesic starting from Σ(a) ∈ S⁺ in the direction

\[\dot{\Sigma}(a) = \Sigma(a)^{1/2}X\Sigma(a)^{1/2} \in S = TS^+\]

writes:

\[\Sigma(t) = \Sigma(a)^{1/2}\exp(tX)\Sigma(a)^{1/2} \in S^+\]

which can also be obtained by using the group action previously denoted by τ(GL(m, ℝ)) to recast the computation of any geodesic into the special case Σ(a) = I_m as it was proposed in [10].

The information geodesic distance \(D\) between any two element Σ₁ and Σ₂ of \(S^+\) is given by the theorem (the proof is briefly sketched for the sake of clarity and is available in [2]):

**Theorem 1.2. (S.T. Jensen, 1976)**

Consider the family of multivariate normal distributions with common mean vector \(ξ\) but differing variance-covariance matrices \(Σ\). The geodesic distance between two members of the family with variance-covariance matrices Σ₁ and Σ₂ is given by

\[D(Σ₁, Σ₂) = \frac{1}{2}\text{tr}(\log^2(Σ₁^{-1/2}Σ₂Σ₁^{-1/2})) = \frac{1}{2} \sum_{i=1}^{m} \log^2(λ_i)\]

where the λₖ denote the m eigenvalues of the determinantal equation \(|λΣ₂ - Σ₁| = 0\).

**Proof.** Let us consider the singular value decomposition of \(Σ = UDUT^T\), then

\[dΣ = dUDUT^T + UdDUT + UdDUT\]

and \(g(dΣ, dΣ)\) can be written after some simplifications as:

\[a + \frac{1}{2}\text{tr}(D^{-1}dDD^{-1}dD) = a + \frac{1}{2} \sum_{k=1}^{m} \left(\frac{dλ_k}{λ_k}\right)^2\]

where \(a ∈ ℝ ≥ 0\) and the λₖ are the components of the diagonal matrix \(D\). By using the invariance of the information matrix under one-to-one transformations of the distributions, it is possible to set Σ₁ = D₁ and Σ₂ = I and among all the curves (U(t), D(t)) between (I, I) and (I, D₁), the shortest path is achieved by (I, D(t)) to yield the distance \(\frac{1}{2} \sum_{i=1}^{m} \log^2(λ_i)\).
Properties of the Geodesic Distance:
The distance $D$ on $S^+$ defined above exhibits some nice properties that we hereafter summarize:

1. Positivity: $D(\Sigma_1, \Sigma_2) \geq 0$, $D(\Sigma_1, \Sigma_2) = 0 \Leftrightarrow \Sigma_1 = \Sigma_2$

2. Symmetry: $D(\Sigma_1, \Sigma_2) = D(\Sigma_2, \Sigma_1)$

3. Triangle inequality: $D(\Sigma_1, \Sigma_3) \leq D(\Sigma_1, \Sigma_2) + D(\Sigma_2, \Sigma_3)$

4. Invariance under congruence transformations: $D(\Sigma_1, \Sigma_2) = D(P\Sigma_1P^T, P\Sigma_2P^T)$  
   $\forall P \in GL(m, \mathbb{R})$

5. Invariance under inversion: $D(\Sigma_1, \Sigma_2) = D(\Sigma_1^{-1}, \Sigma_2^{-1})$

The interested reader can find more details about this in the technical report by Förstner and Moonen [11].

1.4 Structure of the Space of Multivariate Normal Distributions

In order to further study the specificities of the space of multivariate normal distributions, we now define three important quantities from Riemannian geometry: the Riemann-Christoffel curvature tensor, the Ricci tensor and the Ricci scalar. But before being able to define these elements, we have to choose an affine connection which allows us to map any tangent space $T_\Sigma$ at $\Sigma$ to the tangent space $T_\Sigma'$ at $\Sigma'$. This affine mapping depends on the curve $\Sigma(t)$ connecting $\Sigma$ and $\Sigma'$. This way, even if $\Sigma(t)$ is a loop, the tangent space $T_\Sigma$ is mapped onto itself along this curve but, the origin of $T_\Sigma$ can be mapped onto another point (e.g. not itself). The change in the direction of a vector under this mapping characterizes the curvature of the manifold.

The canonical connection on a Riemannian manifold is the Levi-Civita connection (or covariance derivative). An important property of this connection is that it is compatible with the metric. In other words, the covariant derivative of the metric is zero.

Finally the Levi-Civita connection coefficients are given by $n^3$ functions called the Christoffel symbols of the second kind $\Gamma^k_{ij}$ defined as:

$$\Gamma^k_{ij} = g^{km} \Gamma_{ijm} = \frac{1}{2} g^{km} \left( \frac{\partial g_{im}}{\partial \theta_j} + \frac{\partial g_{jm}}{\partial \theta_i} - \frac{\partial g_{ij}}{\partial \theta_k} \right)$$

But as we said, we need to choose the affine connection to be considered since this will influence the curvature properties of the manifold.

Amari [11] has introduced a one-parameter family of affine connections, known as the $\alpha$-connections, in order to better represent the intrinsic properties of the family of probability distributions. The $\alpha$-connections can be written:

$$\Gamma^{(\alpha)}_{ijk} = \Gamma^{(1)}_{ijk} + \frac{1 - \alpha}{2} T_{ijk}$$
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where the third-order symmetric tensor $T_{ijk}$ is defined as

$$T_{ijk} = E_\theta \left[ \frac{\partial \log p(x|\theta)}{\partial \theta_i} \frac{\partial \log p(x|\theta)}{\partial \theta_j} \frac{\partial \log p(x|\theta)}{\partial \theta_k} \right]$$

We see that the 0-connection boils down to the Levi-Civita connection. We recall that it is the only one to be compatible with the metric, that is the only one by which the parallel transport of a vector does not affect its length. The $\alpha$-connections are not compatible with the metric for $\alpha \neq 0$.

Moreover, it can be shown that, for any exponential family (a special type of distributions in which the multivariate normal model can be recast), the $\alpha$-Riemann-Christoffel curvature writes

$$R^{(\alpha)}_{ijkl} = (1 - \alpha^2) R_{ijkl}$$

thus giving a zero $\alpha$-curvature to the multivariate normal model for all $\alpha \neq 0$.

Because of their non-compatibility with the metric and their induced 0-curvature, the $\pm 1$-connection (respectively known as Efron and David) do not seem to be a good candidate for the following derivations of statistics on the space of multivariate normal distributions. We will indeed need our space to exhibit a non-positive sectional curvature in order to ensure the existence and uniqueness of the Riemannian barycenter. For this reason, we stick with the classical Levi-Civita connection in the remaining developments. We have to notice, however, that $\alpha$-connections with $\alpha \neq \pm 1$ will have to be investigated.

As shown in [24] and proved in [23], the Riemann-Christoffel curvature tensor corresponding to the information metric, for zero-mean multivariate normal distributions, with $X, Y, Z, V$ being elements of the canonical basis of vector fields and $\Sigma \in S^+$ is:

$$R_{ijkl} = R(X, Y, Z, V) = \frac{1}{4} \ tr(Y \Sigma^{-1} X \Sigma^{-1} Z \Sigma^{-1} V \Sigma^{-1}) -$$

$$\frac{1}{4} \ tr(X \Sigma^{-1} Y \Sigma^{-1} Z \Sigma^{-1} V \Sigma^{-1})$$

It has 1296 components but only 105 of which are independent (since we are in 6 dimensions).

**Remark:** We have restricted the expression of the Riemann-Christoffel tensor for the case of zero-mean multivariate normal distributions, e.g. for $S^+$. The previous developments were valid for the fixed-mean case. Expressions for normal distributions with general mean vector are available in [24].

The important point is that we can now compute the sectional curvature $\kappa$ of the manifold $S^+$ and verify that it is actually non-constant and non-positive. A sectional curvature is associated to any two-dimensional subset of vectors $E$ in the tangent space at $\Sigma$, $T_\Sigma$. It is defined as the Gaussian curvature of that hypersurface made of the set of points reached by the geodesics starting at $\Sigma$ in all the directions described by the plane $E$.
Skovgaard has shown in [24] that, if we denote by \( \rho^2_{ij} = \frac{\sigma^2}{\sigma_i \sigma_j} \) the correlation coefficient between the components of the covariance matrices \( \Sigma = (\sigma_{ij}) \), \( i, j = 1, \ldots, m \), the sectional curvature at \( \Sigma \) is given, for \( i \neq j \), by

1. \( \kappa(\mathcal{E}, \Sigma) = -\frac{\rho^2_{ij}}{1 + \rho^2_{ij}} \) if \( \mathcal{E} = \text{span}(E_{ii}, E_{jj}) \)

2. \( \kappa(\mathcal{E}, \Sigma) = -\frac{1}{2} \) if \( \mathcal{E} = \text{span}(E_{ii}, E_{ij}) \)

which indeed depends on \( \Sigma \) and is non-positive.

We can derive the Ricci tensor, which is defined as a the contraction of the Riemann-Cartoffel tensor, and which can be thought of as the object which measures the growth rate of the Riemannian metric. It is a symmetric, \( m \times m \) covariant tensor. We recall that the Riemann-Cartoffel tensor is expressed in terms of the partial derivatives of the metric:

\[
R^l_{ijk} = \frac{\partial \Gamma^l_{ik}}{\partial \theta^j} - \frac{\partial \Gamma^l_{ij}}{\partial \theta^k} + \Gamma^m_{ik} \Gamma^l_{mj} - \Gamma^m_{ij} \Gamma^l_{mk}
\]

and the expression of the Ricci tensor follows:

\[
Ricci_{ij} = R^k_{ij}g^{kl}
\]

where \( g^{kl} \) denotes the inverse of the metric. Summarizing everything, we have the expression for \( R_{ijkl} \) and \( g_{ij} \). Symbolic calculations easily lead to the components of the Ricci tensor in terms of the components of \( \Sigma = (\sigma_{ij}) \). A quite interesting point is that, by comparison of the Ricci tensor with the metric tensor, we can also deduce that the space of zero-mean multivariate normal distributions is, in general, not an Einstein space. It is indeed a space of non-constant curvature and hence does not verify the relation

\[
Ricci_{ij} = \frac{\nu}{n} g_{ij}
\]

where \( \nu \) is the scalar curvature and \( n \) the dimension of the space (e.g. \( n = 6 \)).

Additionally, we can express the Ricci scalar curvature \( \nu \), as the full trace of the Ricci tensor. It is also defined as twice the sum of all the sectional curvatures along all the 2-planes \( \mathcal{E} \) and recalling that

\[
\Sigma = \begin{bmatrix}
\theta_1 & \theta_2 & \theta_3 \\
\theta_2 & \theta_4 & \theta_5 \\
\theta_3 & \theta_5 & \theta_6
\end{bmatrix}
\]
we have:
\[
\begin{align*}
\nu &= g^{ij} \text{Ricci}_{ij} = \\
&= -0.03125 (51 \theta_1^2 \theta_2^3 \theta_6^3 - 99 (\theta_2^4 \theta_6^3 + \theta_3^4 \theta_4^3 + \theta_1^4 \theta_3^3) - \\
&161 (\theta_1^2 \theta_2^3 \theta_4^3 \theta_6^3 + \theta_1^3 \theta_2^4 \theta_4^3 \theta_6^3 + \theta_1^2 \theta_2^3 \theta_3^4 \theta_6^3) + \\
&209 (\theta_1^4 \theta_2^3 \theta_4^3 \theta_6^3 + \theta_1^3 \theta_2^3 \theta_4^3 \theta_6^3 + \theta_1^3 \theta_2^3 \theta_3^4 \theta_6^3) - \\
&221 (\theta_1^4 \theta_2^3 \theta_4^3 \theta_6^3 + 221 \theta_1^2 \theta_2^3 \theta_4^3 \theta_6^3 + \theta_1^3 \theta_2^3 \theta_4^3 \theta_6^3 + \theta_1 \theta_2 \theta_3 \theta_4 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 + \theta_3 \theta_4 \theta_6) + \\
&306 \theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + 366 (\theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6) + \\
&426 \theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + 522 (\theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6) + \\
&768 \theta_2 \theta_3 \theta_4 \theta_6 \theta_6 - 796 (\theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6) + \\
&940 (\theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6) - \\
&1056 (\theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6 + \theta_2 \theta_3 \theta_4 \theta_6 \theta_6)) / \Delta^3.
\end{align*}
\]

where \( \Delta = |\Sigma| = \theta_1 \theta_4 \theta_6 - \theta_1 \theta_5 \theta_6 - \theta_2 \theta_6 + 2 \theta_2 \theta_5 \theta_6 - \theta_3 \theta_4 \).

## 2 Statistics on Multivariate Normal Distributions

### 2.1 Intrinsic Mean

Following a recent work by Moakher [18], we propose a new gradient descent algorithm for the computation of the intrinsic mean distribution of a set of zero-mean multivariate normal distributions. It relies on the classical definition of the Riemannian center of mass and makes use of the geodesic equations to derive a manifold constrained numerical integrator and thus ensure that each step forward of the gradient descent stays within the space \( S^+ \). As we will show in the numerical experiments, this method is very efficient and usually converges in just a few iterations.

We, of course, seek to estimate the empirical mean as proposed by Fréchet [12], Karcher [14], Pennec [20] or Moakher [17]:

**Definition 2.1.** The Normal distribution parametrized by \( \Sigma \in S^+(m, \mathbb{R}) \) and defined as the empirical mean of \( N \) distributions \( \Sigma_k, k = 1, \ldots, N \), achieves a local minimum of the function \( \mu : S^+(m, \mathbb{R}) \to \mathbb{R}^+ \) known as the empirical variance and defined as

\[
\mu(\Sigma_1, \ldots, \Sigma_N) = \frac{1}{N} \sum_{k=1}^{N} D^2(\Sigma, \Sigma_k) = \mathbb{E}[D^2(\Sigma, \Sigma_k)]
\]

Karcher proved in [14] that such a mean, known as the Riemannian barycenter, exists and is unique for manifold of non-positive sectional curvature. This was shown to be the case for \( S^+ \).

In order to derive our gradient descent algorithm, we rely on the well-known following
remarks (see [7] and references therein for more details): We want to derive a flow evolving an initial guess \( \tilde{\Sigma}(0) \) toward the mean of a set of elements of \( S^+ \). If we denote by \( \tilde{\Sigma}(s) \), \( s \in [0, \infty) \) the family of solution of
\[
\partial_s \tilde{\Sigma}(s) = V(\tilde{\Sigma}(s))
\]
where \( V \) is the direction of evolution, we have
\[
\tilde{\Sigma}(s) \in S^+(m, \mathbb{R}), \forall s > 0
\]
\[
\Leftrightarrow \tilde{\Sigma}(0) \in S^+(m, \mathbb{R}) \text{ and } V(\tilde{\Sigma}(s)) \in T_{\tilde{\Sigma}(s)}S^+(m, \mathbb{R}) = S(m, \mathbb{R}), \forall s > 0
\]

We thus identify \( V \) with the opposite of the covariant derivative of our objective function \( \mu(\Sigma_1, ..., \Sigma_N) \) which is shown to be (see [8]):
\[
\nabla \mu = \frac{\tilde{\Sigma}(s)}{N} \sum_{k=1}^{N} \log(\Sigma_k^{-1}\tilde{\Sigma}(s))
\]
(6)

Hence the evolution
\[
\partial_s \tilde{\Sigma}(s) = -\frac{\tilde{\Sigma}(s)}{N} \sum_{k=1}^{N} \log(\Sigma_k^{-1}\tilde{\Sigma}(s))
\]
(7)

**Numerical Implementation:**
But, as mentioned in [7], the corresponding numerical implementation has to be dealt with carefully and we have to build a step-forward operator \( K_{dt} \) such that the discrete flow
\[
\Sigma_{l+1} = K_{dt}(\Sigma_l), \Sigma_0 \in S^+
\]
provides an intrinsic (or consistent as qualified in [7]) approximation of evolution equation (8) (\( l \) denotes the discrete version of the continuous family parameter \( s \)). As we have previously pointed out, a closed form for the geodesics of \( S^+ \) does exist. Hence we can directly integrate along the geodesics of the space without having to use the exponential map to re-project, after each integration step, the element obtained by moving in the direction given by \(-\nabla \mu\) and we have the following proposition:

**Proposition 2.2.** For any \( \Sigma(t) \in S^+(m, \mathbb{R}), t \in [a, b] \) and any tangent vector \( V = -\nabla \mu \in S(m, \mathbb{R}) \), an intrinsic (or consistent) approximation of the flow (7) can be obtained by using the step-forward operator
\[
K_{dt}(\Sigma_l) = \Sigma_l^{1/2} \exp (-dt\Sigma_l^{-1/2}\nabla \mu \Sigma_l^{-1/2})\Sigma_l^{1/2}
\]
(8)

**Proof.** The geodesic starting from \( \Sigma(t) \) and pointing in direction \( V = \Sigma(t)^{1/2}X\Sigma(t)^{1/2} \), \( X \in M(m, \mathbb{R}) \) is given by
\[
\Sigma(t + dt) = \Sigma(t)^{1/2} \exp ([t + dt]X)\Sigma(t)^{1/2} \quad \forall dt \in [0, 1]
\]
it readily follows that
\[
\Sigma(t + dt) = \Sigma(t)^{1/2} \exp \left( tX \right) \Sigma(t)^{1/2} \exp \left( dtX \right) \Sigma(t)^{1/2}
\]
\[
= \Sigma(t)^{-1/2} \exp \left( dtX \right) \Sigma(t)^{1/2}
\]

If \( V \) is identified with the opposite of the covariant derivative of any objective functional \( \mu \) (which is in \( S(m, \mathbb{R}) \)), we obtain:
\[
X = -\Sigma(t)^{-1/2} \nabla \mu \Sigma(t)^{-1/2}
\]
and
\[
\Sigma(t + dt) = \Sigma(t)^{-1/2} \exp \left( -dt \Sigma(t)^{-1/2} \nabla \mu \Sigma(t)^{-1/2} \right) \Sigma(t)^{1/2}
\]
identifying \( \Sigma(t) \) with the current estimate of the mean \( \Sigma_t \) yields the result.

\[\square\]

**QUESTION:** How does this numerical scheme compare to the gradient descent associated to the following operator?

\[
K_{dt}(\Sigma_t) = \Sigma_t - dt \nabla \mu
\]

**Proposition 2.3.** The extrinsic step-forward operator \( \mathbb{T}^0 \) is a first order approximation of the operator of Proposition 2.2.

**Proof.** Recalling that the matrix exponential writes as the following power series:

\[
\exp X = \sum_{n=0}^{\infty} \frac{X^n}{n!} = I + X + \frac{XX}{2} + \frac{XXX}{6} + \ldots
\]

a first order expansion of \( \exp \Sigma_t \) yields:

\[
K_{dt}(\Sigma_t) = \Sigma_t \Sigma_t^{-1/2} (1 - dt \Sigma_t^{-1/2} \nabla \mu \Sigma_t^{-1/2}) \Sigma_t^{1/2}
\]
\[
= \Sigma_t - dt \Sigma_t \Sigma_t^{-1} \nabla \mu
\]
\[
= \Sigma_t - dt \nabla \mu
\]
\[\square\]

The exponential map is defined from \([0, 1]\) onto \( S^+ \). The optimal time step \( dt \) is then equal to 1 and the optimal step-forward operator is expressed as follows

\[
K(\Sigma_t) = \Sigma_t^{1/2} \exp \left( -\Sigma_t^{-1/2} \nabla \mu \Sigma_t^{-1/2} \right) \Sigma_t^{1/2}
\]

This will be illustrated in the section dedicated to numerical experiments.

**CONCLUSION:**

We now come back to the derivation of a numerical algorithm to estimate the Riemannian
barycenter $\hat{\Sigma}$ of a set of parametrized multivariate normal distributions. We simply make use of the explicit expression of the covariant derivative $\nabla \mu$ given in (3). This yields the step-forward operator:

$$K_{dt}(\hat{\Sigma}_t) = \hat{\Sigma}_t^{1/2} \exp (-dt \frac{\hat{\Sigma}_t^{1/2}}{N} \sum_{k=0}^{N} \log(\Sigma_k^{-1} \hat{\Sigma}_t) \hat{\Sigma}_t^{-1/2}) \hat{\Sigma}_t^{1/2}$$

(11)

whose associated flow converges toward the barycenter for any initial guess $\hat{\Sigma}_0$.

### 2.2 Intrinsic Covariance Matrix and Principal Modes

We propose a new algorithm for the computation of the intrinsic empirical covariance matrix of a set of $N$ zero-mean multivariate normal distributions. We follow [5] where this problem was addressed in the infinite dimensional case of a set of planar closed curves, and [20] where the logarithmic mapping had to be used. Our objective will be to derive an intrinsic numerical scheme for the estimation of the covariance matrix $\Lambda$ relative to the empirical mean $\hat{\Sigma}$ of $N$ normal distributions and using the explicit solution of the geodesic equation. As we consider the $6$-dimensional manifold of parametrized normal laws, we will of course end up with $\Lambda \in S^+(6, \mathbb{R})$ acting on the space $S(6, \mathbb{R})$.

As defined in [6] and [20], we associate to each of $N$ normal distribution $\Sigma_k$ the unique tangent vector $\beta_k \in S(m, \mathbb{R})$ (seen as an element of $\mathbb{R}^m$) such that the empirical mean $\hat{\Sigma}$ is mapped onto $\Sigma_k$ by the exponential map $\exp_\Sigma(\beta_k)$ (see figure 1). We then have the following definition:

**Definition 2.4.** Given $N$ elements of $S^+(m, \mathbb{R})$ and a mean value $\hat{\Sigma}$, the empirical covariance matrix relative to $\hat{\Sigma}$ is defined as:

$$\Lambda_{\hat{\Sigma}} = \frac{1}{N} \sum_{k=1}^{N} \beta_k \beta_k^T$$

We identify the $\beta_k$ with the covariant derivative of the squared distance function $\nabla D^2(\hat{\Sigma}, \Sigma_k)$. As detailed in [18], we have $\nabla D^2(\hat{\Sigma}, \Sigma_k) = \hat{\Sigma} \log(\Sigma_k^{-1} \hat{\Sigma})$.

Once we have computed $\Lambda$, it is fairly easy, and instructive in order to further understand the structure of our subset of normal distributions, to compute the eigenvalues and eigenvectors of the covariance matrix. Fletcher et al. [8] generalized the notion of Principal Component Analysis to Lie groups by seeking geodesic submanifolds, by analogy with the lower-dimensional linear subspaces of PCA, that maximize the projected variance of the data. This actually amounts to characterize the tangent space at the mean element $\hat{\Sigma}$ through classical PCA in order to construct an orthogonal basis of tangent vectors $v_k$, $k = 1, ..., d \leq m$ that can be used to generate $l$-dimensional subspaces $V_l = \text{span}(v_1, ..., v_l)$, $l \leq m$ that maximize the projected variance. The $v_k$ are defined as the set of eigenvectors of the covariance matrix $\Lambda$. However, since we have available the geodesic equations in $S^+$, we have a closed-form to
generate elements of any geodesic submanifold $H_k$ defined as the exponential mapping the $V_k$.

Indeed, we can define any linear combination of the $v_k$, $v = \sum_{k=1}^{d} \alpha_k v_k \in S(m, \mathbb{R})$ and then compute the unique element $C$ of $S^+(m, \mathbb{R})$ reached by following the geodesic emanating from $\Sigma$ in the direction $v$ and computed as:

$$C = \Sigma^{1/2} \exp(\Sigma^{-1/2} \sum_{k=1}^{d} \alpha_k v_k \Sigma^{-1/2}) \Sigma^{1/2}$$  \hspace{1cm} (12)

### 2.3 A Normal Distribution on Multivariate Normal Distributions

Our last contribution makes use of the various quantities derived up to that point and fully exploits the information they provide in order to derive the expression of a normal distribution on $S^+$. We thus proceed by plugging the appropriate quantities in the generalization of the normal distribution to Riemannian manifolds proposed in [20] for sufficiently concentrated probability density functions, e.g. for small covariance matrices.

We are motivated by a very important application in medical image analysis, namely the segmentation of diffusion Magnetic Resonance Images. The authors have already proposed several different approaches to tackle this issue [19], [22], [13]. However, since the essence of these approaches is to maximize the log-likelihood of a (normal) distribution over the objects of interest, e.g. Diffusion Tensors and since those tensors are naturally interpreted as the covariance matrices of zero-mean normal distributions, the following generalized law will be of great help and is currently being applied to that task.

Following Theorem 4 proved in [20], we have the following proposition:
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Proposition 2.5. The normal distribution in $S^+(m, \mathbb{R})$ for an $m \times m$ covariance matrix $\Lambda$ of small variance $\sigma^2 = \text{tr}(\Lambda)$ is of the form

$$k \exp \frac{-\beta \gamma \beta^T}{2}$$

where

- $\beta$ is defined as $\nabla D^2(\tilde{\Sigma}, \Sigma)$, as in section 2.2
- The normalization constant: $k = \frac{1 + O(\sigma^2) + O(\mathbb{E})}{\sqrt{(2\pi)^m |\Lambda|}}$, with $\Lambda$ defined as in section 2.2
- The concentration matrix: $\gamma = \Lambda^{-1} \frac{\text{Ricci}}{k} + O(\sigma) + O(\mathbb{E})$, with $\Lambda$ defined as in section 2.2 and Ricci as in section 1.4

$r$ is the injection radius at $\tilde{\Sigma}$ and $\epsilon$ is such that $\lim_{x \to 0^+} x^{-p} \epsilon(x) = 0$ for $p \in \mathbb{R}^+$. 

3 Numerical Experimentations

We propose, in Algorithms 1 and 2, the Matlab implementation of the algorithms for the intrinsic mean and covariance matrix. The computation of the modes of variation amounts to perform a Singular Value Decomposition of the covariance matrix and to use equation 1.2 to estimate the modes. The implementation is straightforward.

Regarding, the computation of the Ricci tensor, we do not provide the explicit expression of its components since it takes too much space but the use of Maple with the tensor and codegeneration packages is recommended and easily provides C source code. Finally, the Ricci scalar curvature is obtained directly from the expression given at the end of section 1.4.
Algorithm 1 Matlab Code for Intrinsic Mean

```matlab
function [M] = intrinsicMean(S,M0,dt,niter)
[n,m] = size(S);
M = M0;
for iter=1:niter
    V = zeros(n,m);
    for i=1:N
        V = V + logm(reshape(inv(S(i,:,:,:),3,3))*M);
    end;
    M = sqrtm(M)*expm(-dt*sqrtm(M)*(V./N)*inv(sqrtm(M)))*sqrtm(M);
end;
```

Algorithm 2 Matlab Code for Intrinsic Covariance Matrix

```matlab
function [C] = intrinsicCovMat(S,M)
[N,h,w] = size(S);
C = zeros(6,6);
W = zeros(6,1);
for i=1:N
    P = reshape(S(i,:,:,:),3,3);
    V = M*logm(inv(P)*M);
    W(1) = V(1,1); W(2) = V(1,2); W(3) = V(1,3);
    W(4) = V(2,2); W(5) = V(2,3); W(6) = V(3,3);
    C = C + W*W';
end;
C = C./N;
```
Figure 3: [Top] Synthetic tensor field ([left] original noisy field, [right] segmentation of the shape of interest), [Bottom] First and second modes of variation superimposed on the mean tensor (black: mean, red: $\alpha_k = +2$ in equation [12], blue: $\alpha_k = -2$ in equation [12])
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<table>
<thead>
<tr>
<th>Elements</th>
<th>10</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
<th>10000</th>
<th>50000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (in s)</td>
<td>0.0665</td>
<td>0.4143</td>
<td>1.9685</td>
<td>3.8459</td>
<td>19.5005</td>
<td>39.4221</td>
<td>193.7162</td>
</tr>
</tbody>
</table>

Table 1: Time of convergence in terms of the number of elements (on a 2.4 GHz P1V)

We now proceed to numerical experimentations on synthetic and real datasets. We have first applied the definition of the geodesic distance and its associated variance to perform the segmentation of cerebral anatomical structures by fitting 1-dimensional normal models on the distributions of the geodesic distances. The interested reader is referred to [16] for more details. Figure 2 presents the results of the segmentation for the ventricles and the well-known structure of the white matter, the corpus callosum.

We then test the Algorithms [1] and [2] on a subset of the three-dimensional synthetic tensor field shown on figure 3. The data was generated so that some tensors follow a Y pattern. The rest of the volume was filled with tensors aligned in the same direction. Random symmetric matrices, with entries following a normal law of zero mean and variance 1 were made positive-definite by application of the matrix exponential and voxelwise added to the volume. We actually extracted the tensors inside the Y shape (about 2000) and computed the mean, covariance matrix and first two modes of variations. The result are presented on figure 4.

For the sake of clarity, we only have represented the first two modes for $\alpha_k = \pm 2$ in equation [12]. It turns out that the first two eigenvectors of the covariance matrix are dominant, with almost equal eigenvalues. The first mode seems to capture the orientational variation of the dataset whereas the second one seems to encapsulate the variation of size of the tensors.

Next, we have conducted some performance analysis of the gradient descent algorithm used to estimate the intrinsic mean. By running the algorithm repeatedly with different initial guesses, we have ensured that it was not affected by that parameter since it converged every time in no more than 4 iterations. This was highly reproducible and tested with a known mean and noise generated as previously. On that basis, we present on figure 1 a table showing the evolution of the time of convergence in terms of the number of elements for which the mean is to be estimated. As expected, this is a perfectly linear complexity.

Finally, we would like to show interesting results on the computation of the Ricci scalar on real Diffusion Tensor Magnetic Resonance Imaging. We recall that this particular MR modality produces, at each voxel, a tensor that is nothing but the covariance matrix of the normal law approximating the average motion of water molecules. On figure 4 are presented the fractional anisotropy and the scalar curvature computed on a $64 \times 64 \times 24$ DTI volume. The fractional anisotropy is a combination of the eigenvalues of the diffusion tensor which is well known to highlight the regions where a high density of neural fibers are present. However, this measure seems to be somehow sensitive to noise and highly unreliable at voxel where crossings of fibers occur. Thinking of our DTI data as a field of normal distributions,
it is easy to see, from the definition of the scalar curvature $\nu$, that this quantity will vary with the anisotropy of the covariance matrix of each normal distribution. Indeed, figure [4] shows that the scalar curvature has a quite better discriminative power than the fractional anisotropy FA. Well-known structures of the white-matter such as the corpus callosum or the corona radiata are indeed clearly highlighted in figure [4] (we recall that the scalar curvature is negative, so that a black voxel exhibits the most negative curvature). This is a promising new measure of anisotropy for DTI that we are currently evaluating.

4 Conclusion

We have presented a geometric approach to the statistical analysis of multivariate normal distributions. We have developed novel algorithms for the estimation of the mean, covariance matrix and the modes of variation. We have also introduced explicit expressions for the Riemann-Christoffel and Ricci tensors as well as for the Ricci scalar curvature for the space of zero-mean multivariate normal distributions. All these contributions have been used in order to derive and fully characterize a generalized normal law on the space of zero-mean multivariate normal distributions. We have shown promising results on synthetic and real datasets. One of our goal is now to exploit all the information provided by those statistics in order to better understand and analyze the data obtained by diffusion tensor imaging.
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5 Appendix 1: Components of the Riemannian metric

\[ g_{11} = \frac{(\theta_2 \theta_0 - \theta_3^2)^2}{2\Delta^2} \quad g_{12} = \frac{(\theta_4 \theta_0 - \theta_4^2)(\theta_2 \theta_0 - \theta_3 \theta_4)}{\Delta^2} \]

\[ g_{13} = \frac{(\theta_4 \theta_0 - \theta_3^2)(\theta_2 \theta_5 - \theta_3 \theta_4)}{\Delta^2} \quad g_{14} = \frac{(\theta_2 \theta_0 - \theta_3 \theta_4)^2}{2\Delta^2} \]

\[ g_{15} = \frac{-(\theta_2 \theta_0 - \theta_3 \theta_5)(\theta_2 \theta_5 - \theta_3 \theta_4)}{\Delta^2} \quad g_{16} = \frac{-(\theta_2 \theta_5 - \theta_3 \theta_4)^2}{2\Delta^2} \]

\[ g_{22} = \frac{-(\theta_0^2 \theta_2^2 - 2\theta_0 \theta_2 \theta_3 \theta_5 - \theta_1 \theta_2 \theta_5 \theta_4 - \theta_2 \theta_5 \theta_0 \theta_4 + \theta_0 \theta_2 \theta_3 \theta_4)}{\Delta^2} \]

\[ g_{23} = \frac{-(\theta_0^2 \theta_2 \theta_5 + 2\theta_0 \theta_2 \theta_3 \theta_5 - \theta_1 \theta_2 \theta_5 \theta_4 - \theta_2 \theta_5 \theta_0 \theta_4 + \theta_1 \theta_2^2 \theta_4)}{\Delta^2} \]

\[ g_{24} = \frac{-(\theta_1 \theta_0 + \theta_3^2)(\theta_2 \theta_0 - \theta_3 \theta_5)}{\Delta^2} \]

\[ g_{25} = \frac{-(\theta_1 \theta_0 \theta_3 \theta_5 + \theta_4 \theta_3^3 - \theta_0 \theta_2^2 \theta_3 + 2\theta_0 \theta_2 \theta_5 \theta_5 - \theta_2^2 \theta_0 \theta_4 + \theta_0 \theta_2^2 \theta_1)}{\Delta^2} \]

\[ g_{26} = \frac{-(\theta_2 \theta_5 - \theta_3 \theta_4)(-\theta_1 \theta_0 + \theta_3 \theta_2)}{\Delta^2} \]

\[ g_{33} = \frac{-(\theta_0^2 \theta_2^2 - 2\theta_0 \theta_2 \theta_3 \theta_5 + 2\theta_0 \theta_2 \theta_5 \theta_4 - \theta_1 \theta_2 \theta_5 \theta_4 - \theta_2^2 \theta_0 \theta_4 + \theta_0 \theta_2^2 \theta_1)}{\Delta^2} \]

\[ g_{34} = \frac{-(\theta_2 \theta_0 - \theta_3 \theta_5)(-\theta_1 \theta_5 + \theta_3 \theta_2)}{\Delta^2} \]

\[ g_{35} = \frac{-(\theta_4 \theta_2 \theta_5^2 - 2\theta_4 \theta_1 \theta_5 \theta_5 + \theta_4 \theta_1 \theta_5 \theta_5 - \theta_3^2 \theta_0 \theta_4 + \theta_4 \theta_0 \theta_2 \theta_1)}{\Delta^2} \]

\[ g_{36} = \frac{-(\theta_0 \theta_2 + \theta_2^2)(\theta_2 \theta_5 - \theta_3 \theta_4)}{\Delta^2} \]

\[ g_{44} = \frac{-(\theta_0 \theta_0 + \theta_3^2)^2}{2\Delta^2} \]

\[ g_{45} = \frac{-(\theta_0 \theta_0 + \theta_3^2)(-\theta_1 \theta_5 + \theta_3 \theta_2)}{\Delta^2} \]

\[ g_{46} = \frac{-(\theta_1 \theta_5 + \theta_3 \theta_2)^2}{2\Delta^2} \]

\[ g_{55} = \frac{(\theta_1 \theta_0 \theta_3^2 + 2\theta_2 \theta_5 \theta_0 \theta_5 - \theta_3^4 \theta_0^2 - 2\theta_3 \theta_0 \theta_1 - \theta_4 \theta_0 \theta_2)}{\Delta^2} \]

\[ g_{56} = \frac{-(\theta_1 \theta_5 + \theta_3 \theta_4)}{\Delta^2} \]

\[ g_{66} = \frac{(\theta_1 \theta_4 + \theta_2^2)^2}{2\Delta^2} \]

where the determinant of the covariance matrix is:

\[ \Delta = |D| = \theta_1 \theta_4 \theta_6 - \theta_1 \theta_5^2 - \theta_2 \theta_6^2 + 2\theta_2 \theta_3 \theta_5 - \theta_3^2 \theta_4 \]
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