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Abstract: We study an Adaptive Window Protocol (AWP) with a general increase and de-
crease profiles in the presence of window dependent random losses. We derive a steady-state
Kolmogorov equation and then obtain its solution in analytic form. We then derive from
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Analyse des Performances et Stabilite Stochastique des
Protocoles de Controéle de Congestion

Résumé : Nous étudions ’Adaptive Window Protocol (AWP) avec des profils généraux
d’augmentation et de diminution de la fenétre de congestion. Nous considérons un processus
de pertes dépendant de la taille de la fenétre. Nous obtenons les équations de Kolmogorov
pour l’état stationaire. Ces équations de Kolmogorov peuvent étre résolues de fagon ana-
lytique. Plusieurs bornes stochastiques sont établies pour le processus d’évolution de la
fenétre. Ces bornes stochastiques sont alors utilisées pour établir les conditions de stabilité
du protocole AWP. Finalement, les résultats généraux sont appliqués & ’analyse de versions
particuliéres de TCP comme New Reno TCP, Scalable TCP et HighSpeed TCP.

Mots-clés :  Stabilite stochastique, Equations de Kolmogorov, Scalable TCP, HighSpeed
TCP
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1 Introduction

Most of the performance studies of Adaptive Window Protocols (AWP) consider specific
instances of the problem (for example [5, 4, 15] study Additive Increase Multiplicative De-
crease (AIMD) protocols). However, various modifications to TCP are frequently proposed
to address specific problems arising in various types of networks; recent examples include
HighSpeed TCP [14] and Scalable TCP [8] proposed for very high bandwidth-delay product
networks. These new proposals can also be viewed in the framework of Additive Increase
protocols so that now the additive increase in a round-trip time is function of the current
window size (it is constant in the case of standard TCP). Performance related analysis of
any such protocol has always been an important issue. It is thus desirable to have a general
framework (and its solution) for performance analysis of an AWP.

Since the loss process seen by a TCP sender may have origin in deliberate marking/dropping
owing to some active queue management (AQM) scheme employed in the network, or could
be owing to congestion losses or link errors, in general the rate of receiving such signal will
depend on the window process itself (see [15] for related discussion). Hence in our study we
consider a general state dependent loss rate.

It is clear that the stability of window process following a general AWP will depend on
the rate at which it receives loss signals. For example, an aggressive protocol may result in
very high windows for moderate loss rates and vice versa. Stability of the window process
is thus interesting to study. We address the problem of finding conditions for stability of a
general AWP controlled window evolution under a general state-dependent loss rate. The
contribution (and organization) of this work are:

Section 2: We give a characterization of a general AWP and identify the various quantities
that determine the performance of such protocols. The window evolution under a gen-
eral AWP is mapped to that under an AWP with a linear increase profile (like in standard
TCP). Kolmogorov equations satisfied by the stationary probability measure is then derived.
Section 3: Gives conditions under which two AWPs have related stationary distribution.
Furthermore, we demonstrate that the window process under multiplicative decrease pro-
tocol is also related to the workload process in a queueing system. Section 4: We give a
general methodology for analysis of any such protocol while allowing for a general window
dependent drop rate. The stationary distribution of a general AWP with a general loss rate
is related to that of an AWP with linear increase profile and a constant loss rate. This
observation is important as the latter system is easier to analyse. An analytic expression
for the stationary distribution of the system with an AWP with linear increase profile and
a constant loss rate is provided. Section 5 and 6: We apply the results of Section 4
to study the performance of recently proposed TCP modifications (Scalable TCP [8] and
HighSpeed TCP [14]). We also refine existing result on standard AIMD protocol of TCP.
We obtain some results of independent interest of queueing systems theory by relating the
window process under a multiplicative increase multiplicative decrease (MIMD) protocol to
the workload process in an M/D/1 queue. This provides us with a closed form expression for
the workload process in an M/D/1 queue with bounded workload process. We also obtain
a duality relation between the customer averages in a D/M/1 queue and time average in
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4 Altman, Avrachenkov, Kherani & Prabhu

an M/D/1 queue (both queues with bounded workload capacity). Section 8: We obtain
some stochastic ordering relations for a protocol with different bounds on window. A closed
form necessary and sufficient stability condition using the stochastic ordering for the window
process is established.

The proofs of all the results of this paper can be found in [32]. The report [32] also
contains some additional results. Since the paper addresses many issues, for sake of making
clear the context of discussion, we decided to spread the discussion on related literature
across the paper instead of mentioning them all together. An extensive literature survey on
TCP modeling can be found in [15].

2 The Model

We consider an AWP controlled persistent file transfer over an Internet (bottleneck) link.
For applications using HighSpeed and Scalable TCP, this link will typically be a very high
bandwidth-delay product link. We assume that the connection is long enough to see a
stationary regime and that its throughput performance is governed by the steady state
regime (see [5] for justification of this assumption). Required conditions for existence of
such regime are detailed in a later section. Recent applications using HighSpeed TCP
and Scalable TCP typically transfer very large volume files and hence studying persistent
transfers is justified in such cases. We model the process of losses as a Poisson process with a
time varying intensity that depends on the instantaneous window size of the AWP [15]. These
losses could be owing to congestion losses, random link losses or to some deliberate packet
marking/dropping by the router buffer using an AQM. As is common in related studies
([1, 4, 5]), we consider the evolution of window as an infinitely divisible fluid. Details of the
model are given below.

Let x; denote the window size of the AWP at time instant ¢ (note that we are not
specifying the initial window size x( here, thus assuming a stationary window process). We
now give the description of the window evolution. In case of no loss, the window increase in
time interval [t, ¢ + A] is given by,

Tipa =2+ (@) A +0(A), 1)

where f(-) is a Lipschitz continuous function bounded below by some positive quantity. We
also assume that there is a lower bound on the window size, denoted Z,,n.

The increase in window can not continue for ever because drops owing to congestion or
channel losses or AQM marking can occur at random instants in time!. Let N(t) be the
counting process corresponding to the loss events, i.e., N(t) — N(¢t — u) is the number of
losses in time interval (¢ — u,t]. In what follows we assume that N(t) is a Poisson process
with time varying intensity. Further, we assume that the instantaneous rate of the N(t)

1Congestion losses occur also when the window size reaches the practical limit of the total round trip
pipe size (sum of the link bandwidth-delay product and the router buffer). This aspect of congestion losses
will be addressed later in this section. For presentation of the basic model, we assume here that there is no
upper bound on the values that the window can take.

INRIA



Performance Analysis and Stochastic Stability of Congestion Control Protocols 5

process depends only on the current window size z; of the connection. Let A(z) be the
rate of N(t) process when window size is z; = x. Each loss results in a window reduction
(this is because TCP assumes that each packet drop/mark corresponds to a congestion
event in the network). Under the fluid model, it is standard to assume that this window
reduction is reflected as an instantaneous jump in the x; process. The assumptions imply
that P{N(t+ A) = N(t) =1} =1— P{N(t+ A) — N(t) = 0} = A(z:)A + o(A). Thus for
small A, if N(t+ A) — N(¢t) = 1, the window is instantaneously reduced as

Tera = g(@) + o(A), (2)
for some function ¢(-) such that g(z) < z and ¢(Zmin) = Tmin- We assume that g(-) is such
that if 21 < 5 then either g(z1) < g(x2) or g(x1) = g(22) = Zmin. This assumption implies

that the set s(z) = {u >z : g(u) < z} is connected. Define also h(z) = sup{u > z : g(u) <
x} = sup s(z); we will also use the notation g~!(x) to mean h(z).

2.1 Transformation to an AWP with a Linear Increase Profile

For a function F(z) such that dI;(f) = f(lz), let us define a new process
yr = F(x).
Then the transformed process {y:} is such that, when the window {x:} is increasing, we
x -
have Yoo — Y = —F2 "0 L 6(A) = A + o(A).
f(ze)

The reason for introducing this transformation is that it simplifies the analysis and visualisa-
tion of the window evolution process since now the transformed process has a linear increase
profile (yi4a — ¥ = A + 0o(A)). Since f(-) > 0, it is seen that F'(-) is strictly increasing
and hence invertible. Thus there is a one to one correspondence between an AWP and
its linearly increasing counterpart. A detailed justification of the above transformation is
given in Appendix A. Under the above transformation, the loss process now has an intensity

Aw) = A(F~1(y)). The decrease profile in case of a loss event in interval [t,t + A] of this
transformed protocol will be determined by F(-) and g(-) as,

Yira = G(y:) +o(A),

where G(-) e F(g(F~1(+))) is assumed to have same properties as g(-).

The map F': W — Y is actually a transformation from a general increase protocol to
an additive increase protocol (like that of TCP’s congestion avoidance algorithm). Thus it
is enough to study protocols following additive increase general decrease algorithm. In the
remaining of this section we will work only with AWP that has a linear increase profile and
we need only consider the general decrease profile and a general window dependent loss rate

A(4).

RR n° 5262



6 Altman, Avrachenkov, Kherani & Prabhu

Let Ymin A F (Zmin) be the lower bound on the transformed window size. Then G(ymin) =
Ymin Let

S(y) £ {u>y: Glu) <y},
H(y) 2 sup S(y).

Since the set s(z) is connected and compact for each = with inf s(z) = =, the set S(y) is also
connected and compact for any given y and inf S(y) = y. Note that the above definitions
imply that
G(H(y)) =v.

The interpretation of these quantities are as follows: S(y) is the set of all possible window
sizes, at least g, such that an occurrence of a loss event at these window sizes results in a
window size of at most y and H(y) is the maximum such window size.

We now give the quantities defining an AWP and the transformation introduced above
for some standard examples.

1. For the case of an additive increase multiplicative decrease protocol like the congestion
avoidance algorithm of standard TCP, f(z) = 1, g(x) = 5, F(z) = 2, G(y) = ¥,
S(y) = [y,2y] and H(y) = 2y.

2. For the case of a multiplicative increase multiplicative decrease protocol like the slow
start algorithm of standard TCP or the Scalable TCP [§], f(z) = az, g(z) = Bz,
F(x) = @, Gy)=vy-6,Sy) =[y,y+6]and H(y) =y+86, for somea >0, 5 < 1
and § = — 188,

[e7

2.2 Incorporating a Bound on the Window Size

The window evolution process described above does not incorporate any bound on the
maximum allowed window size. In practice however there will be an upper bound M on
the window size that the AWP is allowed to use. This bound usually is either the receiver’s
advertised window (which is the maximum number of packets that the receiving entity’s
receive buffer can accommodate) or the total round trip pipe size. The behavior of the
AWP under these two bounds are very different. In the first case where the window is
restricted by the receiver’s advertised window M, the window size stays at this value till
another loss event takes place. While in the case where M represents the round trip pipe
size, reaching this limit results in an instantaneous congestion loss and the window size is
reduced. However since the loss rate is assumed to be function of window size alone, it
follows that we can study the second case via the first case (for details, see [5] which also
addresses this issue for a constant loss rate). Hence in what follows we will restrict ourselves
to the case where M represents the window limitation owing to the receiver’s advertised
window.

Assume that the range of the values of the window process is divided into the inter-
vals between points [H? (Ymin), H' 1 (Ymin)] where H7 is j—fold composition of H(-) with

INRIA
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Figure 1: Evolution of the transformed window process {y:}.

H(Ymin) 2 Ymin- Consider an M such that M = H™(ymin) for some m > 1. Note that,
under our choice of M, H’ (ymin) = G™ (M) with G° 2 M and G¢ = G(G*1). Let
I; £ Gi~1 — G%. Under the above definitions, y € [G%,G"1] = H(y) € [G"~!,G"2]. The
case where such an m does not exist, i.e., H™ ! < M < H™ for some m, is not pos-
sible since the definition of G(-) depends on y;, and M implicitly, and it ensures that
G(G™ 1) = ypin so that H™ = M.

We consider a further modification in the evolution of the window process y;; this is
shown in Figure 1. For this modified process, the window size is unbounded. However, when
y > G°, we assume that the loss rate is constant and equal to A(G°). We also assume that if
a loss event takes place when y > G, the window is dropped to G* = G(M) = H™  (ymin).
The evolution of the modified process for y < G° is unchanged, i.e., a loss event occurs with
rate \(y;) and the window is dropped to G(y;) in case of a loss event when y; < G°. Note
that we are assuming a linear increase of y; for any value of y. Thus, the modified process
has the following evolution: the increase profile is given by

Yira = Y: + A+ 0o(A).

RR n° 5262



8 Altman, Avrachenkov, Kherani & Prabhu

Losses occur according to a Poisson process of rate A\(y; A G°) and the window reduction in
case of a loss event in time interval (¢, + A) is

Yern = Gy ANG°).

Remark If the window size is bounded (as the case will be in the rest of this paper), so is
A(+). In this scenario, it is sometimes convenient to assume that the process N(t) is actually
derived from a standard Poisson process A(t) of unit rate so that a jump in A(¢) results in a
jump in N(t) only with probability su});\)(mAtzz)' A similar, though not same, approach will be
used in Section 4 to obtain stationary distribution for a general loss rate and in Section 8
to establish a necessary and sufficient condition for stability of the window process.

2.3 Performance Measure

There can be various performance measures of interest in the context of the problem under
consideration. Most prominent of these (and the one most frequently used in literature) is
the expected window size. However, finding only expected window size may not give much
information about the window process itself. An analysis for the performance of an AWP
should also consider the stationary window size distribution. In this paper we are interested
in obtaining the stationary window size distribution of the AWP.

2.4 The Kolmogorov Equations

Let m(y) be the density function and II(y) be the distribution function of the (modified) y;
process (note that we are suppressing the dependence on M here.).

Let, for a fixed ¢, [t,t + A] be a small time interval. When the process is in equilibrium,
the probability of upcrossing level y during [t,t + A] is

P{y; € (y — A,y)}P{no loss during [¢,t + A]} = 7(y)A(1 — Ay)A) + o(A)

Similarly, the probability of downcrossings is

H(y) H)
/ P{Y € (u,u + du)}A(u)A = / rWAW)duA +o(A) y < G,

=y
/ P{Y € (u,u + du)}\(u)A = / u)duA 4+ o(A) G <y <G,

/ P{Y € (u,u+ du)IA(GO)A = / JAG)duA + o(A) gy > GO

In the steady state, the probability of up-crossing is equal to that of down-crossing. Thus,
letting A — 0, we obtain

Juzy TAG)du = MGO(y),  y > G,
w(y) = < [ wwA(w)du +ANGOM(G),  G'<y< G,
JZ9 m(wA(u)du, Yrmin <y < GL.

INRIA
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Using integrating factor method for the Kolmogorov equation for y > G?,
M(y) = I(G*)e M=,y > 6O,

The basic idea involved in solving the Kolmogorov equations obtained above is to use the
knowledge of A(-) to obtain 7(y) for y € [G!, G°]. Now, one can find 7(y) for y € [G*T!,GY]
from the knowledge of 7(y) for y € [G*, G*~!]. In this process, since we need to integrate
over different regions, integration constants appear naturally. These integration constants
are computed using continuity of II(-) at the boundaries G®. Clearly, the form of 7(-) will
depend on that of A(-) and of H(-).

Remark For the window evolution with an increase profile f(-), decrease profile g(-) and
loss rate A(-), the Kolmogorov equations are

fu L T(WAG)du = NG)(z), = > G
flx)r(z) = f m(u)A(u)du + A\(GO)II¢(GY), G'<xz <G,
S () M), tin <7< GV

2.5 Connection to Piecewise Deterministic Markov Processes

We briefly mention that the real valued process {z;} above is actually a special instance of a
family of stochastic processes called the piecewise deterministic Markov process [21, 22]. The
PDMPs are allowed to take values in more general spaces. A PDMP is determined by the
(possibly state dependent) jump rates and a deterministic evolution between these jumps. A
special instance of a possible evolution of such a process is given in Figure 2. Here the process
x; is shown to be piecewise linear as is the case with {y;} process above?. A downward jump
occurs according to a Poisson process of rate A(x;). The additional generality in the case of
PDMPs is that it allows for a random amount of jump whose distribution itself can depend
on z;; we let B(z,y) denote the probability that a jump is to point less than or equal to y
given that a downward jump occurred when z; = z. In the running example of evolution
of the window process {z:}, we see that B(z,-) is a unit step function since the jumps are
deterministic, i.e., B(z,y) = I{y > g(z)}.

3 Relations between Two Systems of Window Evolution

We now consider two systems, 1 and 2, having their own increase and decrease profiles
and loss rates, denoted fi(-),9:(-), \:(-), i € {1,2}. We provide a condition under which
these two systems have related stationary probability distribution. Assuming that g;(z) =
g2(z) = g(z), V z, and that in both the systems the upper bound on the window is same

2In general, if the deterministic evolution between jumps is not linear but given by a (here one dimen-
sional) drift that depends only on z: then it may be transformed to a linear increase in a similar way as we
obtained the {y:} process from {z:} process in Section 2.1.

RR n° 5262



10 Altman, Avrachenkov, Kherani & Prabhu

Random Jumps

Jump Instants

Figure 2: An instance of evolution of a PDMP.

(and is equal to M), the Kolmogorov equations for the two systems are

g7 (=)
filx)mi(z) = /: i ()7 (w)du
file) M@mi@) 7@ Nwm(w)
o E = L B

=z

where E[Xi(X)] = [, Ai(z)mi(z)dz is the expected loss rate in i*" system. It is clear from

the above set of equations that if f\rll((zg = f\czg%, Vz, the functions Aé([iz?;(()w]) and )‘I?J([Q&(ﬁ),

both being probability density functions integrating to unity, are equal for each xz. Thus,

Theorem 1 If two AWP controlled window evolution are such that both have same drop
profile and have the same ratio of increase profile and loss rate for each x, then

@) @) falo)
@)~ a@ )

INRIA
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where C = %R;gﬂ
This result is important as it gives us a way to analyse one system using the analysis of the
other related system. We use this result in Section 6.2 where we use the observation that an
AIMD protocol with constant loss rate and an MIMD protocol with linear loss rate satisfy
the requirement of Theorem 1 as for the first (AIMD) system f(z) = @ and A(z) = A while
for the second (MIMD) system f(z) = ax and A\(xz) = Az and both have same multiplicative
decrease factor. Since the analysis for the first system is known from [5], we use it to find
stationary distribution for the MIMD protocol with linear loss rate. See Section 6.2 for
details.

In the special case where both the system use multiplicative decrease profile with a
constant decrease factor 3, we can get some more detailed equivalence between two related
systems. This is done next.

3.1 A Queueing Model for Multiplicative Decrease Protocols

Consider an AWP with a constant multiplicative decrease factor 8. Introduce the transfor-
mation z; = In M — Inx; (note that we are performing the transformation on the original
window process z; and not on the transformed process y; that has a linear increase profile).
Note that we are assuming that z; is unbounded, i.e., that z,,,, = 0; we can do this since
we can use standard approach ([3, Chapter 14]) to analyse the case where z; is bounded by
In M —In 2,5, from that where z; is unbounded. The evolution of the process z; now is as
shown in Figure 3. It is evident from the transformation (as also visualised in the figure),
the multiplicative decrease of the process z; presents itself as a constant increase of In 3
in the evolution of z; process. The evolution of z; process suggests that z; can be thought
of as workload process of a queue for which the service requirement of the customers is
constant (—In 3). If the increase profile and loss rate for x; process are f(-) and A(-), then

in the z; process, the customer arrival rate is A\(Me~*) and service rate is %, both
depending on the workload process z;. Thus we get a queueing system with constant service
requirements and state dependent service rates and arrival rates. This observation leads us

to following
Theorem 2 Consider window evolutions in the two systems 1 and 2 introduced above, both
with same multiplicative decrease profile. If {1((3 = {";Eg then the distribution of window

size just before loss instants is same in both the systems.

Proof The logarithmic transformation introduced above maps the two system into queueing
systems with constant service requirements. The proof then follows from [16, Theorem 3.3]
which says that for two queueing systems with same service requirement distribution, if the
ratio of the two arrival rates is same as that of their service rates for any workload, then the
stationary distribution of the workload process seen just before an arrival is same for both
the system. The proof follows from the relation between the loss rate in window process and
the arrival rate in the queueing system and that between the increase profile in the window
process and the service rate in the queueing system. .

RR n° 5262



12 Altman, Avrachenkov, Kherani & Prabhu

Figure 3: The original window evolution (top) and its transformation to the workload process
in a queue (bottom).

Applying this result to the two systems satisfying the above condition where the first
one is AIMD with constant loss rate and the second one is MIMD with linear loss rate, we
see that the stationary distribution of the window process just before (and hence just after)
loss instants is same. Thus, the standard AIMD protocol with constant loss rate is same as
MIMD protocol with linear loss rate in the sense that the distribution of the window sizes
just before losses are the same for the two.

Further, since Theorem 2 is valid for any two AWPs satisfying the required conditions, it
is seen that if for one of the AWPs the loss rate is constant, the PASTA property implies that
the stationary (time average) distribution of the window size in the system with constant
loss rate is same as the window size distribution just before losses in either of the system.

Now we specialize Theorem 1 to the case of multiplicative decrease protocols and provide
a stronger result.

Theorem 3 Consider window evolutions in the two systems 1 and 2 introduced above, both
with same multiplicative decrease profile. If {118 = {Z((i; then the time average distribution

of window size m;(+) in the two systems is related by

71'1(.73) _ fg(af) - )\2(.%‘)
no  Ch@ - “ne

with TIS(+) denoting the complementary distribution function.

M (MHTS (M)

where C = an(m

INRIA



Performance Analysis and Stochastic Stability of Congestion Control Protocols 13

Proof Follows from [16, Theorem 3.1] which states that the two queueing systems if the
ratio of the two arrival rates is same as that of their service rates for any workload, then the
density corresponding to the time average stationary distribution of the two systems, 71 (2)
and my(z) are such that 7;(2)rs(2z) = Cma(2)ri(2z) where 7;(-) is the service rate in the i*?
system and C = g;gg; The proof follows from the relation between the loss rate in window
process and the arrival rate in the queueing system and that between the increase profile in

the window process and the service rate in the queueing system. .

Corollary 1 Consider the scenario of Theorem 8. Then

EMX)] _ M (M)II(M)
EDo(X)]  Xo(M)TI5(M)

Proof Follows from Theorem 1 and Theorem 3. °
Application of this result to the running example of the two systems where the first one
is AIMD with constant loss rate and other is MIMD with linear loss rate, we see that the

expected window size in the MIMD case is E[X] = Af[r;[%](\%)

Remark It is important to note that the window process with a lower bound of 1 and an
upper bound of M < oo is always ergodic in the case of multiplicative decrease algorithm.
This is because for any bounded loss rate and positive increase profile, the window process
{z:} is irreducible. However, if we assume i, = 0, then the corresponding unbounded
transformed queueing process need not always be ergodic. Thus, we can not always use the
truncation method of [3] mentioned above. Hence it becomes necessary to solve the detailed
Kolmogorov equations for each case. This remark is, in particular, relevant for the case
where the AWP follows a multiplicative increase multiplicative decrease algorithm and the
loss rate is constant. For this case the transformed process z; is just the workload process of
an M/D/1 queue. However we can not use this approach for A > —In 8 owing to the above
mentioned reason.

Remark The process z; S M- x; always represents the workload process in a queue with
state dependent arrival rate, service rate and service requirement.

Remark The results of this section indicate that if the losses come from an AQM scheme,
then there are many AWP-AQM pairs (i.e., f(-) and A(-)) which have the same drop profile
(9(+)) and have similar performance (in the sense of Theorem 1). Moreover, if the decrease
profile is fixed to be a multiplicative one, we see that all these AWP-AQM pairs have same
window distribution before drop instants (Theorem 2).

Having made the relation between the evolution of the window process of the AWP
and the workload process in a queueing system, we now proceed to solve the Kolmogorov
equations considering specific forms of the A(-) and H(-) functions. As remarked above,
analysing the queueing system does not provide us with the stationary distribution for
all the possible values of the involved parameters. This makes it necessary to solve the
Kolmogorov equations for each instance of the problem. First we give a solution of the
Kolmogorov equation (upto a multiplicative constant) for a general AWP with a general
loss rate.
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14 Altman, Avrachenkov, Kherani & Prabhu

4 Solution to the Kolmogorov Equations

The general Kolmogorov equation for the stationary distribution of an AWP with increase
profile f(-), decrease profile g(-) and loss rate A(-) is

(=)
f@)r(@) = / M@
fl@) A@)m(z)  _ 7@ Aw)r(w)
oo = L. Ehoor
where EA(X)] = [ ym(z)dz. Note that E[MX)] always exists if the window

process is bounded by a quantlty M. Introducing the transformation 7(x) = AE([EA)(” )(S]) , we
get

znnn

i@ = [ " s,

which is the Kolmogorov equation of an AWP whose increase profile is §E§§ and decrease

profile is g(x) while the loss rate now is a state-independent constant, equal to unity; We will
see an example of such an approach in Section 6.2. We can further introduce a transformation
of the new protocol (having increase profile %) to another AWP with a linear increase
profile as indicated in Section 2.1. Thus, without loss of generality, we can assume that the
protocol under consideration has a linear increase profile and the loss rate is unity. Now
we provide an expression for the stationary probability distribution for the bounded process
with linear increase, a unit loss rate and a general decrease profile G(-).

Theorem 4 For M >z > G!
e’II°(z) = ¢,

Forz € I, = [GF,G* 1],k > 2,

mHc chjkk j

And
m—17j1—1 Jm—3—1
Pue=ci=[>_ D o D @mnie - Gmoan]
j1:1 j2:1 j7n—2:1
where ¢, = eGkH“'(G’“), the constants qx,; are defined as Qr,; = [J;C 1h—1—;(GF1) —
Tik—i (GFD)], with [0 e PWdu = Jo1(2), and Jeu(z) = [on e P =) Jo_ 111 (H (u))du

(for x € It;) and D(x) = H(x) — z is the downward jump at H(z) and M = H™(Tmin)-
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Proof See Appendix B. .
Remark It is worth noting that Theorem 4 gives the workload process distribution in a
queue with Poisson arrival process, state dependent deterministic service requirements and
bounded workload process (this is because the process M — x; corresponds to the workload
process in the mentioned queueing system). In Proposition 2 we give details for the standard
M/D/1 queue with finite workload capacity.

Remark As mentioned in the beginning of this section, the stationary distribution for
the transformed system of AWP with linear increase profile and constant loss rate with a
bounded window also gives the distribution of the original window process with state depen-
dent loss rate and general increase profile upto a multiplicative constant. Hence Theorem 4
gives the solution to the Kolmogorov equation for a general AWP with a general loss rate
(upto a multiplicative constant of E[A(X)]).

Till now the development did not consider exact form of loss rate A(-) for the original
process. In the following sections we consider specific forms of A(-) to find the stationary
window size distribution and work out the solution of Kolmogorov equation for several
available TCP versions. We start with the case where A\(z) = A, independent of the current
window size in Section 5. We then consider the situation of a linearly increasing loss rate,
i.e.,, A(z) = Az in Section 6.

We remark here that a linear loss rate, A(x) = Az is suitable for the cases where, like
NewReno version of TCP, only one window reduction takes place irrespective of the number
of losses in a round-trip time and each packet is dropped with a fixed probability.

5 Constant Loss Rates: A(z) = A

In this section we first present the Kolmogorov equations for the case where the loss rate is
constant, independent of the window size process and then we give a method of solving the
Kolmogorov equations for a general AWP.

First observe that any transformation applied to the window size does not affect the
loss rate. Thus for any given AWP, we can always apply the transformation introduced in
Section 2.1 to get a linear increase profile. For the evolution of this transformed process, we
see that the jump rate (loss rate) is still A, independent of anything else. Thus we need only
study the case of linear increase general decrease protocols. In this section we first identify
the special structure of the Kolmogorov equation for window evolution with constant loss
rate with a general decrease profile. We then work out the details by fixing a particular drop
profile, i.e., multiplicative decrease as in standard congestion avoidance algorithm of TCP.

Here we do not dwell into the issue of lower bound z,,;, on the window size of the original
process. This is because the lower bound on the transformed process is Ymin = F(Tmin)
can take very different values depending on F(-). For example, if the original AWP is
multiplicative increase multiplicative decrease (MIMD), the function F(-) turns out to be
logarithmic and hence the lower bound ¥,,,;, can be —oco or 0 depending on whether x,,;, = 0
or 1, respectively.
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16 Altman, Avrachenkov, Kherani & Prabhu

For this case the Kolmogorov equations can be written as
w(y) = / r(u)du, G* <y,
u=y

H(y)
(y) = / T(w)Adu,  Ymin <y < G

=Y

Using integrating factor method for the Kolmogorov equation for y > G*,
M(y) =T(G"e =9,y > 6.
For z € [G*,G*71], k > 1, let T (x) 2 II(z). Thus, for k > 2,

—I(y) = II(H(y))A - II(y)X\

Assuming that H(-) are such that TI(-) is continuous at G?, Vi, we have
Me(GF1) = My (GFTY), k> 2.
This gives us I, (-) recursively as
gk-1
I (2) = 1 (GF=1)eMCE 71 =2) _ \e=2= / Ty (H(u))du, k> 2.

Similar approach has also been used in [5] which considers an AIMD protocol with constant
loss rate. The above system of equations will be solved and used in Section 8. Here we
obtain the stationary distribution for the case of an MIMD protocol (like Scalable TCP [8])
with constant loss rate.

5.1 Application to MIMD Protocols with Bounded Window

Once again our approach will be to transform the MIMD window evolution to the case of a
linear increase profile. For the case of MIMD protocols, the window evolution is described
as follows. In case of no loss in interval [¢,¢ + A], the window increases to

Tira = (2 + ax:A + o(A)) A M, (3)

for some a > 0 and an upper bound M on the window size. In case of a loss in interval
[t,t + A], the window decreases to

Tipa = (Bze) V1+o0(A),

where 1 > 8 > 0 is the multiplicative decrease constant. The natural lower bound of z; > 1
packet applies. It is clear now that the transformation z; — 1"%% 2 y; results in the process
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{y:} having linear increase profile. The transformed window after a loss event in interval
[t,t + A] is given by
Yira = (y: — 9)+ +o(A),

where 6 2 AOTg(ﬂ) > 0.

Thus for this case, ymin = 0 and H(y) = y + 6 Thus, from the construction of the
(virtually) bounded process of Section 2, G = M = mf and G! = (m—1)8, G(u) = (u—6)7.
This system has simple up and down crossing rates for 0 <y < (m — 1)6,

y+0
m(y) = A _ m(u)du,
I'(y) = My +0) —II(y)),

where 7(-) and TI(-) are the density and distribution functions respectively for the {y:}
process. Defining, for convenience, IIj(y) = II(kf + y) for 0 < y < 6, we have

Proposition 1 For0<k<m-1and0< 2 <4,
1

k— .
= > T5,,(0 )J.

Jj=0

m—

Proof: See Appendix C. .

Proposition 2 The constants II{(0) are given by

m— 3

M, 0) = [@™ ' =dum—1)+ 3 (1) 3 6@ = gum—1-1)) +

s:l

(=1)"™"2(a = b)pm—2(m —2)]
and for 0 < k<m — 2,

I(0) = T,y (0)[@™ " = du(m =k = 1)) + (=1)""*"*(a — b)pm—r—2(m — k - 2)
m—k— 3 m—k—2

+ Z ¢ (@™ =g (m —k —1—-1))].

s=1
with a = e and ¢;(1) defined recursively as, ¢o(0) = 0 and
=7

$ir1() =D di(s)g;(l—s), j>1.

s=1
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Proof: See Appendix D. .

Remark For the above case where z,,, = 1, the evolution of process % — l"g;T“
log M
o

— 1y, corresponds to the workload process of an M/D/1 queue with a bounded workload
capacity of 8™ and service requirement of  for each customer. This is a system similar
to that of [17] with a difference that the model of [17] assumes that the customer that
can make the workload to exceed a certain fixed threshold is lost. While in our case such
a customer is not completely lost but is admitted with a service that makes the workload
process equal to the threshold. Thus the above result is of independent interest in queueing
theory.

Remark We can also easily incorporate another value of 0 < ,,,;, # 1 in the above analysis.
As mentioned in Section 3.1, if we assume that z,,;, = 0, the transformation log M log s
corresponds to the workload process of a classical M/D/1 queue. For this case the moments
and the stationary window size distribution are well known.

5.1.1 MIMD with Unbounded Window: A D/M/1 Queue

Assuming that M = o0, i.e., there is no bound on the window size, we can not use the results
from above directly in this case. Another approach to obtain the stationary distribution II(-)
is to look at the process {y,,n > 0} embedded just after the loss instants of the transformed
process with linear increase profile, {y;}. Let {a,,n > 0} denote the time between two
successive losses. Then, {y,} is a continuous state space Markov chain which is given by
the recursive equation

Ynt1 = (Yn + an — 0)+- (4)

We note that the loss process a, is exponentially distributed with rate A\. Equation 4
is the same as the recursive equation for the workload in a D/M/1 queue with interarrival
time # and mean service time % The steady state distribution of y, P(y, < y) can be

obtained as [28]
51\ _s
P(y,>y) = (1= J)e™, (5)

where s; is the root of the equation s + A = Ae*/? in Re(s) < 0. The stability condition for
the workload process of this D/M/1 queue (and, equivalently, for the window size process

{9:})is 6 > 1.
In order to obtain the distribution at a random arrival instant, we note that the window
size just before loss instant, y,, ., is given by

y;-|-1 =Yn + Qn.

Since a,s are exponentially distributed with parameter A,

P(y,y1>y) = /\/ P(y, >y —a)e **da
0

oo y
)\/ e *da + )\/ P(yn, >y —a)e **da
y 0
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51

y
= e M4 A1 - —)e_sly/ e~ (A—segy
A 0

= e 1Y,
Using PASTA property, the window size distribution at a random time is the same as that

seen by the loss arrivals. Since y = logx, the window distribution at any random time is

51

Plxy >x)=2"= (6)

Remark This approach can also be used for bounded window process when loss rate is large
enough so that the bound is attained with negligible probability.

Remark If the window size in the original process {z:} is bounded by a value of M then
the evolution of the process {y,} (now embedded just before loss instants in the process

{y:}) is
log M

)

which is the workload just after an arrival in a D/M/1 queue with a bounded workload
capacity of %. The connection to M/D/1 queue implies that this is also the residual

workload seen by arriving customers in an M/D/1 queue with finite workload capacity. We
have, using the PASTA property in the M/D/1 system,

Ynt1 = min((yn - 0)+ + an,

Theorem 5 The distribution of workload process just after arrivals in o D/M/1 queue with
o finite workload capacity is same as that of the residual workload in an M/D/1 queue with
same bound on the workload capacity.

This phenomenon can be viewed as a duality between the time averages in an M/D/1 queue
and the customer averages in a D/M/1 system.

6 Linear Loss Rate: A\(z) = Az

In this section we give a general expression for the stationary distribution of the window
size process with a linear increase profile under a linear loss rate assumption for general
window decrease profile. We then provide the stationary distribution for Scalable TCP and
HighSpeed TCP under linearly increasing loss rates. This case is of practical interest since a
linear loss rate is seen by the connection when each packet is dropped with a fixed probability

p (see [15]).

6.1 Additive Increase General Decrease AWP

We now consider an AWP with a linear increase profile and assume that the loss rate is
linearly increasing with the window size, i.e., A(u) = Au for some A > 0. This is the case
of practical interest because the standard congestion avoidance phase of TCP (as proposed
in [7]) is linearly increasing. Moreover, recently proposed HighSpeed TCP [14] opens up
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a possibility of wide range of protocols where the window increase is approximately linear
(with a larger additive increase constant as compared to the standard TCP) and the decrease
is given by some window dependent factor. As mentioned already, loss rates in cases where
each packet is dropped with a fixed probability and TCP drops its window at most once in a
round-trip time indeed increase linearly with the window size of the AWP. In the following
we assume that the increase profile is same as that in standard TCP, i.e., window increases
by one unit per unit time; this can be assumed because an increase profile with a different
(constant) slope can be mapped to that of unit slope while keeping the loss rate linear using
the transformation introduced in Section 2.1.

Proposition 3 For x such that G < x < G°, the stationary distribution is

—az?

m(x) =cre 2 (7)

for c1 = AG°[1 — H(GO)]e%. Forz e (GLGY), m>1>1,

z2 ; G(u1)?—uy? Guj)?—u;?
A5 A A
w(zx)et T = E Cl_j)\]/ / ure 7 . uje 7 duj...dus, (8)
u1=H(z) uj=H(uj_1)

where ¢; are some constants to be computed using the exact form of G(-).

Proof: See Appendix E. .
For numerical computations, we can use continuity of II(-) at the boundaries G* to compute
¢;’s like done in Section 5.1. Now we work out the above expression for the case of AIMD
protocol.

6.1.1 The Case of Standard TCP: AIMD

For the case of standard TCP with linear window dependent loss rate, [15] has obtained
an expression for the stationary window size distribution. Their method however requires
guessing the expression for the stationary distribution and then proving it inductively. Our
approach is to directly determine the distribution without need for guessing. This is a con-
siderable amount of simplification for the case of a general AWP as we will see in section 6.2
that the distribution can in general be not straightforward to guess. We will also see in
the present section that the very nature of AIMD makes it (relatively) easier to predict the
structure of the stationary distribution.

Proposition 4 For x € [G!,G'1],

-1
7r(x) = ch,jbjeajﬁ
j=0

where b; = Hizlm, K =\ and aj = (K (024 B7>F) — 0.5)), with by = 1.
k=0

Here ¢; are integration constants.
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Proof See Appendix F for proof and closed form expression for ¢;s in terms of Gamma
functions. .

A similar expression has been obtained in [15]. However, [15] provides only the recursion
for the integration constants appearing in their expressions. They need to compute the value
of these constants using numerical integration at the end, whereas we have a closed form
expression for these constants. The model of [15] allows for the window size of 0 packets
(during time-out periods) and also allows multiplicative decrease while window size is less
than one packet, this makes their recursion of infinite length. This also results in a large
discrepancy in the distributions for small window sizes. As we pointed out in Section 3.1,
allowing for a window size of less than one packet may result in a model that is stable in only
a restricted set of parameter values. Further, [15] also accounts for timeout periods and also
distinguishes between triple dupack losses and timeout based loss recovery. It is seen that
our model is easily extended to consider these possibilities (though we believe that these
phenomenon are rare, hence not of significant importance, when the TCP-SACK version is
used).

6.2 MIMD Protocols with Linear Loss Rates

For the case of MIMD protocols, the window evolution is described as follows. In case of
no loss in interval [t,t + A], the window increases to (assuming no upper bound on window
size)

Ti+A = T =+ OL$tA -+ O(A), (9)

for some o > 0. In case of a loss in interval [t,¢ + A], the window decreases to
Tepa = (Bxe) V1+o0(A),

where 1 > 8 > 0 is the multiplicative decrease constant. The natural lower bound of z; > 1
packet applies.

The window is bounded below by a constraint of x,,;, packet. The window evolution
under such scenario is depicted in Figure 4. The figure shows that the window starts
evolving from an initial value of 1 packet. There are some multiplicative decrease of window
owing to random losses. The vertical axis is shown to be divided into various intervals
I = (87%,87%71]. Here B < 1 is the multiplicative decrease factor. The significance of
these regions is that if a loss event occurs when the window size is in interval Ij,; then
the reduced window is in region I;. We remark here that we are not working with the
transformed window having a linear increase profile as introduced in Section 2.1. The upper
bound on z is M = =™ for some m.

For this case the following Kolmogorov equations can be obtained for z < g~™+!,

w(x)ax =/ - () udu,

=z
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-4

Multiplicative Decrease

Figure 4: Window evolution under MIMD protocol like Scalable TCP with a lower bound
on window size.

where a is as in Equation 9. Denote now, by an abuse of notation, A = . The above
Kolmogorov equation is then

(2)s = /u :_% () Mudu.

Proposition 5 The steady state probability density function of the window size under linear
loss rate is given by, if x € Iyy_p, k > 2,

A Az
—eptTl,
@it

k
m(x) = MPy Z cgk)
7j=1

Here cgk) are some constants obtained by normalising w(-) to get a probability measure and

Py is the probability mass at M.

Proof: See Appendix G for expressions for Pys and cgk). .

One is often interested in finding the moments of the window process. This can be
obtained easily without need to compute the coefficients cgk) as follows. We assume here
that Z,:n = 0 and M = oo; this is expected to approximate the case when the upper
and lower bounds are not attained frequently. The Kolmogorov equation obtained above is

multiplied by 7=, j > 0 to obtain
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EX) = /(: /iﬁ o~V dom(u) \udu
= E[X] = 7_)\1111(@
1 _ J i J!
E[XP*tt = mE[X] N (15 )E[X] J>1,

thus we get all the moments of the window size distribution. We see from the above that
the tail of the window size distribution is exponentially decaying and that all the moments
exist.

6.3 HighSpeed TCP

HighSpeed TCP (HSTCP, [14]) updates the window in a round-trip time according to the
following rules: In case of no loss in a round-trip time during which the window size was w,
the window is incremented by a window dependent quantity, denoted a(w), so that the new
window size is w + a(w), and in case of a packet drop on a round-trip time, the window is
decremented by a window dependent factor b(w) so that the new window size is (1 —b(w))w

The window size is bounded by two values w; and w;, and a(w) = %u&p)(m b(w) =

lo
g(::g br, — b)) + b, p(w) = exp g(::fg) log ”" + log(p) | , where by, = blwy), by =
log(52) g( o)
b(w ) p = p(w;) and p, = p(wy) are de51gn parameters. It is suggested in [14] to set
log( 2k
w; = 31 and p; = % Note that p(w) = vw"” where p = g(aﬁ;) and v = 2, and
w; log( %) wy

b(w) = Alog(w +Bw1thA—%andB:bl—Alogwl . Sincebh<bl,A<0and
og( )

since wp, > wy, pp < pr = 1 < 0. We observe that, if R represents the round-trip time,

then w(t + R) = w(t) + a(w(t)) = w(t) + 2“’;3}# This equation shows the importance
of parameter p in understanding the behavior of HSTCP. For example, y = —2 implies
that HSTCP is similar to the standard AIMD algorithm of TCP where in each round-trip
time, the window is incremented by a small value (in this case % ~ vb(w)). If we take
> —2, then we get a protocol whose window increment increases with the window, for
example, taking 4 = —1 implies that HSTCP is similar to Scalable TCP in behavior since
now the increment is approximately linear in window size. This observation suggests need
for care in tuning the HSTCP parameters. It also implies the possibility of existence of a
choice of p € (—2,—1) which is neither as aggressive as Scalable TCP nor conservative as
standard TCP. Now we analyse HSTCP assuming that A =~ 0 so that the decrease factor
is constant. Since the form of function b(w) is a design choice (see [14]), this form of b(w)
can be chosen for simplicity of implementation. Further, for this choice of b(w) we can find
the stationary window size distribution for the protocol for different values of p as follows:
First observe that for b(w) = B, the increase profile of the protocol is f(w) = % and
assuming a linear loss rate A(w) = Aw, the Kolmogorov equation can be transformed to

the case of unit loss rate as in Section 3 to get, % (w) = fulzB 7(u)du. Now, this
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Kolmogorov equatlon when transformed to the case of AWP with linear increase profile,
becomes 7 (y f (- B> # 7(u)du. The closed form solution for this equation is known

from [5] as thls corresponds to the case of AIMD protocol with constant loss rate (here we
have used the fact that —p > 0 so that (1 — B)™#* < 1).

7 Incorporating Multiple Reductions and General De-
crease

The analysis of Section 6.1 and 6.2 assumed that a loss instant results in a single (determin-
istic) window reduction. This is frequently the case as the new versions of TCP are required
not to undergo multiple window reductions in a single round-trip time. However, there can
be possibility, owing to large number of losses, that the TCP sender undergoes multiple
window reductions in a single round-trip time. Typically, the number of such reductions in
a single round-trip time will be random. We consider this situation in the current section.
In what follows, we allow for the loss rate to be dependent on the current window and make
no explicit structural assumption for this dependence.

To model the (random) number of window reductions, we assume that the loss process is
batch Poisson of rate A(u) and given a loss event, the batch size (the number of associated

reductions) is at least k with probability py. Note that p1 = 1. Let A(u)px 2 gr(u). The
Kolmogorov equations now are, for y € (G!,G'1):

=1 nH ()

H'(y) — Z/ qk_l_l(u)dﬂ(u)

k=07 u=H*(y)

Let gi, £ SUP,e(qt,g1-1) Te(u). We see that

1 HR ()
m(y) = Z/ Qo1 ()T (w)du
b0 Y u=H*(y)
1—1 Gl—k—l -1 Hk;+1(y)
- Z/ Qk+1(”)”(”)du+2/ Qo1 (w)m(u)du
k=0 Y u=H*(v) =5 Ju=gi-+-1
Gl—l 1—1 Gl—k—l Hk+1(y)
< [ wm@an+ Y [ gt du+z / Gt o am(u)du
u=y k=1 u=Hk(y) Gl—k—1
al-1 -1 ,qgi-k-1 Gl—k—2
< d u)d _k— d
S /u:y q1(u)m(u) U+Z/ i Qr+1,1—k7 (0 u+2/ Gl—k_IQk+1,l e—17(u)du
gl-1 gl—k-1 -1 qgl—k-2
= / qi(u)m( du+2/ R CERE K (u )du-i—Z/ . 1Qk+1,l—k—17r(u)du
“Y = k=0 v =G
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Gl—l
< / G (y)m(u)du + 6,

=Y

where 6; is an upper bound on the remaining term above and g1 (y) 2 SUD, << Gi-1 ai(u) (L
¢1,1)- It follows that

m(y) < BB @G =) (10)
Here 6; can be found using a recursive equation as follows.

Gl k—1
ANGi—F-1_gl—*
Z/ i Gr+1,1- k01— e ) du
T

+Z/

This can be easily computed recursively, given 6; and 7(u),u > G°. Exact value of §; and
7(u),u > GO is computed below.

Remark: We can also use a relatively loose bound to get a simpler representation of 6; as
follows. Note that gr+1,; < q,; for all values of j and k. Thus,

szz o

C]k+1,l—k—191-k-1ek(Gl_k_z_Gl_k_l)du + / @0 (u)du.

Gql-k-1 u=@Go

Gl k—1
\Gi-k=1_gl—F
6 = E / G +1,1- 10— e )du
u=@Gl-Fk
Gimhe AMGIF2_gimke1y e
+ E Qe+1,1- k101 k1€ du + qom(u)du
k=0 Ju=G!~F=1 u=GO
-1 gl-k-t
ANGl-k=1_gl—k
< / k01— re™ )du
k=1 u=G1"F
=2 Gl_k ’ I—k—2 I—k—1 R
A(GI-E=2_gl=k=
+ E / Qrt1,l—k—101—k—1€ ( )du+/ qom(u)du
i Ju=gi-k-1 u=GO
-2 qgl-k-2
I—k—2 I—k—1
= / Qi1 k—101— g1 —¢ )du
—o Ju=gi-k-1
2 l o I—k—2 l—k—1 o0
A(GI-E=2_gl=k-
+ / Qet1,1—k—101 -1 )du+/ qom(u)du
o Ju=Gi=k-1 w=G0
-2 gl-k-2
I—k—2 I—k—1
= k11— k10— p—1eC —¢ )du
+
Gl k—1

/ qi, 07!' du.
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Exact value of §; and 7(u),u > G°
We know, however that for y > G, we get the simple equation (noting that ¢; = \):

M) = )\/io +7r(u)du
A(1 —TI(

I'(y) = v))
%H(y)exy = At
(y)e* = ’ eMdu + TI(GY)
u=0
= e —-1+T(GY)
Oy) = 1—eM1+TI(GY))
w(y) = A (1 +II(GYH))

Comparing this with Equation 10, we get 6; in terms of II(G'). Integrating Equation 10,
and setting the integral to unity, we get a lower bound on II(G') = TI(G(M)).
If we assume that the loss rate is independent of window size, we get:

-1
W o= % /

Gl—k—l Hk+1(y)

-1
Q1 m(u)du + Z / Q17 (uw)du
k=0""

=HF*(y) —Gl—k—1

8 Stability Results

An important problem now is to study the stability of the process {z;} for a given AQM or
loss profile (A(+)) and a given AWP increase/decrease profile (the functions f(-) and g(-)).
Alternatively, for a given AWP, one would like to design an AQM profile; this design process
must obviously address the issue of the stability of the window process under the chosen AQM
profile. By stability here we mean that the window size (or the buffer occupancy) should,
with large probability, take values in compact sets. In the following we give necessary and
sufficient conditions for stability of the {x;} process; these condition can then be used in
the design of AQM profile.

In this section we are interested in study of the stability of the {z;} process (which
has been observed to be a special instance of PDMPs in Section 2.5). Available study in
literature on stability of PDMPs (see for example [19]) shows that the process {.} is stable
iff the Markov chain {z,} embedded at the end of jump instants is stable. [19] also gives drift
criteria type condition for the stability of the embedded chain {z,}. Using this approach
one requires to construct a Lyapunov function every time there is a slight modification in
the jump or deterministic evolution phase of the PDMP. This gives only sufficient condition
for stability.
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We first provide a stochastic ordering result which says that the steady-state window
process with a larger upper bound is stochastically larger than the process with a smaller
upper bound. We then give a necessary and sufficient condition for existence and uniqueness
of an invariant measure for the window process such that this measure has most of its mass
concentrated on compact sets. We then provide a transformation from a process with state-
dependent loss rate to one with state-independent loss rate. The necessary and sufficient
stability condition for state-independent loss rate is then seen to apply to a general AWP
with a general loss rate. We also give a simpler necessary condition for stability of an AWP
under a general loss rate A(-). Since the loss rate A(-) can take very different forms if an
Active Queue Management (AQM) scheme is used, the study of this section also applies to
the interaction of an AQM and AWP. Note here that using a drift criteria based approach
would require to change the Lyapunov function every time either AWP or AQM is changed.
Our method however gives a condition for a general AWP and AQM. Moreover, the analysis
presented in the paper till now to obtain stationary distribution for the bounded window
process is useful in the criteria obtained in this section.

8.1 Construction of Bounded Processes

Throughout in this section we will assume that the deterministic increase of the {z;} process
is linear. We have already seen that an AWP with a general increase profile can be contin-
uously transformed to the one with linear increase. The assumption on {z:} process made
above is then justified by the fact that a continuous transformation preserves compactness
of sets and hence will also preserve stability property.

Consider the sequence {z}M} of PDMPs bounded above by a constant M. Between
jumps, the process {#} increases linearly. However, if the process achieves the level M, it
stays there until next jump (which occurs at rate A(M)). For each such M, let 7p/(-) and
I, (+) denote, respectively, the stationary density and distribution for the bounded PDMP
{zM} (we assume existence of these). Let Py denote the point mass at M of the stationary
probability for {xM}. The steady state Kolmogorov equation satisfied by m(-) is (recall
the function B(-,-) from Section 2.5)

M—
mau(y) = PUAOOBOLY) + [ Me) Bl )il (z) (1)

=y

Remark: The existence of such II(-) follows from the existence of solution for the Fred-
holm equations of second type.

8.2 Limit of the Bounded Processes

It is to be noted here that the convergence of the process {zM} to {z;} as M — oo follows
from arguments similar to those in [18]. Now, if a stationary distribution II(-) exists for the
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original PDMP {z.}, it must satisfy the steady state Kolmogorov equation
") = [ Ao)By)an(z) (12
z=y

Proposition 6 The process {x:} is stable and has an invariant measure () if s (-) forms
a tight family of probability measures.

Proof: See Appendix H. (See [20] for definition of tight family of probability measures.) e

Above we showed, via a weakly convergent subsequence, that an invariant probability
measure exists if the sequence {II/(-)} is tight. However, it may be possible that there are
many subsequences of {II;(-)} converging to different weak limits. In that case each of these
weak limits is an invariant measure. Below we give sufficient conditions under which such
a situation does not arise. This condition is satisfied by AWP controlled window evolution
with state-independent loss rate.

Lemma 1 If B(-,y) is a unit step function that is strictly decreasing for each y and if A\(x)
is independent of state x (but may depend on time), then the sequence {I1y(x)} is monotone
non-increasing in M for each fized x, i.e., xMt <, M2 for My < M.

Proof: Consider two bounds M and M + 1. Let the corresponding bounded processes be
denoted Y!(t) and Y?(¢). Fix initial points y' and y? > y' for these processes. Fix also
a particular sample path {T™} of loss instants over time for both the processes Y(¢) and
Y?2(t). Because of our assumption of state independent loss rate this sample path has a
probability independent of the two processes. This also is the only place where we have used
the assumption of state independent loss rate A(-).

Consider n'" loss instant 7™. Assume that Y1(T") < Y2(T™). We now find condition

under which Y1 (7"+1) < Y2(T™*1). This will then imply that ¥! StY? (Y'! is stochastically
less than Y?) thus implying monotonicity of II;(y) over M. Since the increase in the two
processes is linear (or, at most, clipped at a level) in the interval [T+, T"1], it follows that
Yi(t) <Y?2(t), Vte[T+,T™1]. Now, if the jumps are deterministic, i.e., the distribution
B(z,-) is a shifted unit-step function for each z, and if B(z,y) is decreasing in x for each
fixed y then it is easily seen that Y'!(T™*!) < Y2(T™*!). Thus it follows that Y1(¢) < Y2(¢t)

for all ¢t > 0 if Y1(0) < Y2(0). Thus, it follows that Y1 StY2.

The above proof shows that if Y1(0) < Y?2(0) then Y!(t) < Y2(t), Vt. However it is
easy to see that if B(x,y) is unit-step function and is strictly decreasing® in x for each fixed
y then Y1(0) > Y?2(0) implies that Y1(¢) < Y?2(t) eventually. This is because in this case
the above arguments imply that the difference Y1(7T") > Y2(T") then Y1(T™) —Y2(T") >
YI(T™+) —Y2(TH) so that Y2(T™) will approach Y1 (7™) and then the above arguments
imply that Y2(¢) will exceed Y(t). o
Remark The monotonicity property obtained above is not an intuitive result. This is
because for the bounded processes, though the solution to the Kolmogorov equations can

3 by this we mean that for z1 > z2,3y: B(z1,y) < B(za,y)
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be monotone, the normalization required to make them probability measures can have an
unpredictable effect in general. In our case, however, it turns out that monotonicity is
preserved by the required normalisation.

Remark Since the proof of Lemma 1 is sample-path wise and does not use the exact form of
the increase profile, we see that it applies also to the system with a general increase profile
and a constant loss rate.

We have shown above that the sequence {II/(x)} is monotone non-increasing for specific
structure of B(-,-). Monotonicity of {IIy;(x)} for each z implies that there is a unique
pointwise limit of the sequence {IIps(x)} for each z. This remains valid whether or not
{TIx ()} is tight. Tt is now easy to see that if {IIy(-)} is tight then there exists a unique
weak limit of {IIx/(-)}. If, however, {II3s(-)} is not tight then it follows that there exists a
value 0 < r < 1 such that limps_ o, s (2) > 7 for all x. We have thus

Proposition 7 Under the conditions of Lemma 1, the process {x;} is stable and has a
unique invariant measure 7(-) iff Ip (+) forms a tight family of probability measures.

Now we state an important result which will be used in study of stability of an AWP
under a general loss rate.

Theorem 6 The process {x:} is unstable iff limps 00 Py > 0.

Proof: Since if limy,_, o, Py > 0, the sequence of probability measures I, (-) can not be
tight, the proof follows from Proposition 7.
If the sequence Il (-) is tight then it is easily seen, using monotonicity of II;/(-), that
lim s 00 Py = 0. Thus the reverse implication also follows. )
Remark Results relating stability and tightness of probability measures are known in con-
text of Markov chains also (see [29]). The results of this section are for Markov processes
of a specific kind and the criteria for checking the tightness as in Theorem 6, obtained from
establishing monotonicity probability measure over constrained state spaces is new. It needs
to be emphasized that the above result may not be true in context of a general PDMP, be-
cause for proof of the Theorem 6 we have used the property of an AWP that the point to
which an AWP jumps is a nondecreasing function of the window size.

We now make the following conjecture,

Conjecture 1 For the case of state dependent loss rate A(-), the if part of Theorem 6
remains valid, i.e., if limpr_,oo Prr > 0 then the process {x:} is unstable.

8.3 Application of the Stability Result

We now establish a necessary and sufficient criteria for stability of a general AWP (general
increase and decrease profile) under a general loss rate. Using a transformation introduced
in Section 4 brings us in the framework of Theorem 6 which assumes that the loss rate is
constant and the AWP has a linear increase profile. Thus, without loss of generality, we can
assume that the protocol under consideration has a linear increase profile and the loss rate
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is unity. It is clear that the original system is stable if this transformed system is stable.
Now we use Theorem 4 that provides an expression for the probability mass at the bound
M for the bounded process with linear increase and unit loss rate and obtain (recall the
notation of Theorem 4)

Theorem 7 A general AWP controlled window evolution is stable under a general loss rate

iff

m—171—1 Jm—3—1

eiM[Z Z Z qm,jlqjl,jg"'Qjm_g,l]il_>0 as m — o0.

Jj1=1j2=1 Jm—2=1

Proof Follows from Theorem 4 since we know that the AWP is stable if and only if Py — 0
as M — oo from Theorem 6. °
Remark Recall that Lemma 1 applies also to the system with a general increase profile and
constant loss rate. Since, for the window evolution under a general increase profile f(-) and

a general loss rate A(-), its stationary probability measure (-) is such that Z22AE) satisfies

E(X)]
the Kolmogorov equation for a system with increase profile % (see Section 4), the function
My(z) = qu:mmm 7;[1;\)&(&) du is monotone in M for each z. This result carries over to the

corresponding queueing system with finite workload capacity in a natural way.

We now establish stability conditions for the MIMD algorithm (Scalable TCP and Slow
Start) with a constant state-independent loss rate. We then give a stability criteria for the
case of general AWP with a constant loss rate and then we provide an instability criteria
for the case of general AWP with a general loss rate.

Theorem 8 For an AWP with a linear increase profile and a constant loss rate, a necessary
condition for stability is that

m -1
1—e M3 (1 — e M)]e " 4 e
n=1

converge to a positive value as M — oco. Here l; = GI=1 — GJ.

Proof See Appendix I. .

Now, for the Additive increase constant decrease case (which we get when transforming
a MIMD protocol to the linear increase protocol, which is the case of scalable TCP), we
denote the constant decrease by 6. Application of the above result leads us to the following

Theorem 9 A necessary condition for stability of additive increase constant decrease algo-
rithms with a constant drop rate \ used by the AQM is that

In2
/\>7.
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Proof: Noting that §; = (1 — II(M))e~*™ we see that G = M —nf and m = &,
1

(1 -T(M)) > 7
14+30 (e = 1)

so, if 1 > e — 1, or e’? < 2, we see that the sum in the denominator above converges to a
finite strictly positive constant, say r thus we get that for any large M, 1 —II(M) > r > 0.
Since r is independent of M, we see that under the condition e*’ < 2, the unbounded
window evolution can not be stable, i.e., e > 2 or X\ > % is a necessary condition for
stability. .

Now we apply the above method to the case where the drop rate is state dependent. We
are assuming here that Theorem 6 is applicable to this case as well (Conjecture 1).

Theorem 10 For an AWP with a linear increase profile and a general loss rate, a sufficient
condition for instability is that

-1

ki _\x(mMm e Kj o —x67  —xGit
—)\(M)e +Z y (e e )

=1

. i ; 0;
converges to a positive values as M — oco. Here l; = G~ — G7, k; = 17HJ(M), A =

SUDGi-13y>ai AY), 0; = ff::_l Mu)b;_re -1 du, ; = 0, and 6] = AN(M)(1 -
I(M)).

Proof See Appendix J. °
Since 6; are in terms of (1—II(M)), the computation in proof of Theorem 10 also provides
us with a bound on (1 —TI(M)). Note that we can also define ¢ using a slightly lose bound:

Gi—2 ) ]

0; = / Nic10i_1e™ i1 dy = 91—1[6_}""16’” P e himd 2]
u=Gi-1

(this is exactly what we have done in Theorem 8). This gives a simple representation of 6;

as a recursive product of exponentials of some lengths /; as in Theorem 8.

9 Numerical Results

We obtained time average density of the window process from ns-2 [33] simulations for AIMD
protocol with constant loss rate and MIMD protocol with linear loss rate. The multiplicative
decrease factor 8 = 0.5 for both the protocols and the loss rate, A,, for AIMD protocol was
set to either 0.005 or 0.008. The MIMD protocol had an increase profile of f,,(z) = 1.01z as
in Scalable TCP while the AIMD protocol had f,(x) = 1. The loss rate for MIMD protocol
was A(z) = A,z where \,,, was chosen so that the conditions of Theorem 1 were satisfied.
This requirement is satisfied if A,, = 0.01),, i.e., A,,, = 0.00005 or 0.00008. Figure 5 gives
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the function m,,(z) for MIMD and %&;(T’) where C' is %’;[X] with FE,,[X] being the
expected window size for MIMD protocol obtained from simulation. The results are as

predicted by Theorem 1, i.e., T (2) = w, Vz. For the same experimental setup, we
0.0045 . . . | |
MIMD1 0.00008
B AIMD1 0.008 -------- |
0004 MIMD2 0.00005 ----------
AIMD2 0.005 e
0.0035 |
0.003 |
0.0025 |

0.002

Density function

0.0015

0.001

0.0005

(o}

(0] 200 400 600 800 1000 1200
Window size

Figure 5: Comparison of time average distribution for MIMD with linear loss rate and for
AIMD with constant loss rate.

also obtained the distribution of window sizes just before losses. The results are plotted
in Figure 6 which shows that, in agreement with Theorem 2, this distribution is same for
the two systems. Now, we compute the numerical values from our analysis of Section 6.2
and compare it with simulation results of Figure 5 for MIMD with linear loss rate. Figure 7
gives the comparison between analysis and simulations. Since the density function is already
plotted in Figure 5, here we plot the (E[X™])= vs. n for 1 < n < 10. The analysis and
simulations are seen to match well for smaller values of n (< 6); the small discrepancy for
large values of n could be owing to finite simulation run-length.

Figure 8 gives results from simulation and numerical computation of analysis of Sec-
tion 6.1.1 for TCP’s standard AIMD protocol with linear loss rate for different values of
A =1le—5,2¢ — 5 and 5e — 5. The slight discrepancy between simulation and analytical
results could be owing to numerical problems involved in solving the required recursions
(see [5] for discussion on similar lines).

Figure 9 gives complementary distribution function of the stationary window process for
HSTCP assuming that the multiplicative decrease factor b(w) is fixed to a constant value
B. Recall the parameters A, B, u and v of Section 6.3. We fix A = 0, B = 0.125 and v
so that 28% = 0.01 so that the case of 4 = —1 corresponds to the Scalable TCP [8]. The

2-B
plot shows results for values of the parameter y = —0.9,—1.0,—1.2. In order to do this,
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Figure 6: Window size distribution just before loss instants for MIMD with linear loss rate
and for AIMD with constant loss rate.
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Figure 7: First 10 moments for MIMD with linear loss rate.

we varied the parameters p; and p, accordingly. The figure also gives numerical results
from the analysis of Section 6.3. It is observed from the figure that one can approximate
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Figure 9: Window size distribution for HSTCP with linear loss rate.

any increase function only by varying p while keeping the multiplicative drop factor b(w)
constant. This simplifies the algorithm as now there are not many independent design choices
and, moreover, the analysis of Section 6.3 combined with that of [5] provides closed form
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result for the stationary distribution. We also note that the distribution is very sensitive to
the value of the parameter p.

10 Conclusion

We considered a general congestion control protocol with a state dependent loss probability.
We obtained closed for expression for the stationary window size distribution for a general
AWP with a general loss rate. Various transformations introduced provided us with many
equivalence relations. Most significant being that of the relation between window evolution
and the workload process in a finite capacity queueing system with state dependent service
and arrival rates and a state dependent deterministic service requirement. Several results of
independent interest in queueing theory were obtained. Some monotonicity properties of the
stationary window distribution as well as a necessary and sufficient condition for stability
of the window size process were proved.

We have assumed that the loss A(+) is a given function. This may be the case in the
applications using AQM schemes and where congestion losses are rare. However, when most
of the losses are owing to congestion losses, it appears to be more realistic that the form of
A(+) will itself be determined by the AWP. Also, it is possible that, like in model of [30], the
loss process A(-) may itself be a stochastic process. These considerations are topic of further
research.

Theorem 7 may not be easily verifiable for a general AWP decrease profile (since this
involves finding the functions J;(-)). A simpler condition to establish the convergence or
divergence of the involved series is yet another further possible direction.

In the analysis of HSTCP we have chosen a multiplicative decrease algorithm with win-
dow independent decrease factor. We now aim at using some approximations for the evolu-
tion of the window process using the drop profile suggested in [14]. It is also important to
study an optimal choice of the parameter p.

A Justification of the Introduced Transformation

In this appendix we give a justification of the transformation z; — y; introduced in Sec-
tion 2.1. The evolution of the processes {z:} and {y;} are shown to be equivalent in the
sense that the stationary distribution of one can be obtained from that of the other using
the transformation of Section 2.1.

Let II;(z) a P(z; < z). Fix a t and a small value A > 0. One can write the following
evolution equation for the process {II;(-)},

97 (=)
Mpa(z) = Iz — f(2)A +0o(A)) + /: ear (A))\(u)AdHt(u) +o(A).

This evolution is also derived in Section 2.4. The first term on right hand side above is
the fact that if z; < y such that z = y + f(y)A then z;yAo < z whether or not a loss
event takes place in the interval [t,t + A]. Using Taylor series expansion, it follows that
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y=x— f(z)A+0(A). The second term on the right hand side above is the probability that
a loss event takes place in [t,t + A] and results in a window size z:4a < z. The o(A) term
collects the possibility of multiple loss events in the interval [¢,t + A]. Once again using the
Taylor series expansion for the first term on right hand side, we get

g7 (z)
Moal) = |Mie) = Ga+o@)TZ D wow)] + [0 7 swadw +oa)
g7 (z)
_ Ht(x)—f(x)Aalgt(x)+ / A(w) AdIL, (u) + o(A),
x u=z— f(z)A+o(A)

where now the residual terms from Taylor series expansion is also o(A) and is collected in
the last term above. Rearranging the above and dividing throughout by A, we get

2) —TL,(z (= 9 (=) )
Fesal )A - )+f(x)anal(3 ! - [sz—f(Z)A+o(A) A ) + % 1

Now, letting A | 0, we get the following

Theorem 11 The evolution of the marginal distributions {I1;(-)} is described by the follow-
ing integro-differential equation

aHt(.Z')
ot

g (z)
+ f(a:)dnéix) _ / Aa)dII, (x). (14)

=z

Assuming {II;(-)} admits a limit in the steady state, we can substitute the time derivative
in Equation 14 by 0. Letting II(-) denote the achieved limit, i.e., the steady state distribution
for the process {z:}, we see that

-1
dli(z) (7 @
@ = [ Mwanta), (15)
Remark: We remark here that the relation given by Equation 15 is frequently met with in
various studies concerning evolution of dynamical systems. These equation are also called
the Fredholm equation of second kind and the existence of its solution is now a well studied
topic. (The Fredholm equations require the limits of integration to be fixed; this is easily
incorporated here by use of the indicator functions and taking the range of integration to
be [0, 00).)

Let us now consider the transformation given by z — F(z) 2 y introduced in Section 2.1.
Let II, (y) £ II,(F~'(y)) or, II(z) = II,(F(x)). Equation 13 now becomes

- o = F(g™'(2)) -
Mira(y) —Mely) | OMi(y) _ / )\(F(u))dﬂt(u)-*-o(A)‘ (16)
A oy u=F(z—f(z)A+o(A)) A
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Now, F(z — f(x)A 4+ o(A)) = F(z) — f(z)F'(x)A 4+ o(A) =y — A + 0(6). Hence we get,
with Mu) 2 A(F(uw)),

flees) 2 Mht) , OG) " 54 K

A 9y =y—A+o(A))
Now,~F(a: — f(@)A 4+ 0(A)) = F(z) — f(z)F'(z)A 4+ o(A) = y — A + 0(6). Hence we get,
with Mu) £ A(F(u)),

ﬁt+A(y) _ ﬁt(y) N aﬁt(y) _ /F(g—l(F—l(y))) - O(A) . (18)

Aw)dI, (u) +
A 9y —y—A+o(A) il + =5

Now letting A | 0, we see that the time evolution of the process {II,(-)} is given by an
expression similar to that for {II;(-)} as in Theorem 11, i.e.,

] 7 G (y) _ ~
3H5t‘y>+‘91§;y) _ / A(w)di, (u), (19)

=Y

where G-1(y) 2 F(g™ (F~1(y)), ie., y = G(F(g (F~'())).

We note that Equation 19 is the same as Equation 14 with f(-) replaced by a function
identically equal to unity, g(-) replaced by G(-) and \(-) substituted by A(:). This new system
corresponds to the case where the process {y;} is linearly increasing with time between the
loss instants and drops to a value G(y;) when loss occurs at time ¢. We also note that,
owing to the fact that F(-) is invertible, there is a one to one correspondence between the
processes {z;} and {y:}. Thus it is enough to study the process {y:} to study the properties
of process {x;}. This transformation is useful because now the process {y;} is determined
only by two functions \(-) and G(-).

B Proof of Theorem 4

The Kolmogorov equation for this system is

(z) = f%(f) 7(u)du x €Iy, k> 2,
Jor, m(u)du + Py z €I,

where M = G°, G* = G(G*!) and I = [G*,G*+1]. Let II°(z) denote the tail distribution
function. For z € Iy, k > 2,

L 1(a) = I(H (@)~ T1°(2)
d TTTC __ _TTTC
P T1°(z) = e"II°(H(x))
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ieznc(x> — esz(z)eH(z)Hc(H(x))
dz
%ezﬂc(a:) = e P@HA@I(H(2))

where D(z) = H(x) — x is the downward jump at H(z). Similarly, for z > G?,

d M=
—%Hc(a:) = /u m(u)du + Py

=z

d c — TTC
d TTTC _
pc ¢(z) =0

eIl(z) =1

for ¢; = eGlHC(Gl). Note that we also have that Py, = II°(M) = c;e~M. Thus, for x € I,

%ezﬂc(aj) = e PEHEI(H ()
— efD(zv)c1
I¢(z)e* = ca+ar /z . e~ P dy
= ¢+ cljgu,l_(cjv).
For z € I,
d "Me(z) = e P@H@M(H(2))
dz*
= e P@ey +e1 o1 (H(x))]
ell°(x) = c3+c2 /::GS e PWdy + ¢ /uiGS e P 1y 1 (H(u))du

= c3+cat3i(x) + e dza(z).

Proceeding in this way, we see that for x € Iy, k > 2,
k
eT(z) = Y cjJips(2)
=1

where Ji, (z) = [ e P@ Ju_1,-1(H(u))du and ¢, = eC TI¢(GH).
Now, using continuity of II°(x) at the boundary G*~!, we get

K k—1
chjk,kfj(Gkil) = chjkfl,kflfj(Gkil) = k-1
Jj=1 7j=1
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k—1 k—1
o = > cilTho1ko1- (G = Tep— (GF =D cany
j=1 j=1

where J}cflyk,l,j(Gk_l) — Jk,k,j(Gk_l) = qk,j- NOW, since kal,kflfj(Gk_l) = 0 for
j <k—1and J_1,0(G*1) = 1, it is seen that q; = —Jgk—;j(GF™!) for j < k — 1 and
Qko—1=1— Jk,l(G’“_l). Thus c; can be written in terms of ¢; as

k—1 71—1 Jrk—3—1

Ck =01 E : E : E : Ak,j1951,52 « - - Djg—2,1-

Jj1=1j2=1 Jrk—2=1
Now, since the lower bound is G™ for some m > 1, we get that II°(G™) = 1, hence,

m—1j1—1 Jm—3—1

PM@M =c = [Z Z T Z am,51 951,52 - - 'qjm—271]_1'

j1=1j2=1 Jm—2=1

We have proved Theorem 4.

C Proof of Proposition 1

It is seen that the Kolmogorov equation can be written as, for k < m — 2:

M (y) = AMTe41(y) — Mi(y))
d
@ = ANy (y)
Y
ML (y) = A e Ty 1 (uy )duy + T11,(0)
uy =0+

Yy
— ) / Ty (un )y + TTx(0)
u1=0+

Y U1
= A [)\ / eM2Tl 4o (ug)dug + Hk+1(0)] duy + I (0)
w1 =04+ ua=0+

Y uy ug
= )\ |:/\/ |:)\/ e)‘“3 H/H_g(u;;)du;; + Hk;+2 (O):| dus + Hk+1(0):| duy
uy =0+ ugy=0+ uz=0+

+11,(0)

Yy ul Ui—1 7—1 .
' l ' T (Ay)? .
= ,\1/ / . / eAu1Hk+i(Ui)dui .. dusduy+ Hk+j(0)%'f0r k+i < m—1.
u1=0+ Jux=0+ w; =0+ = 4!

In particular, for i = m — k — 1, we get

Yy U1 Um—k—2

A _ —k—1 Aoy —fo

e (y) = ™ / / / e 1T 3 (U 1)Uy g1 - - - dusduy
u1=0+ Jux=0+ Um—k—1=0+
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m—k—2 j
+3 e (20)
=0

For (m — 1)8 < 9, the up and down crossing rates are equated as follows:

) = A / :o+7r(u)du
A1—TI

II'(y) = )
IL,_1(y) = AM1-ILn-1(y))
%Hm_l(y)eky = A
Hm,l(y)eky = ! )\e)‘"du—}—l'[m,l(())

u=0

= e —14T1,_,(0).

Substituting this in Equation 20, we get,

A & Y ul Um—k—2 N
eI (y) = A™7 _1/ / / eMm=k=tdy g1 ...dusduy
u1=0+ Jua=0+ Um —k—1=0+

k—1 JYRY; Ay)mk-1
+ Z Hk+j(0)(;-J!) _(Eny_)k—l)!

m

(21)

Now, noting that II;(0) = II;_;(f) and that II(0) = II5(0) = 0, and integrating the
above, we get a value of II((m — 1)6).

The original system of MIMD can be obtained by the reverse transformation. Proposi-
tion 1 thus follows. .

D Proof of Proposition 2

We know from Equation 21 that

m—k—1 .
MIIE (y) = me. 0 p<moo2
p(y) = Z lc+j( ) 1 <m .
j=0 ’

Let F, 2 IT5 (0). From continuity of TI(-), it follows that

Fip1=1-1;41(0) = 1 — I (0).
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Thus,
m—k—1
eMFi = Z Fk+j
7=0
m—k—1 j
= F, = aFk_H— Z Fk+jF’ k‘Sm—Q,
j=1

where b = M\ and a = e®. The above relation can be applied again to get

m—k—1
F, = aFyp4 — Z Fk+g 7
m—k—2 . m—k—1
b b
= @’Fip2—a Z Fk+1+gj—— Z Fk+J]
j=1 7=1

-1 m—k—1—s

b
= a'F—» a° Y Feperj— T I<m—-k—1,(k+1—-1<m—2)
5=0 7=1

m—k—2 m—k—1—s bj

= o™ *'F,_, - Z a’ Fk+s+jﬁ
5=0 i=1
m—k—1 l
— amikilFm—l _ Z
=1 7j=1
m—k—1
= o™ "'F, |- Z Fry191(1)

=1

m—k—2

= (@ =g (m—k—1))Fp_1— Z Frq191(1), (22)
=1

where ¢ (1) 2 Zé L al“—! is independent of k. Note that ¢;(1) = b, implying F,, 2 =
F,,_1(a = b). Using Equation 22 again, we get, for k < m — 3,

m—k—2
Fe = @ "' —gum—k—1))Fp1— > @ """ =gi(m—k—1-1)Fp 1 -
m—k—I1—2 =
Frti1501(8)]
m—k—2
= Fpal(@™ " —gy(m—k—1)) - $r(D(@m 1 =gy (m — k-1 1)) +
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m—k—2 m—k—1—2

> o)
=1

Fraf(@™ " = ¢1(m — k1)) -

Fryips01(s)

m—k—3 m—k—1—2

> i)

Fry14:01(5)

s=1

Fral(@™ "7 = g1 (m —k - 1)) -

m—k—2 -1
> Py 61(l—5)ui(s)
=2 s=1

Fra[(@™ ™" =i (m —k — 1)) -
m—k—2

> Feuga(l)
=2

Frnoa[(@™ ™" = gi(m — k= 1)) - (@™ =g (m —k—1-1))] +

m—k—2 m—k—[—2
> @™ =i m—k—1=1)Fpn1— Y Fepipst(s)]
=2 s=1

m—k—2

Fral(@ ™ = gim—k=1)) = 3 ei()(@™ " —gy(m—k -1 — 1)) +

m—k—2 m—k—2 m—k—1—2

S @ g m— k=== S )

=2 =2 s=1

Fryips61(8)

m—k—2

Fral(@™ * = g1(m—k—1)) - o (@™ — g (m—k—1—1)) +

m—k—2
Yo W@ =g (m—k=1=1)] = Y ¢2(])
=2 =2 s=1
m—k—2
Fa[(@™ % = ¢1(m — k= 1)) - S () (@™ F T — gy (m —k—1-1)) +
=1

Frti4501(s)
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m—k—2 m—k—2 -2

Yo M@ T =g =k =1=1))] = Y Fipr )y éa(l - s)éu(s)
=2 =3 s=1
m—k—2
= Fnal@™ "' —g(m—k—1)) - oD@ =g (m—k—1-1) +
=1
m—k—2 m—k—2
Yo D@ —gim—k—1-1)] = Y Frnds(l)
=2 =3
7 m—k—2
= Fnal@™ ™ —gtm—k—1)+ ) (-1)° > ¢(D@™ " —gy(m —k—1-1)] +
s=1 l=s
m—k—2
(=17 " Fepgia(l), j+1<m—k-2
1=j+1
m—k—3 m—k—2
= Fnal@™ " —gu(m—k—1)) + (-1)° $s(DN(@™ " — i (m -k —1-1))] +
s=1 l=s

(=)™ 2 F2¢m—p—a(m — k — 2)
= F, = Fo_[@™ %! =g¢,(m—k—1))+ mi (-1)° bo(D(@™ 1 — g (m—k—1—1)) +

(=)™ *2(a = B)gm—i—s(m — k — 2)].

Here,
1—j
$ir1() =Y ol —s)i(s), j>1.
s=1

The above expression for Fy, is valid for £ < m — 2 if we assume that ¢y(0) = 0. Now, since
Fy =1, we see that

m—3 m—2
1 = Fpa@™ ' = im-1)+ 3 (=1 3 6@t = gy (m—1— 1) +
s=1 I=s
(=1)""*(a = b)pm-2(m — 2)]
m—3 m—2
Foa = (@' =gi(m=1))+ > (-1)° Y 6@ = gi(m —1-1)) +
s=1 I=s

(=)™ 2(a = b)pm—2(m — 2)] 7"

This proves Proposition 2. .
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E Proof of Proposition 3

For this case, the Kolmogorov equations are
H(z)
w(x) = / m(u) udu, Tpin <z <G
U

=T

aG° oo
_ / w(u)Audu—}—/ T(WAGdu G <z <GP,

=T u=@G9

= / 7(u)AGdu x> G°.

=z
We will obtain the expressions for 7(-) and II(-) over the interval [G¢, G* 1] using recursion
on i.
We first consider the case z > G°. For this case the Kolmogorov equation is

I'(z) = /io MG (u)du = AG°[1 — TI(z)].

Multiplying both side of above by eAGOI, we observe that, after some rearrangement,

d 0 0
I AG Tz _ 0_\G z
is (z)e AG'e

Integrating both the sides above over the interval [G°,z] (since the above relation is true
only for > G, the lower limit of integration has to be at least G°),

() = / AGO G gy 4+ MEVTI(GO)
u=@GO0

where the last term is the integration constant. From this we see that
M(z) = 1-eN'22(1 1)),
thus, for 6; = AG%e (G’ (1 — TI(GY)),
m(z) = fre= .

The Kolmogorov equation for z € [G', GY] is

G° o0 G°
m(z) = / m(uw)Audu + / T(uw)AG du = Aum(u)du + AG°[1 — TI(G?)]
u=z u=GY u=z
G° ¢
= m+ Aun(u)du.
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Since the integrand on the right hand side above has its argument in the interval [z, G°]
(and hence is in interval[G', G°]), we can use the above equation (with z replaced by u) to
substitute for 7(u) on the right hand side above. This can be repeated any number of times
and we get that for z € [G', GY],

GO
m(x) = 772+772Z)\]/ / joourdug ... duy. (23)

The general j—fold integral in the right hand side above can be evaluated as follows:

aG° GO2_z2 aG° Uy
/ / ulduj dul = ( ) / / G02 22 G022 duj N du1
Uj=uj—1 Uj=uj—1

2

The last integral above is then the probability of one of the possible j! ordermgs of the i.i.d.
random variables u; each having a probability density of (Goé‘ij_m in the interval [z, G°].
(607-=2)

Since all the possible j! orderings are equiprobable, the above integral is i. We thus see
7!

that
G° a° 02 2\ 7
G — 1
/ / uj..‘ulduj...dul = 71. e
U= Uj=Uj—1 2 2

The proof of first part thus follows by substituting the above expression in Equation 23.
We now consider the case where 2 € (G', G!~1), m > [ > 1. For this case the Kolmogorov
equations were obtained before as
H(z)

w(z) = /u Aum(u)du.

=z

Differentiating the above using the Liebnitz rule, we get that

' (x) = MH(x)r(H(z))H'(z)— \ow(z).

Multiplying both side of above by e’\%, we observe that, after some rearrangement,
d pE= rg2 1
—m(z)er ™ = MH(z)e* Tw(H(x))H' (z).

dz
Integrating both sides of the above, we see that

2

m(x)edT = / )\H(u)e’\%w(H(u))H’(u)du + ¢,

for some appropriate integration constant ¢;. A change of variable in the right hand side
gives

z2 ug)?
n(z)e*T = / )\ule’\c(2l) m(uy)duy + ¢

AG('u.l)2—u.12 /\11.12
Auqe z e 7 7(uy)duy + ¢-
H(z)
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Since the integrand on the right hand side above has its argument in the interval
[G'=1,G'~2], we can use the above equation (with x replaced by w and [ by [ — 1) to
substitute for m(u) on the right hand side above. It follows that

)‘G(ul)z—u12 /\G(uZ)Q—uZZ ,\u22

w(x)ex% = / Auie p [/ Auge p e 2 w(ug)dus + ¢—1]duy + ¢
H(z) H(uy)

Proceeding in a similar manner, the above can be seen to hold for any 0 < ¢ <[ —1,

2 G(uj)2—u'2

az2 G(ug)2—uy ; j
T = E - J)\]/ / ure z uje z duj ... duy
=H(z) =H(uj-1)

G(u1) —uq? G(ui)?—u;? u;?
/ / / ure .. ’U/i_1€>\ 2 6)\ 2 W(ui)duidui_l .ooduy
uy= H(m Uj_1= H(u, 2) u;= (ul 1)

Above is true, in particular, for G'~* = G, i.e., i = [ — 1. Thus we can use the fact that we
know 7 (z) for z € (G*,G°). Using i = [ — 1 and Equation 7 we get

G(uj)—u,;?

-1
22 , Gug)?—uy?
T = E Cl_j)\J/ / uge 2 cujer T du; . ..duy (24)
=0 w1 =H(z) uj=H(uj_1)

Remark: Note that we are implicitly assuming that u; € [G!~7,G'=9~!]. This also
requires that the constant c; should be appropriately chosen.

F Proof of Proposition 4

For the case of standard AIMD protocol, G! = BG!~! for some 3 < 1 such that § is the
(window independent) multiplicative decrease factor. Also G(u) = fu. This also means
that H(z) = 3.

w(z) S ch ])\j/ / Kuy? ...ujeK“fzduj...dul

where K = A@. We thus see that

-1
22 .1 —2y 2
e}‘T = E cl,j)\j—,/ / 1_1,16 ...UjfleK(l—i—’g Juj—1 duj,l...dul
2K u=% uj_1=

=0

-1

. 1
\J _
j;ocl—a)‘ 22K2(1 + B2) _/u1

o
o =2i=3
i—2=7"p3

—z
=%
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-1 .
. . 1 L(Zj_l ﬂ_2"')x2
— E . J k=
- =0 i (Hn:l 2K 30, ﬁzn) < '

-1
2
7T(.’E) = Z Cl_jbjeajm
J=0

where b; = IT7 _ 12Kzn —— and a; = (%(Z 2®) — 0.5)\), with by = 1.
1
m(z) = Aum(u)du
ol
= / )\mr(u)du%—/ Aum(u)du
u=zc u=@Gl-1
N bj a;GI712 e%i® — an_z a; G117
= Z)‘Cl—jﬁj[ej — e+ Y A 12—[6 72 —ent ]
- =0
2 = 1—12 2 =2 b, z? 1—12
a;T _ a;G a;x , aj 57 a; G
:>ch_jbje = Z)\cl ]2] e —e ]+§Acl_1_]ﬂjj[e 5% —e ].
This is true in particular for z = G'~! —¢, € > 0. Hence we get
a; (G~ —e)? bj +a;6=1? eyt — bj [ a; @
ch—jbﬁJ = Z/\Cl—jym[ej —e” HZ’\Q 1- 12 [e™
. i—0 7 =0
Aqgl-12 _ (gl-1 a E Ggl—1)2 Gl-12
ce 2 = —ch,jbjeaf( +2/\Cl 1— J J [ 7B — e% ]

where the last relation follows by taking ¢ — 0. Thus we obtain ¢; in terms of ¢;_j;, 7 > 1,
—1\2 o ar gl—1)2 —12

by noting that by defining ¢, ; = —b;_;e%-i(¢" ) +)\2b;l—‘_’j[e =TT _em=iG'T) we can

write

Al—12
_ 2G E :
c = e?2 C;iqi,j

-1 j1—1 Ji—3—1

AG1—12
= €2 a E § E 1,515 g2 + -+ Loyl

J1=1j72=1 Ji—2=1
A
= a@.

We then get the numerical values of these constants by normalizing the total probability
measure to unity. The way this normalization is done is as follows. Let IT; be the probability
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mass of the [*" interval, It is seen that

Gl—l
I, = / 7(u)du

el

Gl 1 e
= ch ]b/ e du

= a Z Qi—;b;J5(1)
7=0

1—-1
where J;( f @ Gl e“j“2 du is expressible in terms of upper incomplete Gamma functions.
aju? g, plal(@™h)? _ T(0.5,]a;](G")*)=T(0.5,]a;|(G'~1)*)
Since a; < 0, Vj, f G,e du = [, s l(G1)2 2\/‘a_\/_du = e .
Thus,
m -1
1=2. T = a) D Qb0
1 =1 j=0
m (-1
=a=QuD_ > Qb (1]
=1 j=0

G Proof of Proposition 5

For z € I,,_i, k > 2, We get the following Kolmogorov equation

12

5 m(uw) Audu X € Lk, k> 2,
m(x)x
J,—, m(u) udu + Py AM x€ILn_y.

Let E[X] = fzj\il m(x)xdx + Py M. Dividing both sides of the above Kolmogorov equation
by E[X] and defining pi(z) = %(;]) and Py = %, we get

#x) = fﬁ 7 (u)Adu €I, 1, k> 2,
f_z ( ))\du+PM/\ €I, 1.

This is the Kolmogorov equation for AIMD protocol under constant loss rate analysed in [5].
The difference is that here the slope of linear increase is unity instead of the parameter «
in [5]. We know from [5] that the solution to above Kolmogorov equations is (the comple-
mentary distribution function)
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where
(k—1)
(k) _ &
Ci+1 - 1— B_i
and
k=1 k-t k—1i k k k—1
C(1k) — MB [Z cgkfl)e—AMﬂ _ ch )e—AM,B ]
=1 =2
and

~ m k—i
v = [ e MM
=1

Hence, for x € I,,, ¢,

k- (k)
~ o
ﬂ'(x):PME[X]Z/B1,1 z )
=1

and

M—
Me(z) = / #(u)du + Py

=z

Mﬂk 1
= [ ewdusmeaes

L)) Mpk-t
- PME[Xlzﬂ, : /

A

—d + TE(M B

b ’“’A zX M)
b (’“>A MA M

I (Mp*) = PME[X]ZB, T ) +Ie(MB).

ﬂi—l—k ’ ﬂi—k

Where T'(0,a,b) = ftb:a %dt is the difference of the upper incomplete Gamma functions,
I'(0,a,b) =T'(0,a) — I'(0,b) where ['(0,a) = [~

I°(Mp) PME[X]C§1>AP(0 MAB, M) + Py

= PyE[X])VAT(0, MAB, M) + Py EIX]

Thus we find TI°(M %), k > 1 in terms of E[X] since we know the other quantities in the
above expressions. Now, since I1¢(1) = II°(M ™) = 1, we get the value of E[X], hence m(-)
for all values of z. Proposition 5 thus follows.
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H Proof of Proposition 6

Consider equation 11. Tt is seen that,

M—

mul) = PAODBOLy) + [ @Bl )dlu(a) ¥M
M—
fim m(y) = Jim | PudDBOM9) + [ A@)Ba,)di(2)

Since {I1x(-)} is tight, there exists a subsequence { My} of natural numbers such that Iy, (-)
converges weakly to another probability measure II(-), i.e., Iz, () = II(-) (see [20]). Now,
if it turns out that the weak limit over this subsequence satisfies

/ Mz)B(z, y)dI(z), (25)

then this implies that TI(-) is subinvariant. Since II(-) is a probability measure, it follows
that TI([0,00)) = 1 < oo. Hence, from Proposition 10.1.2 of [23], it follows that TI(-) is an
invariant measure. Thus we would can prove the Proposition by proving subinvariance of
the limiting measure.

Now we show that Equation 25 indeed holds.

lim | Par A(My) B(Mp, y) + /Mk_ Mz)B(z,y)dLy, (x)]
z=y
= Jim [PudR)BOR) + [ N s Bl )i, (m>]
> lim f A@) (o< rtyy Bz, 9) Mg, (2 / A@)B(z, y)dIi(2),
where the last inequality follows from Fatou’s lemma. This also completes the proof. .

I Proof of Theorem 8

Let 7(y) be the density function and II(y) be the distribution function. Note that for
€ (G1,G*1), H(y) € (G*1,G*2). Tt follows that the Kolmogorov equations are, for
y 20

H(y)
") = [ Awdiw)

=Y

note that we are not having any upper bound on y here. It is possible that the density
function 7 (-) does not exist for the boundary points G*,i > 0. However, continuity of TI(-)
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will ensure that these points do not contribute any mass so that we can equate the integral
of 7(+) to unity.
Consider M >y > G(M). For such y, H(y) = oo. Thus,

w(y) = /C: AMuw)w(u)du
M

= MM)Q-TI(M)) +/ Au)m(u)du

u=

oo M M M
= )\(M)(I—H(M))Z/ B /_ /_ . )\(ul))\(ug)...)\(uj)duj...du2du1.

Note that if A(-) = ), i.e., a constant state independent loss rate, then
7(y) = A1 = I(M )M =9 M >y > G(M).

=7(y) = Gre N M >y > G(M),

where 8; = \(1 — II(M))e*M.
Now, knowing 7(y), M > y > G!, we will find a bound on 7(y),G* >y > G~

H(y) Gt H(y)
wly) = / M(du = [ Ar(u)du + / Mr(w)du
u=y u=y u=G1
G! M G? L
< Am(u)du + / Am(u)du = Mr(u)du + 6, (e ¢ — e M)
u=y u=@G1! u=y
< 01(6_/\G1 B e—AM)eA(GLy) — 9267@

where 0y = 6;(e=>¢" — ¢=AM)AG" = @ (1 — ¢=M1). It is now similarly shown that for

y €[G,, G,
m(y) < e

where 0; = 01'_1(1 — (;’7)‘["), i.e.,
0, = 011_[;;11(1 — (:’_’Vj).

One can also get that for y > M,
7(y) = 617,

Now, using the fact that fyoio 7(y) = 1, we see that

Gn 1
1 < 6 Z[H” ! l—e*/\lf ]/ 7Aydy+%le”\M
0 i n AL —AG™ _
1 < Tl nzl[ﬂjzl(l_e Al])]e AG +e AM
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Gn 1
1 < Z[H (1 —eMa)]e ?C" 4 e M
-1
6, > Z[H (1 — e Mi))eC" 4 e M (26)

Since A\(1 —II(M))e* = 6, Theorem 8 thus follows by using Theorem 6.

J Proof of Theorem 10

The Kolmogorov equation for state dependent mark rate is,

H(y)
(y) = / ANu)r(w)du.

For M >y > G, it follows that,

wly) = w)du = / Au)r(w)du + / O_OM MM (w)du
uMy uj\;
= / Aw)m(u)du + A(M)(1 —T(u)) < / A m(u)du + 07,

where A1 = sup s> ,>a1 A(y) and 6 = A(M)(1 — II(M)). Thus,
w(y) < OGN —gem,

with 0; = @) MM,
Now, for values of y such that G >y > G2,

H(U H(y)
w(y) = / w)du = / AMu)m(u)du +/ AMu)m(u)du
u=y =Gt
Gt at
< )\2/ 7(u)du +/ Au)fre M du = )\2/ m(u)du + 605,
u=y u=G1 u=y
where Ay = supgis,>g2 A(y) and 65 = f g1 A(u)fre™*1"du. Thus,

n(y) < (,;emcuy>:92€w
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with 8, = 0,e*29" . Proceeding this way, define
A = sup  A(y)
Gi—1>y>@i
Gi—2
0: = / /\(u)H,-_le_’\"—ludu
u=@Gi-1
6; = 6N
giving, in terms of above definition, and with G® £ M, for y € [GI,G71,2<i<m,
m(y) < iV (27)

and for y € [G*, M],

w(y) < fre MY,

For y > M.
m(y) = mA(M)w(u)du
u=y
W(y) = AM)[1-TI(y)]
%H(y)e*(wy = A(M)erM)v
e = [ yMA(M)eMMMdHK
where K = II(M)e )M | Thus
My) = e 0w / MMMy 4 =My
m(y) = 016’*(M>yu._M

Define x; = %?M); note that x; are independent of 1 — II(M) for a fixed M since 6; are
linear in 1 — II(M). Now, f;io 7(y)dy = 1 implies,

co K Gi-t
L [ oawi+ Y [ ady
y=M ; y=GJ
[ 4 'y - ]
1 < L MMM Z5 (e=XG _ o= G]_l)
< |[3an 2.5,

K
(1-T(M)) > T DT e

Theorem 10 thus follows by using Conjecture 1.
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