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“Shape-from-Shading”: un probléme bien posé ?

Résumé : Le “Shape From Shading” est connu pour étre un probléme mal posé. Contrairement aux précédents
travaux, nous montrons ici que si le probléme est modélisé de maniére plus réaliste (nous prenons en compte le
terme d’atténuation en 1/r% de 1’éclairage), le probléme du “Shape From Shading” peut devenir complétement
bien posé. Plus précisément, dans ce rapport nous formulons le probléme sous la forme d’une nouvelle équation
aux dérivées partielles, nous développons une étude mathématique compléte de cette équation (existence et
unicité de la solution), et nous proposons une nouvelle méthode numérique dont nous prouvons la convergence.
Enfin, nous testons avec succés notre méthode sur diverses images synthétiques et sur notre base de données
d’images réelles.

Mots-clés : “Shape From Shading”, atténuation de 1’éclairage, base de données d’images réelles, probléme
bien posé, solutions de viscosité.
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1 Introduction and related work

Shape from shading (SFS) has been a central problem in the field of computer vision from the early days on. The
problem is to compute the three-dimensional shape of a surface from the brightness variations in a black and
white image of that surface. It is well known that this problem is ill-posed. In particular a number of articles
show that the solution is not unique [7, 45, 40, 56, 5, 18, 53, 49]. This problem has often been illustrated by such

Figure 1: The crater illusion [45]. From picture a), we perceive two craters, a small and a big one. But we can
turn these craters into volcanoes (although upside down) if we imagine the light source to be at the bottom of
the picture rather than at the top. This picture is actually that of a pair of ash cones in the Hawaiian Island,
not that of a pair of craters; figure b) displays the picture correctly.

concave/convex ambiguities as the one displayed in Figure 1. In this figure, the ambiguity is due to a change of
the estimation of the parameters of the lighting. In fact, this kind of ambiguity can be widely generalized. In
effect, in [5], Belhumeur and colleagues prove that when the lighting direction! and the Lambertian reflectance
(albedo) of the surface are unknown, then the same image can be obtained by a continuous family of surfaces
(depending linearly of three parameters). In other words, they show that neither shading nor shadowing of an
objet, seen from a single viewpoint reveals its exact 3D structure. This is the “Bas-relief Ambiguity”, see [5] and
Figure 2. Being aware of these difficulties, we therefore assume in this paper that all the parameters of the light

a) b)

Figure 2: “Bas-relief Ambiguity” [5]: Frontal and side views of a marble bas-relief sculpture. Notice how
the frontal views appear to have full 3-dimensional depth, while the side view reveals the flattening. This
demonstrates that the image a) can be produced by two surfaces: the three-dimensional surface we imagine
by visualizing image a) and the actual bas-relief which is at the origin of the two photos a) and b). For more
details, the reader can refer to [5].

source, the surface reflectance and the camera are known. Nevertheless this knowledge is not sufficient to get rid
of some concave/convex ambiguities. In effect, even though they assume complete control of the experimental
setup, Dupuis and Oliensis, Rouy and Tourin, Durou and Piau or Prados and Faugeras [40, 56, 18, 53, 49] are
hampered by this kind of difficulty. For example, let us focus on the “Eikonal” framework used in [56, 35]. Rouy
and colleagues assume that the camera performs an orthographic projection of the scene, that the surface is
Lambertian and that the light source direction? is the same as that of the axis of the camera. In this setup,
a concave/convex duality clearly appears, see Figures 3 and 4. The surfaces represented in Figure 3-a) and in

1 In the case of a distant light source.
2 We consider here that the light source is at infinity.
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4 Prados & Faugeras & Camilli

Figure 3-b) yield the same image. This also holds for the more complex surfaces represented in Figures 4-a),4-
b), 4-¢) and 4-d). In these figures, the various surfaces have been obtained from the surfaces a) by applying
horizontal symmetries. Today, this concave/convex ambiguity is well understood. It is due to the existence

Figure 3: Concave/convex duality in the Eikonal framework: The surfaces a) and b) yield the same image.

c) d)

Figure 4: Consequences of the concave/convex duality in the Eikonal framework. Examples of more complex
surfaces. The surfaces a), b), ¢) and d) yield the same image...

of singular points®, see [56]. The presence of the singular points is due to the modeling. In particular it is
due to the fact that the authors assume that the scene is illuminated by a single point light source located at
infinity (or to the fact that they neglect the 1/r? attenuation term in the brigthness equation, see section 2).
Also, this kind of ambiguity holds for the orthographic SFS [56, 53] as well as for the perspective SFS [49, 50]
problem. In particular, it holds even when the light source direction does not coincide with the camera axis.
For a complete and generic study, the reader can refer to [51, 48]...  Nevertheless, in contradiction with all
these results, we prove in this paper that the Shape from Shading problem can be well-posed. Not surprisingly,
this result is obtained by considering a more realistic image formation model.

These last ten years, various authors have attempted to improve the applicability of the Shape from shading
methods by modeling the physics of the problem, in particular the illumination process, in a more realistic
manner. In a similar vein, Bakshi, or Lee and Kuo [1, 33] propose a solution for some non-Lambertian Shape
from Shading problems. Some authors take into account the interreflections [59, 21]. Other authors deal with

3 The singular points are the pixels of the image corresponding to points of the surface such that the surface normal coincides
with the light direction. These points have maximal brightness. They are also called “critical points”.
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Shape from Shading: a well-posea problem ¢ D

multiple light sources [62]. Finally, various solutions have been proposed for taking into account the perspective
effect [44, 32, 22, 64, 65, 49, 61, 11, 12]. Looking at some recent Shape from Shading surveys*, one may have
the feeling that the work of [1, 33, 59, 21, 62, 44, 32, 22, 64, 65, 49, 61, 11, 12] has appeared too early, insofar
as the existing Shape from Shading methods dealing with the traditional framework, i.e. Lambertian surface
+ light source at infinity + orthographic projection, are quite unsatisfactory® even with very simple synthetic
images verifying the modeling hypotheses. Also, since we are not able to solve the simplest version of the SFS
problem, it seems unreasonable to attempt to solve this problem by modeling it in a more complex way. In this
paper, we hope to remove this feeling.

One of the reasons why SFS is ill-posed is the over-simplification in the modeling. In this paper, we prove
that by using more realistic hypotheses than the classical ones, the Shape from Shading becomes well-posed
(modulo some weak a priori on the creases of the solution near the boundary). As a consequence it becomes
easier to solve. In detail, we assume that the camera is a pinhole and that the light source is located at the
optical center. Nevertheless, contrary to [50], we do not neglect the 1/r? attenuation term (see section 2). As
proved in section 4, this “new” term makes the problem better posed. In particular, the notion of singular points
does not make sense anymore and the concave/convex duality disappears.

This article first describes a complete theoretical study of the Shape from Shading problem in this particular
setup (section 4). Second, it proposes an original and rigorous numerical method allowing to approximate
numerically the solutions of the problem. We detail a stable and consistent approximation scheme and we
describe a provably convergent numerical algorithm (section 5). Finally, we demonstrate the practical relevance
of our method by displaying some experimental results (section 6).

2 Modeling of the SF'S problem

In this section, we recall the image formation process. To do this, we will upstream the light ray from the
optical system to the light source. For more details we refer to [25].

o We start with the relationship between the image brightness and the surface radiance. This relationship
is well-known, see for example [25]:

 (d\?
4
. [ Z 1
E1_2454< ) cos* a (1)

where E; is image irradiance, which is assumeed to be equal to the image brightness. L, denotes the
surface radiance®. d is the diameter of the lens, f is the focal length and « is the angle between optical
axis and the line of sight to a surface point of a corresponding image point. Because the term cos* « is
easily derived from the image coordinates and can be compensated for, image brightness is substantially
proportional to surface irradiance.

o Next we assume that the scene is illuminated by a single point light source and that there are not inter-
reflections. In this case, the relationship between the radiance L of a point of the surface (in the view
direction) with the surface normal (at this point) and the light source direction is generally described by
the Bi-directional Reflectance Distribution Function (BRDF):

Ls = F(0i70T7¢T>ES ) (2)

where F; is the irradiance of the surface and the angles 6,6, and ¢, are described in Figure 5. In this
figure N is the object surface normal, L is the direction to the light source, and V is the direction to the
viewer. 6; is the angle between L and N, and 6, is the angle between V and N, respectively. ¢, is the
azimuthal angle between L and V with respect to the surface normal N.

A fundamental example: An ideal Lambertian surface is one that appears equally bright from all
viewing directions and reflects all incident light, absorbing none. Its BRDF is then a constant (1 , see [25])
and we have:

L, = ~E,. (3)

4 For example [66, 17].
5 See the results shown in [66, 17].
6 i.e. the radiance of the surface in the direction of the viewer (the optical center).
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6 Prados & Faugeras & Camilli

Light Source

N

At
Camera

Object Surface

Figure 5: The surface local coordinate system (see [37, 25]).

o Finally, we describe the irradiance E; of the surface point. We have (see [25]):

cosb;
E, =1, 2 (4)

where I is the intensity of the light source and r is the distance between the light source and the considered
surface point.

In summary, combining (1),(2) and (4), the brightness image is given by:

cosb;
Ei =01 F(0i797‘7¢7‘> 7'—2 ’ (5)
where o7 is a constant coefficient related to the parameters of imaging system and the intensity of the
light source.

For a Lambertian surface, the brightness image is then:

cos0;
E’i =02 7"2 ) (6)

02 being a constant coefficient.

Remarks:

1. In the case where the light source is located far from the surface”, the variations of the brightness of
the image is essentially due to those of cosf; and we can assume that r is constant. In this case the
brightness image is given by:

Ei =03 F(Gi,er,qﬁr) COS(gi, (7)

where o3 is a constant coefficient. For a Lambertian surface, the brightness image is even simpler:
EZ' = 04 COS 0, (8)

(64 being a constant coefficient).

2. In the particular case where the viewer direction coincides with the light source direction, equation

(5) can be rewritten as:

G(cosb;
Ei =01 %, (9)

where G(t) = F(arccos(t), arccos(t),0) t.

In the Shape from Shading literature, the surface is always assumed Lambertian (except, to our knowledge,
for very few papers [1, 36, 33]) and the light source is unique, reduced to a point and located at infinity (except
for an extremely small number of papers [36, 63, 10]). To simplify even more the problem, the authors usually
assume that the camera performs an orthographic projection of the scene. Recently, in order to increase the

7 i.e. the normal vector N(z) (or cos 6;(z)) “varies more than” the distance r(z), when the point z parameterizes the surface.
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Shape from Shading: a well-posea problem ¢ 7

applicability of the Shape from Shading, various SFS methods have been extended to pinhole (perspective)
cameras [44, 32, 22, 36, 64, 65, 49, 61, 11, 12].

As Okatani and Deguchi [36] and Prados and Faugeras [50] we model the camera as a pinhole (therefore
we assume that the camera performs a perspective projection of the scene) and we assume that the scene is
illuminated by a single point light source located at the optical center (hence not at infinity). Note that, beside
the theoretical interest of our approach, this modeling is quite relevant for many applications. In effect, it nicely
corresponds to the situation encountered in some medical protocols like endoscopy in which the (point) light
source is located very close to the camera, because of space constraints, see [37, 50] for an application of SFS
in this area. This modeling also corresponds approximately to the situation encountered when we use a simple
camera equiped with a flash; see [50] for two applications (face reconstruction and page restoration).

3 Mathematical formulation of the SF'S problem

In this section, we formulate the SFS problem as that of solving a Partial Differential Equation (PDE). We
describe some Hamilton-Jacobi equations arising from equation (6) and we detail the associated Hamiltonians.
Let © be an open subset of R?. ) represents the image domain, e.g., the rectangle ]0, X[x]0,Y|. We represent
the scene by a surface S which can be explicitly parameterized by using the function S : Q — R3:

S={S(z); zeq},

where f u(@)
S(z) = L M%)
W= r

f > 0 denotes the focal length, see Figure 6.

(aja_f)

Optical center

Retinal plane

Surface

Figure 6: The brightness of the “pixel” (z, —f) is associated to the irradiance of the point u(m)ﬁ(w, -

on the surface S.

For such a surface S, a normal vector n(z) at the point S(x) is given by®:

fulz) fulz)
n(z) = (fVu(a:) “hE+ 2 z, Vu(z) -z + PP+ 2 f).
Note: It is possible to parameterize differently the surface S; for example, we can define
S(z) = u(z)(z,—f), Vz € Q.

In this case, we have
n(z) = (fVu(z) , u(z) + z - Vu(z)).

For y € R3, we denote L(y) the unit vector representing the light source direction at the point y. Since we
assume that the light source is located at the optical center, the vector L(S(z)) is equal to?:

L(S(z)) = 1/V|zl* + 12 (==, f).

& The two columns of the Jacobian DS(z) are tangent vectors to S at the point S(x). Their cross-product is a normal vector.
9 We choose L(S(z)) such that its third coordinate is positive.

RR n° 5297



8 Prados & Faugeras & Camilli

Now, let us assume that the surface is Lambertian. If we denote I(z) = E;(;), the brightness equation (6)
becomes!©: 0
cosb;
I(x) = —5~. (10)
Since cos §; is the dot product
n(x)
cosl;, = L(S(z
(S(x)) ()]
and
r = fu(z),
we obtain from (10) the following PDE:
u(x) 1
I(x) = , 11
@ VIPIVu@)? + (Vu(z) - 2)21/Q(@)? + ul(a)? fru(@)? -
where Q(z) = v/ f?/(|z|? + f?). For convenience we rewrite Equation (11) as:
2 2 )2 2 2
102 VPTG + (Vu() 2P QU+ oGP _ v 2

u(x)

If we assume that the surface S is visible, i.e. in front of the optical center, u is strictly positive, see Figure 6.
This allows us to simplify equation (12) by using the change of variables v = In(u):

—e~2v(®) 4 J(x)\/f2|Vv(x)|2 + (Vo(z) -2)2 + Q(2)?2 =0, (13)

2
where J(x) = Ig()zf) is a positive function. To this equation, we associate the Hamiltonian

Hp(z,u,p) = —e™*" + J(2)V/ 2[pl? + (p- 2)* + Q(2)?.

Note: In the case where we parameterize S by S(z) = u(z)(x,—f), we obtain the equation

~™ 1+ 1@V PIVo@)P + (Vola) o + 1% =0, (14)

instead of (13), and the Hamiltonian

H;T'(‘/Evuvp) =—e + J(l‘)\/f2|p|2 + (p -T+ 1)2

instead of Hp. All the results presented in this paper can be obtained with either equation (13) or (14) and
the associated Hamiltonians. Since the Hamiltonian Hr is mathematically simpler than H% 1! therefore
in the sequel, we work only with the first one and its associated equation.

In [36, 37|, Okatani and Deguchi do not formalize the problem with PDEs (in particular equation (13)),
and the associated Hamiltonians Hpr. Let us emphasize that stating the problem as that of solving PDEs is a
fundamental preliminary step for a theoretical study, for example for proving the uniqueness of the solution.

4 Shape from Shading can be a completely well-posed problem!

4.1 Related work

To our knowledge, only Okatani and Deguchi [36], and Prados and Faugeras [50] deal with the model considered
here (pinhole camera and light source at the optical center).

10 We assume that all the parameters of the camera (diameter of lens, focal length...), of the light source and of the surface
(albedo) are known. Therefore o2 and hence I(x) are known.

11 For example, For some fixed (z,u), Hp(z,u,p) reaches its minimum at p = 0. Also, the application A — Hp(z,u,\p) is
nondecreasing for A\ € Rt. These properties do not hold for the Hamiltonian H fo

INRIA



Shape from Shading: a well-posea problem ¢ 9

In [36], Okatani and Deguchi do not address at all the theoretical question of existence and uniqueness of
a solution. Also, they do not write the adequate Hamilton-Jacobi equation (as we do in section 3). They only
propose a numerical method based on the propagation of the iso-distance contours, turning the static equation
(5) into an evolution equation.

In [50], Prados and Faugeras deal with equation (8) but not with equation (6). They neglect the 1/7? term.
By simplifying the modeling, they think they simplify the problem. On the contrary, they make it more complex.
In effect, as explained in [51, 48] by ignoring the 1/r? attenuation term the problem becomes ill-posed: the
uniqueness of the solution does not hold. To obtain a unique solution one needs to specify Dirichlet boundary
conditions on the boundary of the image and at all the singular points [51, 48] (as in the case of a distant point
light source [56, 53, 49]).

To get around this difficulty'? Prados and colleagues [52, 47, 50] obtain the uniqueness of a maximal solution
by using sophisticated mathematical tools. Even if they obtain excellent numerical results with real images with
a unique singular point [50, 47], their method presents some difficulties when there exist several singular points.
Aware of the major role played by the singular points, Oliensis and Dupuis [41] and Kimmel and Bruckstein
[29] propose some “global” methods (based on the nature of these particular points) allowing to recover some
(very) smooth and constrained surfaces!® (in the case where these surfaces exist). Okatani and Deguchi, in
[38, 39], use the isophotes of the image for classifying part of the singular points. They also suggest how to use
the informations they obtain for improving the global methods of Dupuis and Oliensis [41] and of Kimmel and
Bruckstein [29].

Note that although the papers [41, 29, 38, 39] are based on an orthographic camera and a single distant

light source, this work can be easily extended to the more realistic modeling of [50] by using the tools developed
in [47, 52]. Nevertheless, despite their advantages, these global methods [41, 29, 38, 39] have an important
weakness. In effect, in practice, because of noise, of errors on the parameters (focal length, light position, etc. . .)
and of incorrect modeling (interrecflections, spatially extended light source, non-lambertian reflectance...) the
SFS equations (such as those described in [41, 29, 50]) do not have smooth solutions! Also, the global methods
proposed in [41, 29, 38| are quite disappointing when applied to real images. These global methods tend to
return satisfying results only with simple synthetic images.
Opposite to all the previous work [56, 53, 49, 52, 47, 50, 41, 29, 38, 39], let us stress that the notion of singular
points does not make any sense as soon as we do not neglect the 1/r? attenuation term. This is particularly
relevant in the framework considered in this paper, i.e. a pinhole camera with a single light source located at
the optical center. As a result of a more realistic modeling, the difficulties described above completely disappear.

The results presented in the next section are based on the notion of viscosity solutions of the Hamilton-Jacobi
PDEs. Let us recall that the viscosity solutions are solutions in a weak sense and that the classical (differentiable)
solutions are particular viscosity solutions. The notion of viscosity solutions has been introduced by Crandall
and Lions [34, 14, 13]. For more recent results, we refer the reader to [2, 3]. For an intuitive approach connected
to computer vision, see [48]. The reader can also browse through the first sections of [54].

4.2 Well-posedness of the SFS problem

Let us assume that 2 is bounded, a very reasonable assumption since the CCD sensors have finite size. In this
case, it is well known that Hamilton-Jacobi equations, in particular the SFS equation

—e™®) + (@) PVu(@)P + (Vu(z) - 22 + Q)2 =0, YreQ, (15)

do not have a unique (discontinuous) viscosity solution [34, 3, 2]. To overcome this difficulty we need to add
some a priori. In the viscosity framework, the authors generally add boundary conditions. The main classical
boundary conditions are Dirichlet’s, Neumann’s [34, 3, 2] or Soner’s state contraints [58, 9]. For the Shape from
Shading problem, the authors generally consider Dirichlet boundary conditions [56, 19, 20, 53, 49, 51, 48]. With
such boundary conditions, equation (15) becomes

[ e )/ FITREF (Te)27  QUF 0. ¥ €9
w(@) = o(z), Vx € 91,

(16)

where ¢ is a real continuous function defined on 9. In this case, the following theorem ensures the uniqueness
of the (discontinuous) viscosity solution.

12 Tn the SFS problem, we rarely know the values of the solution on the boundary of the image.
13 They consider C? surfaces with second order derivatives satisfying some properties: for example, Kimmel and Bruckstein [29]
consider surfaces represented by Morse functions (with non-degenerate Hessians).

RR n° 5297



10 Prados & Faugeras & Camilli

Theorem 1 '* Let Q be bounded and smooth enough'®, and H : QxR? xR? — R, continuous. If ¢ is continuous
and if the hypotheses (H1)-(H2) and the boundary hypotheses (H3)-(H4)-(H5) (described below) hold, then we
have a strong uniqueness property for equation

{ H(x,:( ),Vu(z)) =0, VzeQ, (17)

u(x) Z(az), Yz € 9N
(in the discontinuous viscosity sense) on ) .
Let us recall that the strong uniqueness property (on a subset D of Q) is the following:
If u and v are a (discontinuous) viscosity subsolution and supersolution, respectively, then
u<v onD

Of course, the strong uniqueness property involves the uniqueness of the (discontinuous) viscosity solution.
Let us recall that the set of classical solutions is a subset of the (discontinuous) viscosity solutions. So the

uniqueness of the (discontinuous) viscosity solution implies the uniqueness of the solution in the classical sense.

Let us also recall that the strong uniqueness property involves the continuity of the (discontinuous) viscosity

solution. Finally, note that in theorem 1, the strong uniqueness holds on Q and not on €.

The hypotheses (H1) and (H2) are:

(Hl) H(x,u,p)—H(x,v,p) Z'YR(U_U)7(’YR >0)
forallz €Q, ~-R<v<u<R,andpe R (VO< R < +00).

(H2) |H(z,u,p) = H(y,u,p)| <mg(lz—y|(1+|p|)
forallz,yeQ, —-R<u< R andpecR?,
where mg(t) — 0 when t — 0.

The boundary hypotheses (H3), (H4) and (H5) are the following;:
There exists a subset T' of R2 which is a neighborhood of O such that

(H3) for all 0 < R < 400, there exists mp(t) — 0 when t — 0 such that
|H (z,u,p) — H(z,u,q)| <mz(p-q)
forallz €T, —R<u< R andp,q€cR2.
(H4) for all 0 < R < 400, there exists Cr > 0 such that
H(z,u,p+n(z)) <0 =X < Cr(1+p|),
for all (z,u,p) €T x [-R, R] x R2.

(H5) VR{,R> € R+*,
H(xz,u,p— An(x)) — 400  when A — 400,

uniformly for (z,u,p) in T' x [-Ry, R;1] x B(0, Rz).
Application of theorem 1 to the SFS Hamiltonian Hp
e The hypothesis (H1) holds for Hp, for all brightness image I. In effect, for —R < v < u < R we have:

Hyp(z,u,p) - He(w,0,p) = —e 2 4e 2
= 2u—wv)e * (for some c € [v,u]; by Taylor’s
expansion with remainder)
> 2(u—wv)e 2R
> yr(u—v);

where v = 2e728 > 0.

14 See theorem 4.5 and corollary 4.1 of Barles’ book [3].
15 Qc W2’°°.
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e About hypothesis (H2), we write:
|HF(x7uap) - HF(yauap)| = |HC(.’I,‘,p) - HC(?/7P)|

Let us denote T}, the function defined by T,: Q= R:z— He(z,p).
In appendix A, we prove the

Lemma 1 If J is differentiable on the bounded set Q and if for all x in Q, |VJ(z)| and J(z) are upper
bounded, then for all p € R, the function T, is Lipschitz continuous with a Lipschitz’ constant of the form
a(l + |p|) (o does not depend on p).

o Thus, as soon as for all z of Q, |VJ(z)| and J(z) are bounded, lemma 1 involves that for all  and y in
Q, for all u s.t. —R <u < R and for all p in R?, we have

|Hp(z,u,p) — Hr(y,u,p)| < alz —y|(1+ |p|).

That is to say (H2) holds with mg(t) = at.

o Since  is bounded (this involves in particular that Vx € Q, Q(z) > ¢§ > 0), one can verify easily that
if the intensity image

I is differentiable and I and VI are bounded on €,

then |VJ(z)| and J(z) are bounded and so (H2) holds.

e For all z in T, let us consider the function R* : R — R : p— J(z)\/f2[p]2 + (z - p)? + Q(z)2.
One can verify that for all p € R?, |VR%(p)| < J(x)\/f2 + |z|>. If the intensity image

I is upper bounded on a bounded neighborhood I' of 992,

then J(z) and so J(z)\/f? + |z|? are also upper bounded on T'. Therefore |VR”(p)| is bounded indepen-
dently of z and p. The reader will conclude easily that, as soon as the intensity image I is upper bounded,
the hypothesis (H3) holds.

e Let us assume that there exists a neighborhood T" of 92 and § > 0 such that
Ve el, §<I(x).
For all R > 0 and for all (z,u,p) in T x [-R, R] x R?, we have
Hp(w,u,p) > —e*F + 6 %|p].

Therefore Hp(x,u,p) is coercive!® in p uniformly with respect to # € T and u € [—R, R]. Therefore
hypotheses (H4) and (H5) are verified.

To summarize, as soon as [ is differentiable and such that there exist 6 > 0 and M verifying 6 < I(z) < M
and |VI(z)] < M (for all z in a bounded neighborhood of Q) then the Shape From Shading equation (16)
has a unique (discontinuous) viscosity solution. In other words, if we know on the boundary of the image the
depth of the surface which has produced the image, we are able to recover uniquely this surface. This surface
corresponds to the viscosity solution of (16). Let us emphasize that this result holds independently of the local
properties of the original surface. More precisely, this result holds even if the function u representing the original
surface has local minima and maxima on 2. This is in contrast with the difficulties encountered with all the
other classical SFS equations presented in [52, 48]. In effect, for the other classical SFS equations, the local
minima and maxima!” of u create singular points. So, even though we know the values of the solution on 92,
the problem is still ill-posed.

In particular some concave/convex ambiguities can appear, see section 1. In order to recover a “global
solution” [41, 31] we need to introduce some extra regularity hypotheses (we must consider at least C2 solutions
with nondegenerate Hessians, but let us recall that in practice such smooth solutions never exist) and to come

16 je. limp— 400 Hp(z,u,p) = +oo uniformly with respect to z € T' and u € [—-R, R)].

17 In fact, we must consider the local minima and maxima of u — v, where 1 is an adequate subsolution, see [47]. For most of
the SFS Hamiltonians, an adequate subsolution % is the null function.
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12 Prados & Faugeras & Camilli

up with a (very difficult) classification of the singular points [38]. Finally, if we want to characterize or compute
a viscosity solution of such degenerate equations, we require the knowledge of the solution at the points of the
local minima, see theorem 6 of [47]. With our new modeling this kind of difficulty completely disappears.

In [52, 47, 50] we have shown that the idea of state contraints provides a more convenient notion of boundary

conditions than Dirichlet’s or Neumann’s'®. Let us recall that the “state contraint” is a boundary condition

which is reduced to
H(z,u(z), Vu(z)) >0 on 01,

in the viscosity sense (see for example [3, 9]) and that this constraint corresponds to the Dirichlet’s conditions
Ve € 00, wu(x)=¢(x) with p(z)= 400
in the viscosity sense. In the sequel we will write this constraint
u(z) = +o00, Vz € 90.

As we explain in [47], the interest of the notion of state constraints is twofolds. 1) In contrast with the Dirichlet
and Neumann boundary conditions, the state constraints do not require any data. Let us recall that the
Dirichlet (respectively, Neumann) boundary conditions require the knowledge of the exact values of the solution
(respectively, the exact values of Vu(z) - n(z), where n(x) is the unit inward normal vector to 9 at the point
z) on the boundary of the image. This is quite unrealistic because in the Shape from Shading problem, we
rarely have such data at our disposal. 2) The notion of state constraints provides a relevant solution as soon as
the image is obtained from a surface represented by u verifying that for all x € 99,

H(z,u,§) 20, V€ D u(x), (18)
see [47], for more details and the proof of the fact that a function u verifies the constraint (18) as soon as
V,H(z,u, Vu(z)) - n(z) < 0.

For the Hamiltonian Hp, a function u verifies the constraint (18) as soon as — f.(z, Vu(z)) - n(z) < 0 (where f.
is defined below in section 5.1), i.e. as soon as

Vu(z) - ['Dil.n(z)] < 0. (19)

Since in this case the eigen values of Dil, are strictly positive, the previous assumption holds roughly when
u(z) “increases when z tends to 90

Remark: The reader may wonder at this stage how constraining this condition really is. It is in fact not a
strong constraint since for example, as soon as the image to be processed contains an object of interest
in front of a background, the condition is satisfied in a neighbourhood of the object where u(x) increases
rapidly.

In order to prove the uniqueness of the solution in the case of state constraints, we have the theorem!®

Theorem 2 Let Q be bounded and smooth enough®®, and H : Q x R2 x R? — R, continuous. If the hypotheses
(H1)-(H2) hold and the boundary hypotheses (H3)-(H4) hold, then we have a strong uniqueness result for equation

{ H(z,u(z),Vu(z)) =0, VzeQ,
u(z) = +00, YV € 90

(in the discontinuous viscosity sense) on (2.

18 Let us recall that, already in [16], Dupuis and Oliensis have introduced some similar tools in the case of the C! solutions. Also
in [35], Lions, Rouy and Tourin used the notion of state constraint for dealing with occluding contours.

19 Theorem 4.6 of Barles’ book [3].

20 Qe W2’°°.
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Shape from Shading: a well-posea problem ¢

By using theorem 2, we prove (as we have done for theorem 1) that the Shape From Shading equation

{ _e—2u(@) 4 J(x)\/f2|Vu(x)|2 + (Vu(z) - 2)2+ Q(x)2 =0, VzxeQ, (20)

u(z) = o0, Vo € 00

has a unique (discontinuous) viscosity solution, as soon as § < I(z) < M and |VI(z)| < M. Thus we have a
unique solution of (15) without requiring boundary data (as must be done with classical Neumann or Dirichlet
boundary conditions). This solution corresponds to the actual surface producing the image as soon as this
surface roughly increases when z gets close to the boundary of the image?!. If this condition does not hold the
resulting solution corresponds to the actual surface on the largest subset © of Q for which (19) holds on 90.
As in the case of Dirichlet boundary conditions (theorem 1), let us emphasize that this uniqueness result and
the correspondence of the solution with the actual surface hold even when the actual surface has local minima
and maxima on €. In particular, we do not need to impose constraints at the singular points??. In other words
the concave/convex ambiguities linked to the presence of the singularities completely disappear. Finally, if we
know a priori that the original surface “increases” toward 92 then the SFS problem is completely well-posed
and there are no ambiguities. Of course, this conclusion does not hold for all the other classical SF'S equations.

Remarks:

1. We have discussed the uniqueness of the solution of the SFS equations (16) and (20) but we have not
considered the problem of the existence of a solution. In fact, using some stability results, we prove below
that equations (16) and (20) always have a solution. In particular, thanks to the strong uniqueness result,
we prove in section 5.3.3 that the solutions of the schemes we propose in section 5.3 converge toward a
function which is a (discontinuous) viscosity solution of (16) (or (20), see section 5.2).

2. In large segments of the Shape from Shading literature, the authors state that the Shape from Shading
problem is ill-posed and suggest that in order to solve it (numerically and/or theoretically) one has to
resort to regularization. For example,

(a) the minimization approaches [26, 15] add regularization terms in the SFS equations.

(b) Oliensis and Dupuis [41, 16] need regularity hypotheses for characterizing a “global solution”. They
work in a set of constrained C? solutions.

Contrary to this previous work, we prove in this paper that regularization is not required for ensuring
the well-posedness of the SFS problem and for computing a numerical approximation of its solution. In
particular,we can characterize nonsmooth solutions and we do not need to add regularization terms in the
equations.

5 A provably convergent numerical method

In [36, 37], Okatani and Deguchi describe a numerical method based on the propagation of the equal-distance
contours. As Bruckstein and Kimmel [8, 31] for the Eikonal equation, they design an evolution equation and
propose to solve it by using a level-set method [43, 42, 57]. Although the method of Okatani and Deguchi is
rigorous, it suffers from an important drawback because it requires an initial equal-distance contour and uses
the distance function of this contour. The consequences are twofolds. First, it decreases the applicability of
the method since such data (initial equal-distance contour and distance function of this contour) is usually not
available. Second because these data, when available, are noisy they in fact may perturb the reconstruction!
In effect, as we show in section 4, in the modeling framework of this paper (pinhole camera and light source
located at the optical center, considering the attenuation term in 1/r?) the Shape from Shading problem is well
posed?®. Also, the characterization of the solution (and therefore its computation) does not require additional
data. Let us note that when the initial equal-distance contour and distance function of this contour are exact,
the numerical solution returned by the algorithm of Okatani and Deguchi is an approximation of the solution
of equation (20) (equation completed with the state constraints). Nevertheless, when the imposed initial data
contain errors, the reconstructed surface does not correspond with the solution of (20), neither with a solution

21 The exact condition is the condition (19).
22 Let us recall that the notion of singular points does not have sense in this setup!
23 Here, we consider the SFS problem with state constraints on the boundary of the image.
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14 Prados & Faugeras & Camilli

of (16), for some . This kind of difficulties shows the interest of the theoretical analyses such as those presented
in section 4.

We next propose a new numerical method. Contrary to [36, 37] it does not require an initial equal-distance
contour. Moreover, our method is provably convergent: We prove that our numerical schemes are stable,
consistent and that their solutions converge toward the unique viscosity solution of the problem. Let us note
that Okatani and Deguchi do not even consider such questions whose practical importance should not be
underestimated because, for example, they allow to certify algorithms, to guarantee their robustness and to
describe their limitations. . .

From another point of view (although we have not implemented their method and hence have not made
comparison tests), our numerical method based on control theory (and computing directly the solution of the
stationary equation) is most probably much more efficient than theirs that solves an evolution equation by a
level-sets method.

In the following we first describe a control formulation of the Hamiltonian Hp (section 5.1) and we explain
how to deal with the boundary conditions (section 5.2). From this control formulation of Hr we design two
monotonous approximation schemes and we prove their stability, consistence and convergence (section 5.3).
Finally, we propose numerical algorithms which compute numerical approximations of the solutions of our new
schemes (section 5.4).

5.1 Control formulation of the Hamiltonian Hp

Let us consider the function Ho : Q x R? — R? given by:

Ho(z,p) = J(2)V/ f2|p)? + (p- 2)? + Q(z)2.

We therefore have
HF(x7u7p) = _672111 + HC(.’IJ,p)

In [52, 51, 48], Prados and Faugeras describe a “generic” SFS Hamiltonian H, we recall here:
Hy(z,p) = Hy(x, Aep + V) + W3 - p + Ca,

with }:Tg(x,q) = kg /|q|? + K2,

e Kk, >0and K, >0,

e A, =D, R,, where
oDz:( MOT 1,0)7 Py Vo # 0,

o if z # 0, R, is the rotation matrix R, = ( cosf — sind ) ;

—sinf cosé

where cosf = TEI—Z‘ and sinf = _I%ll’
oifx =0, Ry = Idyxo;
e ¥;,w, € R?,
e ¢, €R

As in appendix B of [48], we prove that Hc is the particular case of H, corresponding to:

Mz:f Vz:\/f2+|x|2

_ Sy I
k= I@) K= s (=Q@)

w,=0 v,=0
¢, = 0.

Therefore we can use the control formulation of Hy detailed in [51] or in section 3.3.2 of [48] (pages 23-24):

Hy(z,p) = sup {=fo(z,a) - p—1l4(z,a)}, (21)
a€B,(0,1)
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with

— [ Dilya + w, ],

ly(x,a) = —[Kiko/1—|a?2+ ke(*Raz) -a + €z,

b
~~
8
&
Il

where Dil, = k; ‘R, D, R,.
If we denote f. and I. the functions f, and [, associated with H¢, we have

Hp(z,u,p) = —e >+ sup {-f(z,a) -p—Ilc(z,a)} (22)
aEBg(O,l)
where
fe(x,a) = —Dilga,

l(z,a) = —I(x)f*/1-a]. (23)

5.2 Management of the boundary conditions

Exactly as in section 7.1 of [47], we prove that the state contraints can always be rewritten as Dirichlet boundary
conditions. The main argument of the proof is based on the fact that all the viscosity solutions of (20) are
bounded by the same constant (see lemma 3 of appendix A). More precisely, we prove that the discontinuous
viscosity solution of (20) (equation with state contraints) coincides with the discontinuous viscosity solution of
(16) (equation with Dirichlet’s contions) with ¢(z) = M (Vz € 0Q). In practice we therefore always consider
Dirichlet boundary conditions. If we happen to know the values of the solution on 92 we constrain ¢ accordingly
otherwise we choose ¢ to be a “large” constant.

5.3 Two new approximation schemes

In this section, we propose two finite difference approximation schemes on a regular mesh. The reader unfamiliar
with the notion of approximation schemes can refer to chapter 4 of the research report [48]. Note that the schemes
we describe in this paper can be easily extended to irregular meshes (see [46]).

Let us just recall that an approximation scheme is a functional equation of the form

T(p,z,u)=0 VreQ;

where T : M x Q2 x B(?) = R, M = Rt x Rt and B(D) is the space of bounded functions defined on a set D.
p = (h1,h2) € M defines the size of the mesh that is used in the corresponding numerical algorithms. Moreover,
following [4], we use the representations S of a scheme T as

S(p,z,u(z),u) =0  VreQ,

where _ B
S: MxQxRxB() — R
(p7.’L',t,U) — S(p,x,t,u).

Note that a representation of a scheme is also a scheme. It is in effect a way to simplify computations, see [48].
In practice Q is bounded and we deal with PDEs with Dirichlet boundary conditions?*. We must therefore
consider “schemes with Dirichlet boundary conditions”, i.e. schemes such that:

S(p,z,t,u) ifzer,

S(pyz,t,u) = { t— () if z € bQ2*, 2

where _ _
Q/’:{xEQ|\7’i€{1,2},x:thia-’eﬁ} and HQP =Q-—Q°.

Note that we assume in (24) that we have extended ¢ continuously to hQ?.

24 Let us recall that, since all solutions of our SFS PDE are bounded, the state contraints can be rewritten as Dirichlet boundary
conditions.
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16 Prados & Faugeras & Camilli

5.3.1 Design of the approximation schemes

There exists more or less only one method ensuring the convergence of the solutions of schemes toward viscosity
solutions, i.e. the one presented by Barles and Souganidis in [4]. This method requires the monotonicity of the
scheme; this is why we design a monotonous scheme in the sequel. We recall the definition:

Definition 1 (monotonicity) The scheme S(p,x,u(x),u) =0 defined on Q is monotonous if Vp,Ya € Q,Vt €

R and Yu,v € B(Q),
u<v = S(p,z,t,u) > S(p,z,t0v)

(that is to say: the scheme is nonincreasing with respect to u)

The reader unfamiliar with monotonous schemes can refer to [48, 4]. For proving the stability of our scheme,
we can apply theorem 8 of [48]. This requires that the function ¢ — S(p, z,t,u) is nondecreasing.
In [48], we have proposed to approximate He(z, Vu(z)) by:

Ho (s, Vu(z)) ~ sup {Z(—ﬁ(a:,a))“(””’ —ule 4 s, a)h) ux,a)}

acA i—1 _Si($7a)hi

= sup { (Zl W) u(x) — Z Wu(w + si(z,a)hie;) — lc(a:,a)} , (25)

a€A i=1

where fi(x,a) is the i** componant of f.(z,a), where s;(x,a) is its sign and where A = B(0,1) is the closed
unit ball.
We can therefore approximate Hr(x,u(x), Vu(z)) by:

Hp(z,u(z), Vu(z)) ~ —e 2%e)

+ sup { (Z m(zi’a)g u(z) — Z Mu(x + si(z,a)hie;) — lc(a:,a)} . (26)

a€A i=1 hi

So, we can formulate a first representation (with Dirichlet boundary conditions) S;mp based on the function:

Simpl (p7 x, t7 U)

=—e 2t 4 sup { (Z U,(’alci,aﬂ) t— Z Ui(;lcifa)lu(x + si(z,a)hie;) — lc(x,a)}

a€A i—1

2 —
=—e 2! 4 sup {Z(—fi(x,a))t —u(@t sz a)hier) lc(a:,a)} . (@27)

acd | = —si(x,a)hs

Notes:

1. The function ¢ +— Simp(p,z,t,u) is obviouly nondecreasing. The representation S;n,, is also clearly
monotonous.

2. This first representation provides a very fast algorithm. It is implicit but can be made explicit by using
differential calculus.

As in [51, 48], we can provide another (more explicit) representation. We multiply (27) by a fictitious time
increment A7 (A7 > 0 can depend on x, AT = A7(z)), add u(x) and —u(z) and obtain:

g(p7xau(l'),u) = U(.’E) _ AT€72 u(z)

+ sup {— (1 - ATZ |ﬁ(2¢7ﬂ)|> u(x) — ATZ M(Z%a)lu(x + si(z,a)h;e;) — Arlc(x,a)} . (28)

aEA
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We can also choose a second representation (with Dirichlet boundary conditions) Ssem; based on the function:

Ssemi(p, T, t,u) =t — ATe”

+ sup {— (1 — ATZ W) u(z) — ATZ Mu(w + si(z,a)h;e;) — ATZC(.’L',G)}

a€A =1 h'L

2t

=t— Are * —u(x) + Arsup

2 w(z) — u(z + s;(z,a)h;e;
acA

Z(_fi(xva)) —si(x,a)hi

=1

) —lc(x,a)}. (29)

Note: The function t — Sgem:(p, x,t,u) is obviously nondecreasing. But the representation Sgen; is not always
monotonous.

Let us denote now ag the optimal control?® of (25). For all  such that ag # 0, let us introduce

9 -1
ATopt = (Z |f’i(52,'a0)|> .
i=1 g

Remark: ao and the optimal A7, depend on z.

The reader will easily verify that the scheme Ssemi(p, 2, u(z),u) = 0 is monotonous iff AT < A7,p. Let us
mention that the larger the “parameter” Ar, the faster the convergence. When we choose AT = ATyps, Ssemi
can be rewritten 29:

~ 1
S:\g)fni(paxatvu) =t- N 6_2t
2= | fi(@, a0)| /R
2

_ |[fi(z, a0)|/hi 1 ;
; Sy £z a0l /b ooy |fi(w,a0)| /b

In summary the representation S;,,,; is always monotonous, the representation S,...; is monotonous iff A7 <
Yy A P Y )
AT,pt, the representation ST7° . is always monotonous and it is the most effective monotonous representation of

sem
the form S,epm;.

uw(x + s;hie;) — c(z,a0). (30)

Remark: The reader will verify that the numerical method we describe here can be applied to all equations
of the form:
G(u(z) + H(z,Vu(z)) =0,

where G is a nondecreasing function and H is a convex Hamiltonian (with respect to p).

5.3.2 Stability of our approximation schemes

Thanks to the monotony properties we can apply theorem 8 of [48] which proves the stability of our new schemes
(see [48] for the definition of the stability). Let us recall that an approximation scheme is “(uniformly) stable”
when it has (uniformly) bounded solutions (see [4, 48]).

Remark: By construction Ssemi(p,z, u(x),u) = ATSimp(p, z, u(x),u). So the schemes Sgem; and Sipmp have
exactly the same subsolutions, supersolutions and solutions. Therefore, Sgem; is (uniformly) stable iff
Simpt 18 (uniformly) stable.

The following proposition ensures the stability of our schemes.

Proposition 1 If there exist § and M such thatVz € Q, M > I(x) > 6 > 0, then the schemes Simpr and Ssem:
are uniformly stable.

PROOF.

e The hypotheses (H16), (H17) and (H18) of [48] are clearly satisfied.

25 The a in A for which the maximum of (25) is reached
26 44 does not depend on Ar.
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18 Prados & Faugeras & Camilli

e The proof that hypothesis (H19) of [48] holds is the same as the proof detailed in section 4.3.2 of [48] ensuring
that (H19) holds for the implicit scheme (see in particular proposition 4 of [48]).

e Let us assume that I(z) is bounded by M on Q. This implies that

sup {—lo(z,0)} < M.
a€A, z€Q

Considering equation (29) or (27), we see that, for all constant function u, we have:

Ssemi(ps x, u(x), u) = ATSimpi(p, T, u(z), u) = AT (—e‘2 (=) 4+ sup {—lc(x,a)}) .
acA

Since lim,_,_,, —e~2 % = —o0, we can choose a constant function u such that

Ve e, —e 2%o) <_Mj2

For such a function u, we clearly have Vz €

Ssemi(ﬂv z, U(.’IJ), u) S 0.

(of course, we also have, gimpl(p,x, u(z), u) <0).

Modulo the subtraction of min ¢(x) from w, we conclude that u is a subsolution of Ssem: and Simpi.
Therefore hypothesis (H20) of [48] holds for Ssem; and Simpi, as soon as I(x) is upper bounded by M on
Q.

o We now show that all the subsolutions of our schemes are uniformly bounded.
Let u be a subsolution of Simp and Ssems-
For all z € bQ2*,
u(z) < ¢(r) < maxp(y).

yeN
Moreover, for all z € Q°, we have
2 —
- - + si(z,a)h;e;)
—e 2 u(z) + su —Ji\ZT,a U(x) U(x : - lC z,a <0.
sup (o) (r,0) p <
In particular (for a = 0)
2 —
9wl w(z) —u(x + s;(x,0)h; €;)
—e 2 ul@) 4 Z(—ﬁ(ﬂ%O)) i@ O —lc(x,0) <0.

i=1
Since —I.(x,0) = I(z)f? and f.(z,0) = 0, we have
—e2u@) < _1(x)f2.
If we assume Vo € Q, I(z) > 6 > 0, then for all z in (,
_em?u®) < _gp2

Thus, as soon as Vz € Q, I(z) > § > 0, we conclude that all the subsolutions of the scheme S;,,; and
Ssemi are uniformly upper bounded by

max{—% In(6f?) , I;eag@(y)}

and so the hypothesis (H21) of [48] holds.

e We have proved that all the hypotheses of theorem 8 of [48] hold for the schemes Sinp and Ssemi. This allows
us to conclude that they are uniformly stable.

O
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Remark: Using the fact that I(z) > § > 0 and lim, ., —e™2“ = 0, the reader will verify easily that all
“large enough” constant functions are supersolutions of Simpr and Ssems. Therefore hypothesis (H20°) of
[48] holds. The proof that all supersolutions are uniformly lower bounded (hypothesis (H21’) of [48]) is
slightly more difficult:
PROOF. Let u be a supersolution. For each point z € Q, we can associated the grid X,:

X, = {x + Z kzhze_[ | (k‘l,kQ) € Z2} na.

1=1..2

Since we have assumed that Q is bounded then X, is a finite set. Therefore u|x, has a minimum. Let us
denote
Yo = argmingc ¢ u(y).

Thus for all i = 1..2, we have u(y,) — u(yz + 5:(yz,a)h;e;) < 0; so

2 =
sup {Z ey e e BT lc(ym} < 5up {~1e(ye, )} < I(3)f*.
a€A 21 % a€A

Since we have assumed that u is a supersolution, we have

S(p7 Yz, u(yz),u) Z 0.

1. If y, € bQ” then
w(yz) > 9(yz) > min (y).

yeR
2. If y, € Q° -
S(szau(yz)’l‘) >0
then 5
o w(yz) — w(w + 8;(yz,a)hie;
e (y”)Z—sup{Zlﬁ(yma)l () = wlz & 5. ) )—zc<yma>}-
e€A =1 :
Hence

e > ()
If Vo € Q, I(z) < M, then
1

Let us denote B := min{—1 In(M f?) , min 5 ¢(y)}. Since u(z) > u(y.) (because u(y,) is the minimum
of u|x,) therefore u(z) > B. B being independent of z, we have Vz € Q, u(z) > B. B being also

independent of p, we conclude that the supersolutions are uniformly lower bounded. Therefore hypothesis
(H21’) of [48] holds. O

The reader can verify that hypothesis (H17’) also holds.

Therefore the schemes Simp and Ssem: are also stable when starting from a supersolution (see remark
R16.3 of [48], pages 52-53). This remark is very important because it ensures the convergence of the
associated algorithm when starting from a supersolution. In practice we have noticed that the numerical
algorithm converges much faster toward the solution of the scheme when we start from a supersolution
than when we start from o subsolution, see also chapter 7 of [48].

Remark: The (uniform) stability of the schemes Sy, and S does not require regularity of the brigthness
image I.
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5.3.3 Convergence toward the viscostity solutions

In the previous section we have proved that the schemes Sy and Sgems are uniformly stability. That is to
say, for all fixed mesh size p, the schemes have solutions (i.e there exists of a function u s.t. Vz € Q, S(p, z,u(z),u) = 0)
and all the solutions are bounded independently of p. In this section we prove furthermore that the solutions
of these schemes converge toward the unique (discontinuous) viscosity solution of the considered equation ((16)
or (20)), when the size of the mesh p vanishes.

First, by using proposition 7 of [48] the schemes S;;.p1 and Ssem; are consistent (following Barles and Souganidis’s
definition [4]) as soon as f. and [, are continuous on A x © and Lipschitz continuous with respect to z € € and
l. is bounded. More precisely, it is consistent as soon as the brightness image I is Lipschitz continuous (the
expressions of fc and l. are detailed on page 15).

Now let us assume that Q is bounded, that the brightness image I is Lipschitz continuous (hence upper
bounded) and that there exists 6 such that Vo € Q,I(z) > 6 > 0, then by proposition 1, the schemes Simpt and
Ssems are uniformly stable. By construction, these schemes are monotonous. Moreover we have just seen that
they are consistent with the SFS equations (16) and (20). Finally, in section 4 we have proved that the strong
uniqueness property holds on . Therefore, we can apply

Theorem 3 (Convergence toward the viscosity solution - Theorem 10 of [48]) Let .S be a monotonous,
uniformly stable and consistent®” approzimation scheme. Let us suppose that the strong uniqueness property is
verified on a subset D of Q. Then the solutions of the scheme S converge on D toward the viscosity solution of
the considered equation when p — 0.

The solutions of the schemes Simp and Ssem: hence converge on Q toward the unique viscosity solution of
considered equation ((16) or (20)) when the mesh size vanishes.

Remark: It is worth noting that this result (theorem 3) also proves the existence of the viscosity solution of
equation (16). More precisely, this theorem shows that, when the mesh size vanishes, the solutions of our
schemes converge toward a function which is a (discontinuous) viscosity solution of equation (16) (equation
with Dirichlet Boundary Conditions). Similarly combining section 5.2 with theorem 3 allows to prove the
existence of a (discontinuous) viscosity solution of equation (20) (equation with state constraints).

5.4 A numerical algorithm

We now describe an algorithm that computes an approximation of the solutions of the scheme (29) for all p > 0.
We also prove its convergence. It is important to keep in mind that the approximations computed by our
algorithm converge toward solutions of the scheme but not toward the viscosity solution.

For a fixed p > 0, let us denote

o I = (k1h15k2h2) fOI' k in ZQ, xij = (Zhl,]h2) for 7’7] € Z?
e @ := {k € Z? such that z), € Q}.

We call “pixel” a point xj, in €. Since Q is bounded; therefore the number of pixels is finite. The following
algorithm computes for all k € Q a sequence of approximations U}* of u(xy):

Algorithm 1

1. Initialisation (n =0):
Vk € Q, UL = uo(zp),

where ug s a subsolution or a supersolution of the considered scheme.

2. Choice of o pizel xr and modification (step n+1) of Up:
Choose

U™ =sup {V.=MW)ieg such thatVl#k, V,=U" and S(p,xr,Vi,V) =0}
In other words, we choose U™ such that

urtt=up if 1#k,
Uptt = max { t | S(p,2x,t,U™) =0 }.

27 Consistent with the considered equation.
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3. Choose the next pizel zj in such a way that all pizels are regularly visited and go back to 2.

All the remarks of chapter 6 of [48] about paths and speed of convergence still hold for this new method
(the schemes described in the previous section are monotonous schemes of the form S(p,z,u?(z),u?) = 0).
For example, in practice, for an optimal velocity, we should start from a supersolution. Also, since all the
hypotheses of theorem 8 of [48] (as well as the equivalent hypotheses adapted to supersolutions) hold for our
two representations Simpr and Sgems, theorem 11 of [48] ensures that the approximations converge toward the
solutions of our new schemes. Moreover, let us remind that, when the intensity image is discontinuous, the
viscosity solutions theory does not apply yet, but we can prove that the numerical approximation computed by
our algorithms converge.

5.4.1 Details of the step 2 for the semi-implicit algorithm

Step 2 requires two stages. We suppose that we work with pixel z;; and for simplicity we drop wht upper index
n, i.e. write U;; instead of Uj.

1. First we need to compute:

M = sup {_fc(xij,a) . Pé,li(,jij,a),sz(mj,a) _ lc(xijaa)} ’

a€EA
Uij—=Uitsq.j
81,82 __ —s1hy
PU,i,j - Ui‘j_l}i‘j+52 ’

—saha

with

and where s;(z,a) is the sign of f;i(z,a). To this end, we divide the set A into four subsets A, s, = {a €
A | (Sl($ij,d),82($ij,a)) = (51752)}7 81,82 € {il}

A= u A
s1,s2==%1 51,52

51,

and we compute the optimal control a;"** for each subset:

a81,52 =arg sup {—fc(mij,a) . Pff’li,sz - IC(-’EZ'JHG/)} .
a€Asq sy

This must be done carefully. In particular, we must separate the cases where ay""** verifies f;(z;5,a5"""*) =

0 for some i € {1,2} (i.e ag"’** € OA,,s,) and the cases where ag'** € IntA,, ,,. To simplify this step,
we use convexity arguments and differential calculus. For more details, the reader is referred to [46].
Moreover, if we write

s1.82 s1.80
— 51,82 s1(zij,aq ),s2(zij,aq ) 51,52
= _fc(xihao %) 'PU”- ’ 7 ’ - lc(xijaao *2),

M

51,82
it follows that M = max,, s,c{+1} Msy,s,-

Remark: Various simple tricks (for example based on the fact that the intersection N, s,cq+11 45,5, 18
not empty) allow to decrease the computational complexity of this step, but because of space we do
not detail them here. The interested reader will most probably discover very easily most of them. ..

2. Second, we need to solve with respect to ¢ the equation

t—Are ™ +¢=0, (31)

where ¢ is the constant coefficient:
¢ = —Uij+ Arsup {_fc(wijaa) _P[«jli(iijaa)asz(zijaa) _ lc(wij,a)} (32)

aeA 19,
= Uiy = A7 fulwis,a0) - P20 — Az (w5, a0) (33)
(which is also equal to
= —A .. . Sl(zlj’a’o)aSQ(zijyaO) l B
c Topt [ fe(@ij, ao) Uyi,j + (45, a0) ]
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with Q‘;Jl,’:]z = (SlUi+51’j/h1,52UZ’,j+32 /hg), when A7 = A'rapt )
For solving equation (31), we use Newton’s method. This method can be easily improved by using some
acceleration technique (see for example [6]). Let g : R — R be the C*° function defined by

g(t) =t — Are™ 4 ¢
and let (t*)ren be the sequence defined by:

t0 = Ui,j,
el = gk gt (34)

Proposition 2 For all AT > 0 and ¢ in R, equation (81) has a unique solution t. Also, the sequence
designed by (34) converges toward this solution.

PROOF. g is continuous, lim; . g(t) = —oo and lim;_, 4« g(t) = +00. So equation (31) has always a
solution. For all ¢ in R, we have
g (t)=1+2A1e % > 1. (35)

g is therefore strictly increasing and the solution of (31) is unique. Let us denote # this solution.
Lemma 2 Vi > 1, tF < ¢kt < ¢

By lemma 2, (t*)r>1 is an increasing and bounded sequence, hence convergent. By continuity of h : r
r— % the limit of (t*)r~1 is a fixed point of h, so it is equal to £.

PROOF OF LEMMA 2. First let us assume that ¢! < £.
Proof by recursion:

(a) t <1.

(b) let us assume that t* < t. Since g is a nondecreasing function we have g(t*) < 0. By (35), — gg,((t;)) > 0.
Therefore tF+1 > t*.
Graphically, (¢**1,0) is on the tangent to the graph of g at (t*, g(tx)). Since g is strictly concave?®,
(t*+1,0) is above the graph of g and so above (t*+1, g(t*+1). Hence g(t**!) < 0 and therefore t**1 < #
(because g is strictly increasing).
In short: t* < tF+1 <.

The proof that ¢! < f is based on the same ideas. O

5.4.2 Examples of supersolutions of our schemes

In this section, we describe two examples of supersolutions of the schemes presented in section 5.3.

Let us recall that the implicit scheme (27) and the semi-implicit scheme (29) (and of course (30)) have exactly
the same solutions, subsolutions and supersolutions.

We have the

Proposition 3 The constant function ug : @ — R defined by

ug(z) = —% In (6£?)

where § = min(I(z)) > 0, and the function vy : © — R defined by

vo(z) = —%ln (I(2)f?) = - (%lnI(az) +1nf)

are two supersolutions of the implicit scheme (27).

28 g'"(t) = —4ATe 2t < Q.
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PROOF. Let us consider the case of vg. For all z € Q, we have

2 vo(z) — vo(z + si(z,a)h; ;)
Q. — _ ,—2 vo(x) s 0 — Vo i\ T, i€i)
Szmpl(p,.’E,Uo(-T),’Uo) € +§l€18{;( fl(x7a’)) —Si(ﬂﬁ,a)hi lc(wva)} 9

where A = B(0,1). Since 0 € A4, f(x,0) =0 and I(x,0) = —I(z)f?, we have
Simpt (p, 7, v0(2),v0) > —e™> ) + I(2) £ = 0.

So vy is a supersolution of the scheme (27).
In the same way, we prove that ug is a supersolution of the scheme (27). O

6 Experimental results

Let us emphasize that in all the experiments that follow, we have only imposed state constraints
on the boundary of the images 0Q2. In particular, we do not have imposed Dirichlet boundary
conditions on 9. Of course, we have not imposed Dirichlet boundary conditions at the singular
points. Let us recall that in our framework, the notion of singular points does not make sense
anymore! In other words, in these experiments we have not used any boundary data.

We have implemented the algorithm associated with the optimal semi-implicit approximation scheme. The

reader familiar with the numerical methods presented in [48] will easily see that the implementation of this
new semi-implicit algorithm is almost a direct extension of the implementation of the “generic” semi-implicit
algorithm described in [48]. We only have to implement Newton’s method detailed in subsection 5.4.1 in order
to solve equation (31) and we need to slightly change the update step... We have not implemented yet the
algorithm associated to the implicit scheme.
Since our new semi-implicit algorithm is iterative, to start the process we need an initial surface Uy. Of
course, as usual, the choice of this initial surface is very important. As we show in section 5.4, starting from
a supersolution ensures the convergence of the computed numerical approximations toward the solution of the
associated scheme. In section 5.4.2, we have given two examples of supersolutions: the constant function

1
w(z) = —5111 (5f2) )
where § = min(I(x)) > 0, and the function
1
vo(z) = — (ﬁlnI(x) +1nf> .

Figure 7 displays the supersolution vy associated to image of the classical Mozart’s face?®. We have tested our

0

- kTR

a)

a) Image; b) supersolution vy associated to the image a); ¢) solution (groundtruth).

Figure 7: Example of initial supersolution for the image of Mozart’s Face.

algorithm with the two supersolutions. As the theory predicts, in both cases, we obtain the same numerical

29See Zhang et al. [66] (Computer Vision Lab. of the university of Central Florida).
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solutions (i.e two extremely close solutions, with the same order of errors; the difference between the surfaces is
invisible). But the number of iterations required for obtaining the convergence is very different. Indeed, starting
from the supersolution vy is significatively faster than starting from the constant supersolution ug. On average,
if we start from ug, the convergence is reached after around 500 iterations, when if we start from vg, less than
60 iterations are sufficient (the number of iterations is reduced by one order of magnitude!). This result could
be easily anticipated since the supersolution vg is very much closer to the solution than the supersolution ug, as
figure 7 shows. Figures 13 and 14 illustrate the difference of the evolutions in the two cases: when the algorithm
starts from wuy and when it starts from vg. In other respects, let us note that exactly as for the algorithms
presented in [48], it is clear that the implicit version of this algorithm will allow to reduce again the number
of iterations by one order of magnitude (on average, the implicit algorithm should converge in less than 10
iterations). In the results displayed in the sequel, n corresponds to the number of iterations. Our algorithms
being iterative, they also require a stopping criterion. We choose to stop the iterations when the difference
between the successive reconstructions is negligible. In practice, we have fixed a thresholds of s = 10719 and
we stop the process when .
wap 2 U ) = UML) < s,
Y

where NM is the number of pixels.

Let us also note the very high efficiency of Newton’s method (summarized by equation (34) of section 5.4.1) for
solving the equation (31). On average, the numerical solution of equation (31) is computed in 5 iterations; our
stopping criterion is |[t*+! — t*| < 10720,

6.1 Experiments with synthetic images

We have tested our semi-implicit algorithm on several synthetic images provided by various types of surfaces.
In such tests, we can compare the reconstructed surfaces with the groundtruth. In all the examples, the errors
noted €1, €5 and €., are the mean absolute errors between the reference and reconstructed surfaces measured
according to the Ly, L, and L., norms, respectively. They are measured with the logarithm of the depth
modulation in the coordinate system of the camera, i.e. the approximations of the solution v of equation (13).
Let us remind that the parameter f corresponds to the focal length.

6.1.1 Experiments on various synthetic images

In this first series of results, we show the original object (i.e. the groundtruth) from two points of view (in a)
and b)), the input image obtained from the original object (in c)), the reconstructed surface from the same two
points of view as the original object (in d) and e)). In f), we display the superposition of the reconstructed
surface and the original object in the same point of view as €) . The groundtruth is always displayed in blue and
the color of the reconstructed solution is gold (this holds for all the experiments with synthetic images). Let
us recall that one of the most significant improvements of our method is that it can recover surfaces containing
several local mimima (and maxima) without any additional data®°.

We have first tested our algorithm with images synthetized from such surfaces: in particular the “hills
surface” diplayed in Figure 8-ab) and the field of bumps displayed in figure 9-ab). The second rows of these
figures show the surfaces returned by our algorithm (starting from the supersolution wvg) after convergence.
The results are visually excellent and the computed errors €;,€2,€4 are very small. Let us emphasize that
these solutions have been computed without any boundary date and that in this case, none of the classical
propagation/PDE’s methods ([27, 56, 16, 31, 30, 51, 52] among others can return a satisfying solution. At this
stage, let us remind the reader that to be able to recover the original surface, this surface must verify the state
constraints (described in section 4.2, page 12) on the boundary of the image. The hills surface and the field of
bumps verify this constraint. In particular, the example of the hills surface shows how weak this constraint is.
The classical Mozart’s face associated to the paper by Zhang et al. [66] (Computer Vision Lab. of the university
of Central Florida) is today an unavoidable test. We have also applied our algorithm to this surface, see Figure
10. In [52] we needed to fix the height of the singular point on the nose for obtaining a relatively satisfying
solution. Here we do not need this information. Note that the reconstruction errors of Mozart’s face are mainly
located in the part of the image corresponding to the background of the scene. These errors are due to the
large discontinuity of the groundtruth along the apparent contours of the face. Indeed, since we compute some

30We only use the image.
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approximations of the viscosity solution which is continuous (due to the strong uniqueness), we are not able
to recover discontinuous surfaces. Let us note that the theory we have developped assumes that the intensity
image is continuous. Also, the surfaces and the images of Figure 8 and Figure 9 are continuous and smooth.
Nevertheless in order to test the ability of our algorithm to deal with discontinuous images we have applied
it to synthetic images generated by shapes containing edges. First, we use a surface containing (decreasing
and increasing) edges such that all its maxima3! are smooth, see Figure 11. In this case, the reconstruction is
perfect. Second, we use a more complex surface containing (decreasing and increasing) edges with nonsmooth
(local and global) maxima®!, see Figure 12. In this second case, the reconstructed surface is satisfying but not

perfect. The size of the images of the hills, of the field of bumps, of the Mozart’s face and of surfaces containing
edges are respectively: 300 x 300, 400 x 400, 250 x 250, 250 x 250, 250 x 250.

a) and b) original surface (groundtruth);

c) image obtained from the original surface a): f = 20mm, size= 300 x 300;

d) and e) surface reconstructed from the image c): n ~ 65, ¢ ~ 0.00152397, €5 ~ 0.0019405, €5, ~ 0.00655214;
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).

Figure 8: Example of results for an image of a surface with several local minima: the “hill surface”.

6.1.2 Robustness of our method

The second part of the experiments is aimed at demonstrating the robustness of our method to various errors
on the parameters. For these tests, we have used only Mozart’s face image.
In the series of figures associated to these experiments (Figures 16, 17, 18, 19, 20), we show:

31 More precisely, we should consider the local minima of the depth modulation. The minima of depth modulation are approxi-
mately the maxima of the visualized surface.
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a) and b) original surface (groundtruth);
) image obtained from the original surface a):

)
c
d) and e) surface reconstructed from the image c):

f = 23mm, size= 400 x 400;
n ~ 70, e ~ 0.00136196, e, ~ 0.00170217, €os ~ 0.00579273;

f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).

Figure 9: Example of results for the “field of bumps” image.

| iteration (n) || e error | e error | ey error |

0 3.58725 3.58753 3.68509
60 0.554503 0.558744 0.8996

120 0.205832 0.218589 | 0.683311
180 0.097647 0.111971 | 0.625567
240 0.0436155 | 0.0544579 | 0.593743
300 0.023504 0.029243 | 0.578646
360 0.0211661 | 0.0328685 | 0.576906
420 0.0213052 0.03496 0.576906
540 0.0213343 | 0.0350149 | 0.576906
600 0.0213343 | 0.0350149 | 0.576906
660 0.0213343 | 0.0350149 | 0.576906
720 0.0213343 | 0.0350149 | 0.576906

Table 1: Evolution of the errors associated to Figure 13: (Mozart’s face) with the number of iterations, starting

from the supersolution ug.
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a) and b) original surface;

¢) image obtained from the original surface a): f = 25mm, size= 250 x 250;

d) and e) surface reconstructed from the image c): n ~ 50, ¢; ~ 0.0201287, €5 ~ 0.0332239, €, ~ 0.109705;
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).

Figure 10: Result for the image of Mozart’s face.

RR n° 5297



Prados & Faugeras & Camilli
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a) and b) original surface;

¢) image obtained from the original surface a): f = 23mm, size= 250 x 250;

d) and e) surface reconstructed from the image c¢): n ~ 60, ¢; ~ 0.00098814, €5 ~ 0.00139067, €., ~ 0.0094318;
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).

Figure 11: Result for an image containing discontinuities.
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a) and b) original surface (groundtruth);

c) image obtained from the original surface a): f = 23mm, size= 250 x 250;

d) and e) surface reconstructed from the image c): n ~ 85, ¢; ~ 0.00356152, €5 ~ 0.00407986, €5, ~ 0.0265672;
f) superposition of the original surface (groundtruth) with the reconstructed surface (displayed in d) and e)).

Figure 12: Results for another image containing discontinuities.
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g) n=420

h) n=480

i) n=540

Figure 13: Evolution of the reconstructed surface for the image of Mozart’s face, starting from the supersolution

ug (for errors, see Table 1)

| iteration (n) || e error | e error | ey error ||
0 0.0302943 | 0.0460551 | 0.180416
2 0.0220833 | 0.0312264 | 0.137289
4 0.0158622 | 0.0215666 | 0.124512
6 0.0133733 | 0.0177039 | 0.120779
10 0.0126053 | 0.0183098 | 0.111928
15 0.0133472 | 0.0213313 | 0.106305
20 0.0147987 | 0.0247051 | 0.108798
25 0.0165059 | 0.0277196 | 0.109686
30 0.0174543 | 0.0292335 | 0.109704
35 0.0185734 | 0.0309366 | 0.109705
40 0.0188836 | 0.0313961 | 0.109705
50 0.0201287 | 0.0332239 | 0.109705
60 0.0206475 | 0.0339851 | 0.109705
70 0.0208931 | 0.0343325 | 0.109705
80 0.0209713 | 0.0344363 | 0.109705

Table 2: Evolution of the errors associated to Figure 14: (Mozart’s face) with the number of iterations, starting

from the supersolution vy.
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m) n=60 n) n=70 0) n=80

Figure 14: Evolution of the reconstructed surface for the image of Mozart’s face, starting from the supersolution
vo (for errors, see Table 2).
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i) n=60 k) n=70 1) n=80

Figure 15: Evolution of the reconstructed surface from the image of the “field of bumps”, starting from the
supersolution vy (for errors, see Table 3).
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Table 3:

| iteration (n) [ e error | e error | ey error |

0 0.00134159 | 0.00167079 | 0.00474082
2 0.042826 0.0488785 0.117484

4 0.0276274 0.033543 0.10354

8 0.0147751 0.0197772 0.0751836
16 0.00667883 | 0.0105963 0.0485785
24 0.0039321 | 0.00657979 | 0.0332412
32 0.00273465 | 0.00440412 | 0.0225997
40 0.00205176 | 0.00310148 | 0.0152853
50 0.00160707 | 0.00222596 | 0.0116531
60 0.00142766 | 0.00183524 | 0.00877063
70 0.00136196 | 0.00170217 | 0.00579273
80 0.00134347 | 0.00167312 | 0.00474082
90 0.00134163 | 0.00167086 | 0.00474082
100 0.00134159 | 0.00167079 | 0.00474082

Evolution of the errors associated to Figure 15: (“field of bumps”) with the number of iterations,

starting from the supersolution vy.

in the first row, the reconstruction obtained without noise and with the exact input parameters, as a
reference;

in the other rows, some reconstructions obtained with corrupted images and/or with errors on some
parameters;

in the first column, the input images when they have been corrupted;
in the second and third column, the reconstructed surfaces from two points of view.

in the last column, the superpositions of the reconstructed surface with the groundtruth.

We show the stability of our method with respect to five types of errors:

1.

image intensity errors due to noise. Uniformly distributed white noise has been added to all pixels of the
input images and the corresponding reconstructed surfaces are shown, see Figure 16. The Signal to Noise
Ratio (SNR) is equal to 10.63, 5.32 and 2.65 in images Fig.16-e), Fig.16-i), and Fig.16-m), respectively.
As seen from this figure, our algorithm is quite robust to intensity noise.

. gamma factor. Most of the usual image acquisition devices do not have a linear intensity response. The

actual response is usually well approximated by a power law, whose exponent is the gamma factor. If
v = 1 the response is linear. Typical values of v range between 0.5 and 2.5. Figure 17 shows the
reconstruction results when the algorithm is run on the original image raised to the power 0.5 and 2. The
result corresponding to v = 0.5 is flatter than the real surface whereas the form of the surface reconstructed
with v = 2 if amplified. Let us note that even if quantitavely the numerical errors are important (due to
the global and large deformation of the surface), these results are qualitatively very good.

errors made on the parameters of the imaging system, on the calibration of the intensity of the light source
and on the albedo of the surface. As explained in section 2, these parameters are contained in the constant
coefficient o5 of equation (6)
cosb;

r2

E;i =0,

Thus, for simulating errors on these parameters we distort the image by a linear transformation.
From the theoretical point of view, if we make an error on the oo parameter, the input image is therefore
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I, = M instead of I (where A = 22 > 0 and where o is the distorted parameter). Also, the algorithms
compute some approximations of the solution of equation

-2 I,\(a:)f2 \/[f2|Vu(a:)|2 + (Vu(z) - 2)2]/Q(2)? + u(x)?

u(x)

—u(x) =0 (36)

instead of equation (12).
Let u the viscosity solution of (12) (with state constraints). Clearly, u is the solution of equation (with
state constraints)

2
P27 + (T2 202/ Q) + (43
—)\u(m)_2+)\1f2\/ A \/XM ( \/X) =0;

VA

so it is the solution of equation (with state constraints)

=0.

() A L ()

u(z)
VA VA

By change of unknown, uy = “\(/? is the viscosity solution of equation®? (36). In other words, errors on
the o2 parameter just involve changes of scale.

In practice, the experiments confirm this theoretical remark. Figure 18 shows two examples of reconstruc-
tions with such distortions. The intensities I, of the images Fig.18-e) and Fig.18-i) correspond to 1.21
and 0.81, where I is the intensity of the original image Fig.18-a). Of course, due to these changes of scale,
the absolute errors €7, €3, €5, are important, but the shapes of the reconstructed faces are satisfactory.

. incorrect estimation of the focal length f of the camera. We show in Figure 19 that errors of 10mm (40%)
on the focal length parameter f do not affect much the reconstructed surface. The image used in these
experiments is the image Fig.10-¢). The focal length used for synthetizing this image is f = 25mm. The
last two rows of Figure 19, show the reconstructions for f. = 15mm and f. = 35mm.

. modeling errors. In practice with real images, the light source is never located exactly at the optical center.
For example when we use a camera equipped with a flash (situation corresponding quite nicely to the
modeling hypotheses), the light source is generally located at several centimeters from the optical center.
Note nevertheless that the distance between the flash and the optical center is usually inferior to 10cm.
For testing the robustness of our method to this kind of errors, we have synthetized a series of images
of Mozart’s face with the light source located at 10cm and 20cm, above, under, to the right and to the
left of the optical center, see Figure 21. In Figures 22 and 23, we show the reconstructions obtained from
these images. In Fig.22 we display the reconstructed surfaces from a frontal point of view; in Fig.23 we
display the same surfaces from the side. As the reader can see, in all cases, the reconstructed surfaces are
very good when the the light source is located at 10 cm. When the light source is located at 20 c¢m, the
distortions are more important, but the results are still quite good. In Figures 21, 22 and 23 P, is the
position of the light source in the coordinate system of the scene. Let us recall that the optical center is
located at O = (0,0,0).

In Figure 20, we display the results for some images of Mozart’s face corrupted by pizel noise, gamma corrections,
albedo errors, and obtained with the wrong focal length f. In addition to the accumulation effect, let us note
that the errors imposed are quite important. Surprisingly, the algorithm produces relatively satisfying results
given the large difference between the original image and the input images.

6.2 Experimental results on real images

In this section we show some examples of reconstructions with real images. We have constructed a small
database of real images of faces verifying approximately our modeling assumptions. A sample of this database
is shown in Figure 28. This database is available online from:

32 With state constraints.
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m) n) 0) p)

a) original image; b) and c) surface reconstructed from image a);

e) noisy image with a SNR = 10.63; f) and g) surface reconstructed from image e);

i) noisy image with a SNR = 5.32; j) and k) surface reconstructed from image i);

m) noisy image with a SNR = 2.65; n) and o) surface reconstructed from image m);

In the last column, we display the superpositions of the reconstructed surfaces with the groundtruth.
For errors, see Table 4.

Figure 16: Results for the noisy images of Mozart’s face.
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| image | noise/SNR | iteration | € error | e error | ey error ||
Fig.16-e) 10.63 ~ 50 0.0266365 | 0.0386745 | 0.574023
Fig.16-i) 5.32 ~ 50 0.0358871 | 0.0450536 | 0.569604
Fig.16-m) 2.65 ~ 50 0.0554078 | 0.0612147 | 0.560532

Table 4: Errors associated to Figure 16 for the noisy images of Mozart’s face.

a) original image; b) and c¢) surface reconstructed from image a);

e) image distorted with v = 0.5 (I. = v/1);

f) and g) surface reconstructed from image e): n ~ 45, ¢; ~ 0.0559719, €2 ~ 0.0568014, €., ~ 0.079711;
i) image distorted with v = 2 (I, = I?);

j) and k) surface reconstructed from image i): n =~ 50, €; ~ 0.126682, €5 ~ 0.146416, €, ~ 3.60861;

In the last column, we display the superpositions of the reconstructed surfaces with the groundtruth.

Figure 17: Results for the images of Mozart face distorted by gamma distortions v = 0.5 and v = 2, i.e. instead
of the real image I we used v/I and I?.
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a) original image; b) and c) surface reconstructed from image a) with the correct constant coefficient o;
e) distorted image I. = 1.27T; f) and g) surface reconstructed from image e);

n ~ 40, e ~ 0.0719292, €5 ~ 0.077584, €, ~ 0.668079;

i) distorted image I. = 0.8I; j) and k) surface reconstructed from image i);

n ~ 50, € ~ 0.130974, €2 ~ 0.134119, €, ~ 0.46533;

In the last column, we display the superpositions of the reconstructed surfaces with the groundtruth.

Figure 18: Results for the images of Mozart’s face distorted by some intensity scaling corresponding to a
distortion of the constant coefficient o (this contains the albedo distortion).
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a) and b) surface reconstructed from image Fig.10-c) with the correct focal length parameter f = 25mm;

n ~ 54, € ~ 0.0213, €5 ~ 0.0350, €5, ~ 0.577;

¢) and d) surface reconstructed from image Fig.10-c) with the distorted focal length parameter f. = 15mm;
n ~ 45, ¢, ~ 0.507348, €5 ~ 0.507873, €5, ~ 1.22922;

e) and f) surface reconstructed from image Fig.10-c) with the distorted focal length parameter f. = 35mm;
n ~ 60, e, ~ 0.369157, e ~ 0.370821, €, ~ 0.457924;

In the last column, we display the superposition of the reconstructed surface with the groundtruth.

Figure 19: Results obtained from Mozart’s face image with distorted focal length parameter f.
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a) original image; b) to d) surface reconstructed from image a) with all the correct parameters;

e) image a) distorted by noise with a SNR equal to 4.04, by a gamma distortion v = 2 and by an albedo
distortion o, = 1.20;

f) to h) surface reconstructed from image e) with a wrong focal length parameter f. = 15mm (the correct
parameter is f = 25mm): n ~ 40, ¢; ~ 0.610511, €3 ~ 0.61432, €, ~ 4.2899;

i) image a) corrupted by noise with a SNR equal to 3.36, by a gamma distortion v = 0.5 and by an albedo
distortion . = 0.8c;

j) to 1) surface reconstructed from image i) with a wrong focal length parameter f. = 45mm: n ~ 50,
€1 ~ 0.5105, €5 ~ 0.5432, €, ~ 2.2899.

In the last column, we display the superpositions of the reconstructed surfaces with the groundtruth.

Figure 20: Results for the image of Mozart’s face distorted by pizel noise, by gamma v distortions, by albedo
o errors, and with a wrong focal length f.
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P, = (+10,0,0)

P, = (0,—20,0)

Py is the position of the light source in the coordinate system of the scene. The optical center is located at
0 =(0,0,0).

Figure 21: Images of Mozart’s face with the light source located at 10c¢m or 20cm, above, under, to the right
or to the left of the optical center.
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P = (0,+20,0)
P = (0,410,0)

P. = (+10,0,0)

P, = (+20,0,0)

P, = (0,-20,0)

Figure 22: Reconstructed surfaces from the images of Mozart’s face with the light source located at 10cm or
20cm, above, under, to the right or to the left of the optical center; these images are displayed in figure 21.

P, = (0,+20,0)

P. = (+10,0,0)

P, = (0,-10,0)

Pr =1(0,-20,0
Figure 23: Reconstructed surfaces from the images of Mozart’stace( (side vie)w) with the light source located
at 10cm or 20cm, above, under, to the right or to the left of the optical center; these images are displayed in
figure 21.
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http://www-sop.inria.fr/odyssee/team/Emmanuel .Prados/index.en.html

For generating this database, we have used the same cheap digital camera as for the experiments of [50]
(the Pentax Optio 330GS). So the size of the pixels of the images provided by the camera is approximately
0.0045 x 0.0045 mm? (CCD size = 1/2.7"). For reducing the pixel noise and the computation time, we have
resized the images. The original images contain 2048 x 1536 pixels. The reduced images contain 512 x 384
pixels. After resizing, the size of the pixels is estimated to 0.018 x 0.018 mm?2. For all these images, the focal
length was fixed to 5.8 mm. The photos have been taken in an approximately dark place.

In our experiments, we need to fix the parameter o2 introduced in equation (6)

cosb;
r2

E; =0,

(see page 6). In these tests we have chosen to fix oo = 1000. In the previous section, we have proved that a
modification of the constant ¢y involves a change of scale in the reconstruction. Figure 27 illustrates this. In
this figure, to the right of each reconstructed surface, we show (in blue) the value of the o2 constant used. Note
that the values on the axes of the figures are in centimeters. Contrary to [50, 47], we do not have modified the
gamma parameter of the image (we have fixed v = 1).

Our modeling of the problem assumes that the scene is lambertian and the albedo is constant. Here, these
hypotheses do not hold. For example, the albedo of the eyes is not the same as the albedo of the skin. Moreover
it is not constant. Since the iris is very dark, they do not cause difficulties (they only have local effects). At the
opposite, the white parts of the eyes can produce important peaks in the reconstruction (mathematically, we
see that the surface is pulled up by the pixels with high intensity). To remove this problem, we have painted
manually®® the eyes, see Figure 24, for an example of reconstructions from an image with or without eye
inpainting. Figures 25 and 26 show the same surface as Figure 24-d) from various points of view and with two
different illuminations. Figure 29 displays the reconstructed surfaces from the images of Figure 28 (after having
inpainted eyes); the photos and the associated reconstructions are ordered the same way. To our knowledge,
none of the other SF'S methods is able to return such results as ours...

In many of the reconstructions, one can see the appearance of peaks on the lips and on the forehead. These
peaks are due to the highlights (the surfaces are clearly not Lambertian): contrary to the methods presented
in [50, 47], this one seems fairly sensitive to highlights. Note methods allowing to automatically remove the
highlights are available in the literature, e.g. the work of Ragheb and Hancock [55] and that of Tan et al. [60]
(We have not tested these methods). We have also noticed that our new method can be fairly sensitive to salt
and pepper noise. More precisely to “salt pixels” (but not to “pepper pixels”). In order to decrease this effect,
we have first reduced the size of the images (2048 x 1536 — 512 x 384 pixels) and processed it with a simple
filter reducing the “salt” effects.

In spite of these small defects, the results are quite satisfying and, to our knowledge, much better than those
obtained by any of the previous SFS methods.

Let us mention that for all the images of Figure 28, the number of iterations required for recovering the
surfaces of Figure 29 is inferior to 80.

To close this section, let us emphasize again that contrary to the experiments of [50, 47] which were also
performed on a real image of a face, we do not need to fix the height of the singular point®* on the nose anymore.
In [50, 47], we need to know the very important prior that the tip of the nose is the point of the surface which
is the closest to the optical center of camera. In the experiments presented here, besides the intensity image,
we do not use additional data except the intrinsic parameters of the camera (focal length and size of pixels)
and photometric calibration (o2 constant).

33 This step can done automatically for example by matching the image to a model image already segmented. An example of a
matching method is the robust multi-modal and non-rigid technique proposed by Hermosillo and Faugeras in [23].

34 Let us recall that at the opposite of the framework of [50, 47], in our new and more realistic framework, the notion of singular
points does not have sense anymore.
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c) d)
Figure 24: Example of reconstructions with or without eyes.

a) Original photo (512 x 384), b) surface reconstructed from a);
c) photo a) after we have painted the eyes, d) surface reconstructed from c).

-40

-20
20 20

f)

Figure 25: Surface reconstructed from the photo Fig.24-c) viewed from several points of view and illuminated
by a single light source located at infinite. The light source direction is (—49.00, 109, 100).
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Figure 26: Same surface as Figure 25 illuminated by a single point light source located at the optical center,
that is to say at (0,0,0).

7 Conclusion

The main difficulties encountered by the previous SFS work are due to the existence of singular points. Here,
we have shown that these difficulties disappear completely when we model the SFS problem in a more realistic
way than it is usually done. In effect, the notion of singular points does not make sense anymore when we do
not neglect the 1/72 attenuation term of the lighting. In other words, we have shown that in the previous SFS
work, the problem is ill-posed because of an over-simplification in the modeling! Also, we have proved that
generally in practice the SFS problem is well posed.

More precisely we have detailed the appropriate equations and Hamiltonians in the case where we do not
neglect the 1/r? lighting attenuation term, we have developed a complete mathematical study of the
obtained equations (existence and uniqueness of the solution), we have designed schemes and algorithms allowing
to approximate numerically the solution of our new PDE, we have proved the convergence of the computed
approximations toward the solution, finally we have implemented and tested with success our new (semi-
implicit) algorithm on synthetic images and on real images.

As predicted by the theory, in practice our method allows to recover any surface (which verifies hypothesis
(18)) without any additional data or regularity assumptions. Let us stress the fact that our method works even
when the surface has several local minima and maxima. There are not ambiguities anymore. To our
knowledge none of the previous SFS methods is able to produce such results.

We are extending our approach for recovering non Lambertian surfaces.
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2(%4 i | r | |
2007200 100 0 -100 -200

Figure 27: Influence of the errors on the oy parameter (albedo of the surface).
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) D

Figure 28: A sample of our database of real images of faces verifying approximately our modeling assumptions.
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Figure 29: Surfaces reconstructed from the real images of Figure 28 (after having inpainted the eyes).
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h) n =70

Figure 30: Evolution of the reconstructed surfaces in the course of the iterations (n=number of iterations).
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A Some lemmas and their proofs

Lemma 1 If J is differentiable on the smooth®> and bounded set Q0 and if for all x in Q, |VJ(x)| and J(z)
are upper bounded, then for all p € R?, the function T, (defined at the page 11) is Lipschitz continuous with a
Lipschitz’ constant of the form a1 + |p|) (o does not depend on p).

Proor OoF LEMMA 1. Let us denote R, the function defined by

Ry :a = /F2]pl? + (2 p)? + Q(a)>.
o Since §? is bounded, one can verify that for all x in ,
Rp(2) < az(1 + [p])
and |VR,(z)| < as(1+ |p|).
o Also, we have for all x in 2,

IVT(2)] IVI(2)] Bp(x) + [J(2)||VRp(2)|

<
< o1+ pl). (37)

If Q is convex, the conclusion follows by using the Mean value theorem.
Else, we have B
Vz,y € 0, |Tp(2) — Tp(y)| < [VTp|ooL(w,y),

where L(z,y) is the Euclidean geodesic distance in , i.e.

L(z,y) = inf {/0 1@ dt | &(t) € Wh*(]0,1],9Q) s.t. £(0) =z and £(1) = y} .

It is known, [34], that for any fixed x € Q, y — L(z,y) is Lipschitz continuous in  and that the Lipschitz
constant does not depend upon z.

O

Lemma 3 If the intensity image I verifies Ve € Q, I(x) > 6 > 0 then the solutions of (16) and (20) are
bounded independently of .

PROOF OF LEMMA 3. Let us define M = —1in(éf?).
We have:
H(z,M,0) = —e2M 4 J(2)Q(x).

Since Q(x) = Igz()z];Q’ we have
H(z,M,0) = —e 2™ 4 I(2)f.
So by definition of M,
H(z,M,0) > 0.

Therefore, the constant function M is a supersolution of (15) on Q. Also, Vz € 90 and V¢ € R?, we have

H(z, M,§) = =M + J(2)V/ 22 + (¢ €)? + Q) > —e*M + J(2)Q(x) > 0.
So for all boundary conditions ¢, the constant function M is a supersolution of (16) on Q. It is also a super-
solution of (20). Thus, by the strong uniqueness result (theorems 1 and 2), for all ¢, the solution of (16) and
(20) are upper bounded by M on Q.
O

35 je. if Q is a locally Lipschitz continuous set.
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