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Abstract: We present in this report a novel approach for shape description based on kernel
principal component analysis (KPCA). The strength of this method resides in the affine
and particularly scale invariance of KPCA when using a particular kernel referred to as the
triangular kernel. Beside this affine invariance, the method provides an effective way to
capture the non-linearities in the shape geometry. Experiments conducted on the SQUID
database show this affine invariance and the good performances for shape matching and
retrieval.
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Description des formes invariante par transformations
affines a I’aide du noyau triangulaire

Résumé : Ce rapport décrit une nouvelle approche de description des formes basée sur
Panalyse en composantes principales a noyaux (KPCA). Le point fort de cette méthode
réside dans l'invariance par transformations affines, incluant 1’échelle, de KPCA lors de
I’utilisation d’un noyau particulier dit triangulaire. En plus de cette propriete d’invariance,
cette méthode permet de décrire les non-linearites dans la geometrie des formes. Les tests,
effectues sur la base “SQUID”, montrent I'invariance par échelle et les bonnes performances
de generalisation pour des taches de recherche et d’appariement des formes.

Mots-clés :  Apprentissage statistique, analyse en composantes principales & noyaux,
invariance par échelle, noyau triangulaire, description des formes, recherche d’images.



Affine Invariant Shape Description Using the Triangular Kernel 3

Contents

1 Introduction 4

2 Kernel PCA 5

3 Scale invariance 5
3.1 The triangular kernel . . . . . . .. ... oL Lo 5
3.2 Invariance . . . . . . . . . .. e e e e e e e e e e 6

4 Application in shape description 7
41 Indexing . . . . . . . . L 7
4.2 Deformations . . . . . . . . . . . e e e e e e e e e e 8
4.3 Dimensionality . . . . .. ... . 9
4.4 Matching . . . . . . ... 10

5 Discussion and conclusion 11

RR n° 0123456789



4 Sahbi

1 Introduction

Solving the semantic gap in content based image retrieval basically requires relevant low level
characteristics, also referred to as descriptors, including color, texture and shape [18]. The
latter may be efficient to capture the discriminant information for many applications, for
instance tracking silhouettes, character recognition, contour matching for medical imaging,
3D reconstruction, etc. Many signatures exist in the literature for the purpose of shape and
curve description; among them the well studied edge orientation histogram, radon transform,
etc. Other methods range from those based on: learning shape statistics [1, 6], geometry
and a priori knowledges such as the curvature scale space (CSS) [11], skeleton and axial
representations [13], context extraction and alignment [3, 17], algebraic description and in-
variant moments [8, 9]. A good shape description should be robust to affine transformations
and also to the local non-linearities, the noise and the mirror effects.

Given a training set of 2D points sampled from a curve. As already well known, linear
principal component analysis provides a set of orthogonal axes and the projection of training
points on the span of these axes will be rotation, translation and also scale invariant up to
a factor. Hence these principal axes may be efficient in order to recover the affine transfor-
mation and possibly to encode each training point using the coeflicients of projection into
these axes. Nevertheless, linear PCA maps each training point in the curve into a space
of at most two dimensions, so this will be not sufficient to capture details and mainly the
non-linearities in the shape geometry.

Kernel PCA, also known as the non-linear version of PCA, considers a positive definite
kernel k(x,2") = (®(x), ®(x")) where (,) stands for the inner product and ® is a mapping
from an input space into a higher (possibly infinite) dimensional space referred to as the
feature space, where linear PCA can be performed. In contrast to the linear case, this non-
linear version is affine invariant in the feature space but not in the input space when using
many kernels for instance the well studied Gaussian. In this paper, we will show that our
proposed kernel achieves this affine invariance both in the feature and the input spaces and
we will discuss later, the fact that the VC dimension of a family of hypotheses (eigenspaces)
trained using this kernel is infinite, so the dimension of span of the underlying principal di-
rections increases with respect to the size of the training set. This increase of dimensionality
makes it possible to capture the non-linearities in the shape geometry.

In the remainder of this paper, we use the following notations: X C R? denotes an
input space and X is a random variable standing for the 2D training examples in X'. We
denote by § = {x;,7 =1, ..., N} a training set generated i.i.d (independently and identically
distributed) according to a particular and may be unknown probability distribution P(X).
Other notations will be introduced as we go along through different sections of this paper
which is organized as follows: First, we review KPCA in §2, and we will show in §3 our
main result of affine invariance using the triangular kernel. We present in §4 our main
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application, i.e., shape description, then we conclude in §5 and we provide some directions
for future work.

2 Kernel PCA

PCA is an unsupervised statistical analysis which provides a set of orthogonal axes where
the projection of a training set using few of these axes, hopefully makes it possible to capture
most of the statistical variance of the data. In practice, PCA have been successfully used in
image processing, feature extraction, reconstruction, classification, etc [16, 2, 12].

Assuming centered training examples, i.e., Zfil z; = 0. In the linear case, PCA finds
the principal axes by diagonalizing the covariance matrix M = % Zjvzl O(z;)P(x;)" where
x! stands for the transpose of z. The principal orthogonal axes {Vj, k = 1,...,min(n, N)}
can be found by solving the eigenproblem M Vi = Ay Vi where V}, and A\ are respectively
the k' eigenvector and its underlying eigenvalue. It can be shown (see for instance [16])
that the solution of the above eigenproblem lies in the span of the training data, i.e.:

N
Vk=1,..N, Jap,..on €ER st Vi = Y on; B(x) (1)
j=1

where ay, = (a1, ..., arn) are found by solving the following eigenproblem [16]:

K A = /\k (677 (2)

here K is the Gram matrix! of the centered training set in the feature space.

3 Scale invariance
In this section, we describe the general form of the triangular kernel [14, 7] and the scale
invariance of kernel principal component analysis.
3.1 The triangular kernel
The global form of the unrectified triangular kernel is:
kT(xﬂx/) = —||£L'—1'/Hp, peR (3)

This defines a conditionally positive definite kernel for 0 < p < 2 [4]. This means that for
any «1,...,zy and any ci,...,cy € Rsuchthat ), ¢; =0, we have Z” cicikr(z;, ;) > 0.

1Given a training set S of size N, the Gram matrix K on S is defined as K;; = k(z;, ;) where i,j =
1,..., N are respectively the row and the column indices of K.

RR n° 0123456789
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Due to the centering of the data in the feature space, we can show that this kernel can be
used for KPCA [15].

Obviously, this kernel is invariant under translation and rotation but not under scaling.
Nevertheless, it still has an interesting weak property of invariance that we could describe
as an invariance "in shape". Given a scaling factor v > 0, this weak invariance can formally
be expressed as:

kr(y z,y2') = = |lo—2|?
= AP kp(z,2)

Thus, when the points are scaled by a certain factor +, the value of the kernel scales by
~P. We can also rewrite k(v z,v ') = (/7?®(x), /7P®(z')) which means that any scaling
of a population in X' will also be interpreted as a scaling by a factor v?/2 in the feature
space.

3.2 Invariance

In the following, we consider a situation where we scale the data by a factor v > 0. Let’s
denote §7 = {v x1,...,v T, } a training set for that population. For KPCA, our main inter-
esting result to show is that the projection of any training example will be scale invariant,
ie.:

VeeR* Vk=1,..N (V7 yz) = @ 2 (4)

here {Vl(l), s Vjs,l)} and {\/1(7), s VJE,V)} denote the eigenvectors of respectively the original
and the scaled training sets. Notice that from (1) the eigenvectors are, of course, not affine
invariant but the projections on these axes are affine invariant as shown below.

Proof: the proof is straightforward, and comes from the fact that the Gram matrix K (7)
of the scaled set can be written as:

KW = A g (5)
Using (2) it follows that:
K 0‘1(3) = 4 KO a](cl) ©)

here )\,(;Y) denotes the k' eigenvalue at the scale 7. The above equality implies : V k& =
LN, A7 =7 A and o = oll). Using the latter equations, (4) is not valid but
if we consider a new expansion of V") as ﬁ Zjvzl a,(%) (v z;), we can show that the
projection in the span of these eigenvectors is scale invariant:

INRIA
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1 1
Ve (Vi ya) = NSl Zai? kr(y zy,yx) = NGOl 7P Zag) kr(zi, x)
1 7 1 7
. (7)
- (1) 7" Zal(c? kr(zi,z) = <Vk(1)7$> O
YPAY i

And this shows that the ellipsoid modeling the eigenspace in the feature space can be
normalized to be affine invariant. Notice that any Gram matrix built using this kernel is
invertible for 0 < p < 2 [10], so the VC-dimension [19] related to this kernel is infinite.
Beside the affine invariance of this kernel (which is also achieved by the standard linear
one), its discrimination power is high as the invertibility of the Gram matrix ensures that
any training set can be approximated with an eigenspace with zero empirical error, i.e., all
the data will live in that space.

4 Application in shape description

We ran our experiments on the SQUID? database consisting of 1100 curves. Let’s define
a curve as £ = {z(s) = (u(s),v(s)) € R?, s€[0,1]} and S as a uniform sampling of L.
The former is considered enough representative to capture the whole shape of L, so the
issues related to adaptive sampling, under-sampling errors will not be considered through
this paper. In practice, each curve in the SQUID database containing between 400-1600
points is randomly sampled in order to extract 128 (2D) training points which were used to
synthesize 4 other curves with random orientations (in [0°, 360°] ), scale factors (in [0, 2]) and
locations (in +20 pixels). At the end, a total of 5500 curves were used in our experiments.

4.1 Indexing

It is easy to see that the triangular kernel is rotation and translation invariant, so under
these transformations, the eigenvalues of KPCA on S remain unchangeable. Only scaling
the data in S with ~, scales the eigenvalues by v?. Hence, the eigenvalues {)\Z(.'Y), i=1,..,N}
can be normalized with respect to the largest value AY) in order to cancel the factor ~».
Therefore, {\\") / A", i =1,...m << N} will be scale invariant and can be used as an
affine description of a given curve.

For the purpose of shape retrieval, the nearest neighbor classifier based on the Mahalanobis
distance is used in the “eigenvalue description” space. Figure (4) illustrates some results;
for each submitted query, the system finds first the 4 most similar shapes which differ only
by affine transformations, then the system finds the other similar curves with an increasing
order of the Mahalanobis distance.

2www.ee.surrey.ac.uk/Research/VSSP /imagedb/squid.htm
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4.2 Deformations

Define ®(zjgef) = ®(x;) + c¢ Vi to be a transformation of a curve sample z;, which
is non-linear in the input space X. Moving several samples S = {z1,...,zx} according
to this transformation may be interpreted as a deformation Sgcy of S in X. The new set
Sdef ={T1,def, s TN def }, referred to as the prefeature set is found by:

Tidef = argmwin |®(z) — P(x;) — ch||2, i=1,...,N (8)

Solving this minimization problem makes it possible to understand visually the interpreta-
tion of a movement along the principal axe Vj. In practice, this minimization problem is not
convex and difficult when using many kernels including the triangular and the Gaussian[5].
In order to understand the semantic of the principal axes, we proceed as following;:

Figure 1: Interpretation of the first principal components. By definition these level-curves
characterize the 2D points in the input space X with the same correlation with respect to
respectively, from the left to the right, the first, second, third and the fourth eigenvectors.
The first and the second principal axes correspond respectively to the variation in width and
height while the other axes correspond to variation in details such as the length of the tail,
diagonal characteristics etc. Usually it is difficult to interpret such dimensions.

First, let’s consider two training sets of 2D points, related to two fish contours and let
apply KPCA on these sets (cf. figure 1). For each case, a test set consisting of 800 x 600
(2D) points were projected on the span of the 4 principal components. The level curves
in figure (1) show for each principal component, the data with the same correlation with
respect to this component in the feature space . We can see from the left-hand side image
that the intensity value of the level curves decreases in the direction of shape elongation, and
this clearly shows that the first principal component characterizes the shape width. Using
the same reasoning, we can see that the second eigenvector characterizes the curve height
but it is more difficult to interpret the third and the fourth eigenvectors. The latter may
learn some details, for instance, the shape of the tail or the fin, or other non-linearities in
the fish contours.

In the second experiments, we estimate the principal eigenvectors on different curves shown
in figure (2, top). For each dimension, figure (2, bottom) shows the differences between
the eigenvalue spectrums related to the left-hand side curve C; and the others denoted
respectively {Cy,C5,Cys}. We can see, through all these diagrams, that the differences
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Figure 2: Top: some fish contours randomly selected from the SQUID dataset. Bottom:
eigenvalue differences between the first shape and the others.

between the second eigenvalues characterize variations of the height between C; and C;, i =
2,3,4. We can also interpret the third “eigenvalue differences” as variation in fluctuations,
the fourth one can be some noise, etc. As all the first eigenvalues are normalized to 1, their
differences of course vanish.

4.3 Dimensionality

Let > i-, cik Vi be the expansion of a training sample ®(z;) in the span of m-principal
eigenvectors. We define the reconstruction error as the deviation of the above expansion
from the original one, i.e., ®(z;) = Zszl ci. Vi for m < N. This error is defined as:

N N 2
NZ< Z Cik Vk) 9)
i=1 \k=m+1

Using (9) and (Vk, Vi) = 1{,—}, this error, referred to as the distance from the feature space
(DFFS)[12], can simply be rewritten as S0, ST | 2.

The issue of selecting m, i.e., the number of eigenvectors sufficient to capture the major
statistical variance of the data has been tackled in many works for instance [12] and it
is interpreted as keeping only few m-dimensions while minimizing the DFFS error. Once
these m-principal components are selected, the N — m remaining eigenvectors correspond
to the insignificant and useless details, such as noise, not necessary for discrimination. In
our experiments, we select m eigenvectors in order to capture at least 95% of the statistical
variance, i.e.,:

™A
Li=1 M g0 > 95% (10)

N
Zk:l Ak
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When averaging this criteria through all the curves in the SQUID database and according to
our experiments, we found that among the 128 possible eigenvectors, only the 23-principal
axes capture more than 95% of the statistical variance of the data (cf. figure 3, left) and for
this value, the DFFS error is relatively small (cf. figure 3, right).

100 T T - T 7000 T L T T
Cumulative sum The reconstruction error

< 90 - S 6000 —
S £
~ [}
© -
g g | g 5000
i S 4000 -
g 70 - =
> @
- £ 3000 -
2 - o
2 60 2 2000 B
g 2
(2B . £ 1000 |- -

40 Lo 0 1 1 I

0 10 20 30 40 50 60 70 80 90 100 0O 20 40 60 80 100 120 140
Number of eigenvalues Number of eigenvalues

Figure 3: Left: percentage of the statistical variance with respect to the number of dimen-
sions given by the average of > -, )\k/szzl Ar over all the curves. We can see that 23
eigenvectors capture more than 95% of the variance. Right: the reconstruction error with
respect to the number of dimensions.

0 0.003 0.004 0.005 0.009 0.1 0.103 0.104

0 0.007 0.01 0.011 0.013 0.22 0.231

Figure 4: Left images are query shapes while the others are some results sorted from left to
right according to their dissimilarity.

4.4 Matching

Many applications for instance 3D object reconstruction, require recovering the parameters
of an affine transformation by finding a set of good matches between points in two curves.
Given two curves S and S, we define (x5, xj) € &1 x 82 as a good match, if:

J
T, €52

INRIA
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Here y;, y;c correspond respectively to the projection of x; and x}c in the span of the m-
selected eigenvectors. We used this criteria in order to find these good matches through
the SQUID dataset, figure (5) shows some results. Notice that we did not consider any
smoothness or neighborhood criteria such as: every two neighboring points in a curve should
have neighboring matches in the other one; this can reduce false matches.

0.000510

0.000406 0.000013

o

PN
=

0.000281

0.000016

0.000587

0.000152 0.000248 0.000490 0.000356

Figure 5: Some matching results. The matching scores using the FEuclidean distance were
also reported. For ease of visualization, only a subset of matches is displayed.

5 Discussion and conclusion

One can state that this approach may work with other kernels such as the Gaussian and
the linear. For instance with the linear kernel the method can be made scale invariant but
as stated in the introduction the dimension of the underlying eigenspace will not exceed
two. Therefore, the coefficients of projection in this eigenspace will not be sufficient to
discriminate different and complex shapes especially those containing fine details. While
this problem does not appear when using the Gaussian kernel, this one is not scale invariant
and it necessitates finding different o for different curves, so it may be meaningless to
compare the underlying eigenvalues.

As a future work, we aim to address the main limitation of this approach which resides
in the sensitivity of the estimated eigenvectors and eigenvalues to partial occlusion. We
envisage also extensive evaluation on different databases and also the application of this
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approach for face and mainly expression analysis. Indeed, affine invariant shape description
of mouth contour can be a preliminary step for classification.
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