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Abstract: In the context of discriminant analysis, Vapnik’s statistical learning theory
has mainly been developed in three directions: the computation of dichotomies with binary-
valued functions, the computation of dichotomies with real-valued functions, and the compu-
tation of polychotomies with functions taking their values in finite sets. The case of classes
of vector-valued functions used to compute polychotomies has seldom been considered in-
dependently, which is unsatisfactory, for three main reasons. First, this case encompasses
the other ones, second, it cannot be treated appropriately through a naive extension of the
results devoted to the computation of dichotomies, third, it represents the situation most
commonly met in practice.

In this report, a new uniform convergence bound for large margin multi-class discriminant
models is derived, which extends in a straightforward way a famous theorem by Bartlett.
The capacity measure involved in this bound is a covering number. To bound from above this
measure, original scale-sensitive extensions of the ¥-dimensions are introduced. The covering
number of interest can be bounded in terms of these dimensions through extended Sauer’s
lemmas, as is illustrated in the specific case of the scale-sensitive Natarajan dimension. This
latter dimension is then computed for the architecture of the multi-class SVMs.

Key-words: Multi-class discriminant analysis, uniform strong laws of large numbers, gen-
eralized VC dimensions, structural risk minimization inductive principle, multi-class SVMs
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Systémes discriminants multi-classes & grande marge et
VU-dimensions paramétrées

Résumé : En discrimination, la théorie statistique de ’apprentissage proposée par Vap-
nik a principalement été développée suivant trois axes : celui du calcul des dichotomies par
des fonctions & valeurs binaires, celui du calcul des dichotomies par des fonctions & valeurs
réelles et celui du calcul des polychotomies par des fonctions prenant leurs valeurs dans des
ensembles finis. Le cas des familles de fonctions & valeurs vectorielles utilisées pour calculer
des polychotomies a rarement été considéré de maniére indépendante, ce qui représente un
manque important, pour trois raisons principales. Tout d’abord, ce dernier cas englobe les
précédents, ensuite, il ne peut étre traité de maniére satisfaisante par une extension naive
des résultats dédiés au calcul des dichotomies, enfin, il constitue la situation la plus fréquem-
ment rencontrée en pratique.

Dans ce rapport, nous dérivons une nouvelle borne de convergence uniforme pour les
modeles de discrimination & grande marge dans le cas multi-classe. Elle étend de maniére
directe un célébre théoréme de Bartlett. La mesure de capacité apparaissant dans cette borne
est un nombre de couverture. Afin de majorer cette mesure, une extension paramétrée des
U-dimensions est introduite. Le lien entre ces deux types de notions de complexité est
établi par le biais de lemmes de Sauer généralisés. Une illustration en est donnée dans le
cas spécifique de la dimension de Natarajan & marge. Cette derniére dimension est ensuite
calculée pour ’architecture commune & toutes les SVM multi-classes.

Mots-clés : Analyse discriminante & catégories multiples, lois fortes des grands nombres
uniformes, dimensions VC généralisées, principe inductif de minimisation structurelle du
risque, SVM multi-classes
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1 Introduction

One of the central domains of Vapnik’s statistical learning theory [68] is the theory of
bounds, which is at the origin of the structural risk minimization (SRM) inductive principle
[66, 58] and, as such, has not only a theoretical interest, but also a practical one. This
theory has been developed for discriminant analysis, regression and density estimation. The
first results in the field of discrimination, exposed in [69], were dealing with the computa-
tion of dichotomies with binary-valued functions. Later on, several studies were devoted to
the case of multi-class {1,...,Q}-valued classifers [9], and large margin classifiers comput-
ing dichotomies [8]. However, the case of large margin classifiers computing polychotomies
(models taking their values in R?) has seldom been tackled independently, although it can-
not be considered as a trivial extension of the three former ones [27].

In this report, we extend some of our previous works on the statistical theory of large
margin multi-class discriminant systems, reported for instance in [22, 26]. The main idea
is to unify two complementary and well established theories: the theory of large margin
(bi-class) classifiers and the theory of multi-class {1,...,Q}-valued classifers. To that end,
we first introduce a new extension of Bartlett’s famous theorem on the sample complexity
of large margin classifiers [6]. Then, we extend the notion of ¥-dimensions, central in the
context of multi-class discriminant analysis, by making it scale-sensitive, on the model of the
fat-shattering dimension. These new capacity measures can be used to bound from above
the covering number appearing in the confidence interval of the uniform convergence result.
The corresponding generalized Sauer’s lemma is established in the particular case of the
margin Natarajan dimension. This dimension is then computed for the architecture shared
by all the multi-class SVMs (M-SVMs) proposed so far, which makes it possible to compare
their objective functions on a theoretical basis.

The organization of the paper is as follows. Section 2 introduces the notion of margin
risk for multi-class discriminant models, as well as the capacity measure that will appear in
the confidence interval of the guaranteed risk. Section 3 is devoted to the formulation of our
new uniform convergence result and its proof. Scale-sensitive extensions of the ¥-dimensions
are introduced in Section 4. The extension of Sauer’s lemma relating the covering number of
interest to the margin Natarajan dimension is established in Section 5. Section 6 is devoted
to the computation of the margin Natarajan dimension of the architecture shared by all
the M-SVMs. At last, Section 7 deals with the synthesis which can be done of the results
derived in the preceding sections. It specifically addresses the question of their utility to
select an objective function in the framework of the implementation of the structural risk
minimization inductive principle.

RR n° 5314



4 Y. Guermeur

2 Margin Risk for Multi-category Discriminant Models

In this section, the theoretical framework of the study is introduced. It is based on an
extended definition of the notion of margin.

2.1 Formalization of the learning problem

We consider the case of a (J-category pattern recognition problem, where ) > 3. Let X
be the space of description and C = {C4,...,Ck,...,Cq} the set of categories. We make
the assumption, standard in statistical learning theory, that there is a joint probability
distribution F, fixed but unknown, on X xC. Our goal is to find, in a given set H of functions
h = [ht] from X into R¥, a function with the lowest “error rate” on the problem of interest.
The “error rate” of a function h is the error rate or risk of the corresponding discrimination
function, obtained by assigning each pattern x to the category Cy in C satisfying: hg(z) =
max; hy(x). This discriminant function, hereafter denoted by f, must thus be as close as
possible to Bayes’ decision rule. In the common case where the outputs of the function
selected are estimates of the class posterior probabilities, which happens for instance when
‘H is the set of functions computed by a multi-layer perceptron and the training criterion has
been adequately chosen (see for instance [52]), applying this decision function is especially
natural since it simply amounts to implementing Bayes’ estimated decision rule. The class H
is supposed to satisfy some mild measurability conditions which will appear implicitly in the
sequel. A suitable such condition could for instance result from slightly adapting the “image
admissible Suslin” property (see for instance [21], Section 5.3 or [24]). Hereafter, C(x;) will
denote indifferently the category of pattern z;, or the index of this category. Furthermore,
y; will be the canonical coding of this category in {—1, l}Q vector. Precisely, y; = [yix],
(1 <k <Q), with y;x =1 if and only if z; € Cy. To simplify notations, when no confusion
is possible, the labels of the categories will be identified with their indexes, i.e. k could be
used in place of C. Y will be the set of canonical codings of the categories in {—1, 1}Q
vectors. S will designate indifferently the two product spaces X x C and X x ).

2.2 Multi-class margin

The uniform convergence result established in the following section is based on an extended
notion of risk. The standard risk is simply the probability of error. Formally, it is thus
defined as follows:

Definition 1 (Expected risk) The expected risk of a function f from X into C is the
probability that f(z) # C(z) for a labelled example (x,C(x)) chosen randomly according to
F, ie.:

R(f) = P{(e,k) : f(z) £k} = /X  T{f(@) # K} dF (b (1)

where T is the indicator function, which takes the value 1 if its argument is true, and 0
otherwise.

INRIA
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The empirical risk is the frequency of error measured on a sample:

Definition 2 (Empirical risk) Let s, = {(z1,C(z1)),...,(2;,C(®)),- .., (@m, C(zm))}
be a set of m elements in X x C. The empirical risk of f on s, is defined as:

R, (f) = % H{(zs, C(x:)) € sm : fi) # Clxi)} (2)

As stated above, the expected risk (resp. empirical risk) of a function A from X to R? is the
expected risk (resp. empirical risk) of the corresponding discriminant function f. For such
functions, the element that will appear central to measure the quality of the discrimination is
the difference between the output associated with the category of a pattern and the highest
output of different index. To take this phenomenon into account, the following operator is
introduced:

Definition 3 (A* operator) Define A* as an operator on H such that:
A*: H— A*H
h = [hg] = A*h = [A*hy]
Let M (h,z) = 1 maxy {hi(z) — max;z, by(2)}.

(h,.’l;') Zf % {hk (.Z') — max#k hl(x)} = M(h, :L‘)

VEe{l,... @}, Athi(z) = { —%(h,x) otherwise )

Note that the interest of the introduction of the 1/2 coefficient is to make A* a projection
operator, i.e. an operator satisfying A*? = A*. With this definition at hand, we define the
margin risk as follows:

Definition 4 (Margin risk) Let H be a set of functions from X into R® and v be a real
belonging to the interval (0,1]. The margin risk with margin v of a function h of H is defined
as:

Ry(h) =P{(z,k) : Ahp(z) <7} = / I{A%hi(z) < v} dF(z,k) (4)
s
The empirical margin is defined accordingly.

Definition 5 (Empirical margin risk) The empirical risk with margin v € (0,1] of h on
a set sy, of size m is

R%Sm (h) = % |{(.’L’,,C($z)) € Syt A*hc(zl)(l',) < ’Y}| (5)

or equivalently

1 . *
R, ;.. (h) = - H(ﬂ?i,yi) € sy mklnA he(z:)ya < ’Y}‘ (6)

RR n° 5314



6 Y. Guermeur

Note that in [16, 17], the authors implicitly make use of the same notion of margin to derive
the training algorithm of their “multiclass kernel-based vector machines”. The confidence
interval that will be added to this empirical risk to bound from above, with high probability,
the risk, involves a covering number as capacity measure.

2.3 Capacity measure: covering number
The notion of covering number is based on the notion of e-cover!

Definition 6 (e-cover or e-net) Let (E, p) be a pseudo-metric space, and B(v,r) the open
ball of center v and radius r in E. Let H be a subset of E. An e-cover of H is a subset H
of E such that:

HC U B(v,€)

veH

Definition 7 (Covering numbers) Let (E,p) be a pseudo-metric space. If H C E has an
e-cover of finite cardinality, then its covering number N (e, H, p) is the smallest cardinality
of its e-covers. If there is no such finite cover, then the covering number is defined to be co.

Hereafter, the pseudo-metric that will be used on the families of functions considered is the
following one:

Definition 8 Let H be a set of functions from X into R®. For a set s of points in X of
finite cardinality, define the pseudo-metric d;__ ;. (s) on H as:

o " -
V(B R) € M2, oot (hB) = max | max | [hi(@) — (@) (7)

For technical reasons, linked in particular to the computation of the upper bound on the
covering number, it is useful to bound the values taken by the components of the functions
A*h in the interval [—v, 7], where 7 is the parameter of the margin risk. This is achieved
by application of the ., operator [6].

Definition 9 (7, operator) Let H be a set of functions from X into R?. For v € (0,1],
let my : h = [hg] = 7y (h) = [y (hr)] be the piecewise-linear squashing operator defined as:

VheH, Vke{l,...,Q}, Vz € X, m,(ht)(x) = { Z;j&q)n (hi(z)) ghlg;ﬁilez T (g
Note that ., is also a projection operator. In the sequel, A7 will designate 7,0 A*, once more
a projection operator. Furthermore, A%# will represent the set of functions {Ai;h :he 7-[}
For the sake of simplicity, but without loss of generality, the sole covers of A3H which
will be considered in what follows will be subsets of AXH. N oo(€, AXH, m) will denote
maxs,, exm N (6, A2 H, di 1o (sm))-

ntroductions to the basic notions of functional analysis used in this document can be found in [14, 18, 65].

INRIA
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3 Uniform Convergence of the Empirical Margin Risk

With the hypotheses and definitions of the previous section at hand, we prove the following
uniform convergence result.

Theorem 1 Let s, be a m-sample of examples drawn independently from F. With proba-
bility at least 1 — 0, for every value of v in (0,1], the risk R(h) of a function h computed by
a numerical Q-class discriminant model H is bounded from above by:

R(h) < R, ,, (h) + \/ % (1n(2/\/oo,oo(7/4, AzH,2m)) +1n (%)) + L ©)

m

This theorem can be seen as an extension of Corollary 9 in [6], Theorem 4.1 in [68], and more
generally an extension of the Glivenko-Cantelli theorem (see for instance [50, 18, 68, 64]).
Its proof is divided into several steps, following the structure proposed in [19, 50, 56].

3.1 First symmetrization

In this first step of the proof, standard techniques are used to replace the problem of matching
the empirical measure 2, ,,, against the distribution R with the problem of matching R, ;,,
against an independent empirical measure, R;, , the parent of which is R. Precisely, taking
our inspiration from the proof of Vapnik’s basic lemma in [68] (Section 4.5.1), we prove the
following result:

Lemma 1 The distribution of the random variable supcq, (R(h) — Ry 5, (h)) is connected

with the distribution of the random variable sup,cq, (Rs,,(h) — Ry 5,.(h)) by the inequality

P, (sup (B(h) — Ry, (1)) > ) <op,, . (sup (e () — Ry, () > € — l) (10)
hEH hEeH m

where 5., is a m-sample independent of s,,, P is a probability over the sample s,,, and

P is a probability over sopy = Spy; U &y,

m

Sm,8m

Proof By definition:

1
P i (sup (Rs,, (B) = Riyo, () > € = —) -
heH m

1

ST [sup (e R ) 2 = | 4P (s
s2m  |lheH m

Applying Fubini’s theorem for nonnegative measurable functions [23] to the product measure

P yields:

Sm,8m

1
P i (sup (B3 (B) = Ry () > €= —) -
heH m

RR n° 5314



8 Y. Guermeur

1 -
[ aF(sn) [ 1 [sup (e () = Ropen (1) > €= | aF(s)

In the integral over §,,, the set s,, is fixed. Let Q denote the following event in the space
S™:

Q= {sm € 8™ :sup (R(h) — Ry,5,,(h)) > e}
heH

Restricting the integration domain to Q gives

P... s (sup (Rsy () — R (h)) > € — i) >

heH m
[arn [ 1 [sup (Ra,. () = Ry, () > € — i] dF (5,) (1)
Q Jsm  lhen m |
I

I is an integral which is calculated for a fixed s,,, satisfying

sup (R(h) — Ry,s,,(R)) > €
heH

Consequently, there exists a function A* in H such that
R(h*) — R, . (h*) > €

By definition of h*, the following inequality holds
1
12 [ 1 [Ray(00) = By (00) 2 €= | aF ()

R(h*) — Ry,s,, (h*
{ ”

) > e 1
R, (h*) — R(h*) > —

= R;, (h*) — Ry, (h") > e— —

1
m m

As a consequence
1
1> [ 1|00 - RO%) >~ | 4G
Furthermore

[ [Rgmw*) _R(h*) > —%] dF(3) = P, (mRs, (") > mR(F) —1)  (12)

By definition of R(h*) and R;,, (h*), mR3,, (h*) has a binomial distribution with parameters
m and R(h*) (mRj3, (h*) = B (m,R(h*))). To bound from below the right-hand side of (12),
we make use of a result on the median of random variables following a binomial distribution.

INRIA
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Lemma 2 Let X be a random variable described by a binomial distribution with parameters
n and p (X < B(n,p)). Then its median is either |np| or |np| + 1. Moreover, if np is an
integer, the median is simply np.

The proof of this result can for instance be found in [36] (see also Appendix B in [44]). It
springs from Lemma, 2 that mR(h*) — 1 is inferior or equal to the median of mRj3, (h*), and
thus, by definition of the median, that the right-hand side of (12) is superior or equal to
1/2. By way of consequence, I is also greater that 1/2. Substituting this lower bound of T
into (11) yields

1 1
P, 5 (SUP (Rs,, (h) — Rys,. (h)) > e— _> > _/ dF (sm)
heH m 2 Jgo

or equivalently, by definition of Q:

1 1
P im (sup (Rs5,,(h) = Ry s,,(h)) > € — —) > SPs, (sup (R(h) — Ry,s,,(h)) > e)
heH m 2 heH

which is the result announced. [ |

Note that at this point, the standard pathway consists in applying a second symmetrization
to get rid of the “ghost sample” 3, (see for example [50, 18]). For the sake of simplicity, we
do not develop this possibility here. Instead, we apply another symmetrization, to keep one
single type of empirical measure in the bound.

3.2 Second symmetrization

In order to introduce the main lemma of this subsection, we must first highlight basic
properties of the margin risk.

Lemma 3 Let H be a set of functions from X into R? and v and ¢ be two real values such
that 0 < ( <~y < 1. Then

Vh € H, Re(h) = Re(A*h) = Re(A%h) (13)

Proof The left part of the equation directly results from the fact that A* is a projection
operator. The right part of the equation springs from the fact that the use of the operator
m, has no incidence on the computation of the margin risk if the margin is inferior or equal
to 7. [ |

This lemma, which justifies a posteriori the specification of the operator A*, will prove useful
in conjunction with the choice to restrict the search for covers of AJH to the set of subsests
of AZH. Indeed, it will make it possible to associate each such cover with a subset of H.

Lemma 4 Let sz = (Sm,3m) € S*™ be a 2m-sample and A% H(sam) a v/2-cover of the

set AXH with respect to the pseudo-metric d;_ ;.. (s,,,) (satisfying AxH(s2m) C AZH). This

RR n° 5314



10 Y. Guermeur

cover is supposed to be of minimal cardinality, i.e. |A*H(sam)| = N (v/2, A2 H, di_ 1. (s2m))-
Let H(s2m) be a subset of 1 of cardinality | A% 7L (s2m)| the image of which by A% is precisely
ArH(sam). To put it in another way, {A%h: h € H(som)} = A H(som), i-e. there is a
one-to-one map between the elements of H(sam) and A*H(sa2y). Then

P (500 (s, (1) = R () 2 €= ) <

heH m
— — 1
Psm,§m ( iup (R'y/2,§m (h) - R’y/2,sm (h)) >€e— _> (14)
heH(s2m) m

Proof Vh € H, V(Z;,9;) € 3m,
{ ming A*hk(féi)gjik <0 — { ming, A:hk(il)gzk <0

i 0o (39m) (A2 D, A%R) <

Aot (52m) (A% R, AZR) < 3

(1]

ming, A%y (:)Jir < 0 A T
{ dloc,lm(sgm)(A:;hij;E) <7 = mklnA,yhk(-'Ez)yzk < 2 — mklnA hi (Z3)Jar < 5 (15)

Similarly, Vh € H, V(zi,y:) € Sm,

{ miny, A*h(z:)yak < 3 _ { ming, A*Tog (z:)ysk < 3
dlooaloo(52m)(Afy ,Ai‘;h) < %

miny, A% hy () yir < 3 T Ak (N
{ Qo ooy (AZR, ATR) < 7 TR AShR(mi)yie <7 == min A%hi(zi)yie <7 (16)

From (15) it springs that if d;__ 1 (ss,,) (A%, Ai‘;ﬁ) < 7, then

R;,. (k) < R,25,. (A:E)

Similarly, from (16) it springs that if d; _ 1 (s,,.) (A%, AZh) < 3, then
By /2,0 (Afyﬁ) < Ry, (h)
To sum up, for all h in H, there exists h in H(s2,,) such that
Rs,.(h) = Rys,.(h) < Ry)a5,, (E) =By /2,5, (E)
With this last inequality at hand, (14) then directly results from taking the suprema over
‘H and H(sam,) respectively. [ |

Lemma 4 will prove useful for two reasons. First, it completes, in some sense, Lemma 1,
by replacing the two different empirical measures appearing in the right-hand side of (10)
with two independent copies of the same random variable. Second, it makes it possible to
substitute, in the forthcoming computations, the set H of possibly infinite cardinality with
a subset of it of cardinality no more than Nuo oo (7/2, A3H,2m). This will be exploited to
apply a standard union bound.

INRIA
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3.3 Maximal inequality

To bound from above the right-hand side of (14), we introduce an auxiliary step of random-
ization. To that end, let us consider a set & of permutations o over {1,...,2m}. For every
sample sz, = (smagm) € S2m7 83 = (S;Tn,ggl) = {(ma(l)aya(l))a' ER) ($J(2m)aya(2m))} de-
notes its “range” by o. Since the set (s,,, ) is chosen according to the product probability
measure P; ;. over S?™, the right-hand side of (14) is not affected by a permutation o.
One thus obtains:

we6 P (s (R )= R ) > e 1) -

heH(s2m) m

N — 1
Frvi (0 (s, () R () 2~
hE€H(s2m ) m

Averaging the summand of the right-hand side over the whole set & gives:

_ _ 1
P%%<su mmewﬂmhw»zh—)=
Eeﬁ(szm) m

1 — — 1
/ — {a €6: sup (Ryj250 (h) = Ryjase (B)) >€e— —} dF (s2,)
S2m |6| Eeﬁ(.szm) m
Using a uniform distribution over &, this simplifies as follows:
_ — 1
Frnie (50 (s () R () 2 1) -
heH(s2m) m
_ — 1
/ P, ( sup (R,y/nggn (h) — Ry /250 (h)) >e— —> dF (som) @an
s2m REeH(s2m) m

We now concentrate on the event

_ — — 1
E (€, H(s2m),2m) = {0 €G6: sup (R,-y/z,g;rn (h) — Ry /2,50 (h)) > e— —}
ReH (s2m) m

corresponding to a given sample so.,,. It is equal to

_ — 1
U {oee: Ryosg () = Ryppes, () 2 - -}

_ m
hEH (s2m)

For all b in H(s2.), let

B (e,F, 2m) = {a €6: Rypoae (B) = Ryos (B) > ¢ i}

RR n° 5314



12 Y. Guermeur

The right-hand side of (17) is equal to

/ P, U E(eh2m) | dF(szm)
S2m

heH (s2m)
By application of the union bound,
P U E(eh2m)| < > P (E(eh2m)) (18)
heH(s2m) hEH(s2m)

We now bound uniformly the terms appearing in the right-hand side sum. To that end,
we appeal to the classical law of large numbers. & is chosen to be the set of all permuta-
tions that swap some corresponding elements from the first and second half of {1,...,2m}.
Precisely, for all ¢ in {1,...,m}, (o(i),0(i + m)) is either equal to (i,i + m) or to (i +

m,i). For any function h in H(sam), let (&), (1 <i < m), be the sequence of losses
(I {ming A*hy(z;)yir < v/2}), (1 <i < m), (sequence of losses on s,,,) and (f,), (1<i<m),
the corresponding sequence of losses on §,,. We have then

P, (E (G,E, 2m)) =P (% iai (é, — fz) >€— %) (19)

where the coefficients «a;, (1 < i < m), are chosen independently and uniformly on {—1,1}.
To bound from above the right-hand side of (19), an exponential bound can be applied.

3.4 Exponential bound

Hoeffding’s inequality (see for example [34, 50]) is a consequence of Chernoff’s inequality
[45].

Theorem 2 (Hoeffding’s inequality) Let X1, X,,..., X, ben independent random vari-
ables with zero means and bounded ranges: a; < X; < b;. Then, for alln > 0,

n . _2,’72
P (; X; > n) < exp <—E?:1 b ai)z)

Applying this bound to the right-hand side of (19) gives:

INRIA
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By substitution into the right-hand side of (18) we get:

2
Po’ ( U E (€7E7 Qm)) S N(’Y/QJAi‘;%;dlw,lm(Szm))eXp <_% <6 - l) )

- m
hEH(S2m)

From (17) it then springs that:

7 - 1
]P)sm,gm < sup (R"r/2,§m (h) — R’Y/275m (h)) >e— _) <
hEH (52m) m

" m 1\?
N (12 AyH, i 1 (s2m)) €XP (‘5 ( B —) ) dF (s2m)
S2m m

The right-hand side is simply equal to

1 2
exp <_% (e — E) > E (N(7/2: A:‘;H7dlm,lm(s2m)))

By definition, Noo,oo(7/2, A3H,2m) > E (N(v/2, AXH, di_. 1. (ss)))- Thus, applying Lemma 4,
we get

1
Pt (500 (R (1)~ R () 2~ 1) <
heH m

2
Noo,oo(7/2, ALH, 2m) exp (—% (6 - i) )

m

and finally, by application of Lemma 1,

P, <sup (R(h) — Ry,5,,(h)) > e) <
heH

2N 0,00 (7/2, ALH, 2m) exp (—% (e - %) ) (20)

Setting the right-hand side of (20) to ¢ and solving for € finally gives:

Proposition 1 Suppose that s,, is chosen by m independent draws from F. Then with
probability ot least 1 — §, every h in H has

2
m

RN < Ry () 2 (2002, A5, 2m) (@) + - (21
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3.5 Uniform bound over the margin v

Making use of the proposition above requires to specify the quantity v in advance. As
pointed out by Bartlett in [6], this seems unnatural. For instance, this constraint makes it
difficult to use bounds devoted to the case of a null empirical margin risk (see for instance
[58]). This is a significant difference indeed, since faster rates of convergence can be derived
either in this case, or in the case where there exists at least one function in H with zero
probability of error, what Vapnik calls the optimistic case in [68]. Fortunately, this difficulty
can be overcome thanks to the following proposition, proved in [6], and extended in [40],
which allows us to give a result that stands uniformly for all values of the margin ~ in the
interval (0, 1].

Proposition 2 (Bartlett, Proposition 8 in [6]) Let (2, B,P) be a probability space, and
let
{E(al,az,é) 1 0< ag,a9,0 < 1}

be a set of events satisfying the following conditions:
1. forall0<a<1land0< <1, P(E(a,a,9)) <6;
2. for all0<a<1and0<d<1, U, E(aa,a,da(l — a)) is measurable;
3. forall0<a; <a<ar<land0<d <6<1, E(ay,a2,01) C E(a,aq,9).

Then for 0 < a,d <1

P U E(aa,a,da(l —a)) | <6.

a€(0,1]

To apply Proposition 2 to the case of interest, let us define the function & as follows:

O(t,u) = \/% (In(2No0 00 (t, A2, 2m)) — In(u))

The set of events E(ay,as,d) given by:
1
E(oy,as,0) = {sm € 8™ : sup (R(h) — Ras,s,, (h)) > ®(a1/2,0) + —}
heH m
satisfies the hypotheses of Proposition 2.
1. For all e in (0,1] and all ¢ in (0, 1],
1
E(a,a,0) = {sm € 8™ : sup (R(h) — Ry,s,, (h)) > ®(a/2,6) + —}
heH m

so that P, (E(a,a,d)) <& by Proposition 1.

INRIA
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2. This requirement follows since all sets of samples are measurables.

3. From the definition of the empirical margin risk,
a < ay = Ras,, (h) < Rag,s,, (h)
Similarly, by definition of the covering numbers,
a1 < a =< Noooo(@/2,A5H,2m) < Noo oo (01 /2, ALH, 2m)
Thus, 0 < a3 < a < as and 0 < &; < § implies that
d(a/2,0) < ®(a1/2,61)
Putting this together yields:
R () + ©(0/2,8) < Ray 5, (h) + ®(01/2,61)

and finally
E(oy,a2,01) C E(a,a,d)

The application of Proposition 2 gives, for all choice of the couple (a,d) in (0,1) x (0,1],
P | U (sup (R() — R, (1)) > B(aa/2, 601 — a)) + l) <5
heM m
a€(0,1]
Setting a = v and choosing a = 1/2 yields to:
1
Fuo | U (50 (ROD ~ R (0) 2 007407/ 4 ) | <5

76(071] her mn

and finally, by definition of &,

2 ) 1
v, | U <sup (R(B) = R, (1) > \/ 2 (neNomlr/t a5 2m) -1 () ) 4
heH ’ m ’ 2
'YE(OJ-]
which concludes the proof of Theorem 1.

3.6 Choice of the “margin” operator

Theorem 1 has been derived for the margin operator specified in Definition 3. In earlier
works on the generalization capabilities of multi-class discriminant models, we used a slightly
different definition of this operator, namely:
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16 Y. Guermeur

Definition 10 (A operator [25]) Define A as an operator on H such that:

A: H— AH
h = [hg] = Ah = [Ahg)
1
Ve {l,...,Q}, Ahg(z) = 3 {hk(m) —r{l;éagchl(a:)} (22)

It is easy to check that the proof of Theorem 1 still holds if one substitutes A to A*. The
choice between the two operators should thus rest on the use which is done of the bound,
i.e. on the subsequent computations required to bound the covering number of interest.
This question, the nature of which is primarily technical, will be addressed in the following
sections. At this point, we can already notice that the A* operator provides less information
on the behaviour of the function on which it is applied than the A operator. This would
appear as an advantage to derive a generalized Sauer’s lemma, and a drawback to compute an
upper bound on the corresponding generalized VC dimension. As a consequence, an efficient
approach could result from using the two operators at different steps of the computations.
Obviously the difficulty of such a strategy rests in performing the connection between both
types of bounds (those involving A and those involving A*).

INRIA



Scale-sensitive U-dimensions 17

4 Scale-sensitive U-dimensions

Several approaches can be applied to bound from above the covering number of interest for
a given family of functions H. In this report, we focus on the standard pathway, in which
the covering number is first related to an extended notion of Vapnik-Chervonenkis (VC)
dimension [69], for which an upper bound is computed afterwards. The basic result relating
a covering number (precisely the growth function) to the VC dimension is the Sauer-Shela
lemma [69, 54, 59]. As stated in the introduction, extensions of the standard VC theory,
which only deals with the computation of dichotomies with indicator functions, have mainly
been proposed for large margin bi-class discriminant models and multi-class discriminant
models taking their values in finite sets. In both cases, generalized Sauer-Shela lemmas
have been derived (see for instance [33, 3]), which involve extended notions of VC dimen-
sion. For large margin bi-class discriminant models, the generalization of the VC dimension
which gave birth to the richest set of theoretical results is a scale-sensitive variant called
the fat-shattering dimension [37, 38]. In the multi-class case, several alternative solutions
were proposed by different authors, such as the graph dimension [20, 48], or the Natarajan
dimension [48]. It was proved in [9] that most of these extensions could be gathered in a
general scheme, which makes it possible to derive necessary and sufficient conditions for
PAC learning [63]. In this scheme, they appear as special cases of ¥-dimensions.

In this section, we consider scale-sensitive extensions of the ¥-dimensions. The underly-
ing idea is simple: in the same way as scale-sensitive extensions of the VC dimension, such
as the fat-shattering dimension, make it possible to study the generalization capabilities of
real-valued discriminant models, scale-sensitive extensions of the ¥-dimensions should make
it possible to study the generalization capabilities of discriminant models taking their values
in R9.

4.1 VUY-dimensions

Definition 11 (U-shattering [9]) Let F be a set of functions on a set X taking their
values in the finite set {1,...,Q}. Let ¥ be a family of mappings ¢ from {1,...,Q} into
{—1,1,*}, where x is thought of as a null element. A subset s, = {z;}, (1 <i<m) of X
is said to be U-shattered by F if there is a mapping Y™ = (v, ...,p@ . (™) in g™
such that for each vector v, of {—1,1}", there is a function f, in F satisfying

I:w(l) o fy(xl); te 7¢(z) o fy(x’)’ e ,¢(m) ° fy(.'l»'m)]T =

Definition 12 (¥-dimension [9]) Let F and ¥ be defined as above. The ¥-dimension of
F, denoted by ©-dim(F), is the mazimal cardinality of a subset of X U-shattered by F, if
it is finite, or infinity otherwise.

In words, the idea common to all these dimensions is to introduce adequately chosen opera-
tors from {1,...,Q} into {—1,1, %} so that the problem of the computation of the capacity
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18 Y. Guermeur

measure boils down to the computation of a standard VC dimension. In that context, the
choice of one particular dimension (set ¥) utterly rests on the possibility to derive two tight
bounds: a generalized Sauer-Shela lemma and a bound on the dimension itself. The most
frequently used ¥-dimension is the graph dimension, defined as follows:

Definition 13 (Graph dimension [20, 48]) Let F be a set of functions on a set X taking
their values in a countable set. For any f € F, thegraph G of f is G(f) = {(z, f(z)) : = € X}
and the graph space of F is G(F) = {G(f): f € F}. Then the graph dimension of F,
G-dim(F), is defined to be the VC dimension of the space G(F).

When the functions in F have a finite range, the reformulation of this definition as the one
of a ¥-dimension is the following:

Definition 14 (Graph dimension) Let F be a set of functions on a set X taking their
values in {1,...,Q}. The graph dimension of F is the ¥-dimension of F in the specific case
where U is the set of Q mappings Vi, (1 < k < Q), such that v, takes the value 1 if its
argument is equal to k, and the value —1 otherwise. Reformulated in the context of multi-
class discriminant analysis, the functions 1y, are the indicator functions of the categories.

In the sequel, the scale-sensitive ¥U-dimension which will be considered more specifically is
an extension of the Natarajan dimension.

Definition 15 (Natarajan dimension [48]) Let F be a set of functions on a set X taking
their values in {1,...,Q}. The Natarajan dimension of F, N-dim(F), is the ¥-dimension
of F in the specific case where U is the set of (?) mappings Vi1, (1 <k <1< Q), such that
Vi, takes the value 1 if its argument is equal to k, the value —1 if its argument is equal to
I, and x otherwise.

4.2 Margin V-dimensions

Our scale-sensitive version of the concept of U-dimension is devised so that the correspond-
ing dimensions can alternatively be seen as multivariate extensions of the fat-shattering
dimension. We introduce the definition of this latter dimension progressively.

Definition 16 (Vapnik dimension [67]) Let H be a set of real-valued functions on a set
X. A subset sy, = {x;}, (1<i<m) of X is said to be V-shattered by H if there is a
scalar b such that, for each binary vector v, = [y;] € {—1,1}", there is a function h, € H
satisfying

hy(z;)) =b>0 ify; =1

Vie{l,...,m}, ,
i€l m) {hy(xz’)—b<0 ifyi=-1

The Vapnik dimension of H, V-dim(#H), is the mazimal cardinality of a subset of X V-
shattered by H, if it is finite, or infinity otherwise.

The Vapnik dimension is a uniform variant of Pollard’s pseudo-dimension.
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Scale-sensitive U-dimensions 19

Definition 17 (Pollard’s pseudo-dimension [51, 32]) LetH be a set of real-valued func-
tions on a set X. A subset sy, = {x;}, (1 <i<m) of X is said to be P-shattered by H if
there is a vector vy, = [b;] € R™ such that, for each binary vector v, = [y;] € {—1,1}", there
is a function hy € H satisfying

h i) — bz > ) i = 1
Vie{l,...,m}, y(@i) =bi 20 ify

hy(zi) —b; <0 ify; = -1
The pseudo-dimension of H, P-dim(H), is the mazimal cardinality of a subset of X P-
shattered by H, if it is finite, or infinity otherwise.

The V,, dimension is a scale-sensitive variant of Vapnik’s dimension.

Definition 18 (V,, dimension [3, 31]) Let H be a set of real-valued functions on a set X.
For v >0, a subset s, = {x;}, (1 <i<m) of X is said to be V,-shattered by H if there is
a scalar b such that, for each binary vector v, = [y;] € {—1,1}", there is a function h, € H
satisfying

(hy(@s) = D)y > 7, (1< i <m)

The V., dimension of the set H, V,-dim(H), is the mazimal cardinality of a subset of X
V., -shattered by H, if it is finite, or infinity otherwise.

In the same way as the Vapnik dimension can be seen as a uniform variant of the pseudo-
dimension, the V,, dimension can be seen as a uniform variant of the fat-shattering dimension.

Definition 19 (fat-shattering dimension [37, 38]) Let H be a set of real-valued func-
tions on a set X. For v > 0, a subset sy, = {x;}, (1 <i < m) of X is said to be y-shattered
by H if there is a vector vy, = [b;] € R™ such that, for each binary vector v, = [y;] € {-1,1}",
there is a function hy, € H satisfying

(hy(xi) = bi)y: > v, (1 <i<m)

The fat-shattering dimension with margin vy, or P, dimension of the set H, P,-dim (H), is
the mazimal cardinality of a subset of X y-shattered by H, if it is finite, or infinity otherwise.

With these definitions at hand, the ¥-dimensions with margin v, or y-¥-dimensions, are
defined as follows:

Definition 20 (y-U-shattering) Let H be a set of functions on a set X taking their values
in RQ. Let ¥ be a family of mappings ¢ from {1,...,Q} into {—1,1,%}. For~ >0, a subset
sm = {xzi}, (1 <i<m) of X is said to be v-U-shattered (U-shattered with margin ) by H
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if there is a mapping Y™ = (v, .., @ M) in T™ and a vector v, = [b;] in R™
such that, for each vector vy, = [y;] of {—1,1}", there is a function hy in H satisfying

N @Ok = 1 A hyu(m) —bi>7)
Gen ifyi= 1 3(’“7’)'{ W) = —1 A hyy(s) = —hy(ar)
ie{t,...,m}, { . @OR = 1A hyk($z)—b< -7)

ifyi= - (=)'{ WD) = —1 A hyu(z) = —hyr(z)

Definition 21 (¥-dimension with margin ) Let H, ¥ and v be defined as above. The
U-dimension of H with margin -y, denoted by V-dim(H,~), is the mazimal cardinality of a
subset of X v-U-shattered by H, if it is finite, or infinity otherwise.

Given the definitions of the Natarajan dimension and the scale-sensitive ¥-dimensions, the
margin Natarajan dimension, the generalized VC dimension which will be involved in our
extended Sauer-Shela lemma, can be formulated as:

Definition 22 (Natarajan dimension with margin ) Let H be a set of functions on
a set X taking their values in RQ. For v >0, a subset s, = {x;}, (1 <i <m) of X is said
to be yv-N-shattered (N-shattered with margin ) by H if there is a set

I(sm) = {(i1(21),82(21)) , - - -, (11(20),82(24)) 5 - - - (2 (Tm), G2 (2m)) }

of m couples of distinct indexes in {1,...,Q} and a vector v, = [b;] in R™ such that, for
each binary vector v, = [y;] € {—1,1}", there is a function h, in H satisfying

Vie{l,...,m}, lf yi =1 then (hyril(mi)(mi) —bi >2vA hy,i2(a:i)(xz) = hy,u(a)(*’”i))

if yi = =1 then  (hyiy (o) (@) = bi < =7 Ay iy (20 (@) = =Py iy (i) (24))
The Natarajan dimension with margin v of the class H, N-dim(H,~), is the mazimal car-
dinality of a subset of X ~y-N-shattered by H, if it is finite, or infinity otherwise.

4.3 Discussion

Obviously, this definition of the margin ¥-dimensions exhibits all the desirable properties
in the case when the vector of biases v is equal to the null vector. To highlight this point,
one must bear in mind the fact that in the context of this study, one needs to bound them
for classes of functions of the form A*#, with € > ~. Now, consider the case y; = 1. The
fact that there exists an index k such that ¥ (k) = 1 and A*h, 1 (x;) > v and an index [
satisfying ¥(9 (1) = —1 and A*h, (z;) < —v implies that M (h,,x;) > . Furthermore, the
unique index ko such that A*hy g, (z;) = M(hy,z;) (or A¥hy k,(x;) = min (¢, M (hy, 2;)))
belongs to the set of indexes I satisfying ¥(9 (1) = 1. The symmetrical properties can be
derived in the same way in the case y; = —1.
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When applied to the bi-class case, Definition 21 also corresponds to the fat-shattering
dimension. Indeed, in that case, one can consider that any real-valued function h computed
by the model H is simply equal to 1/2 (hy — hg), where h; and hy are the two components of
a vector-valued function A in a class H. The simplest such configuration corresponds to the
choice hy = h = —h,. Then, A*h; = h and A*h, = —h. As a consequence, Pw—dim(']:[) = U-
dim(A*H,~), this result holding irrespective of the choice of the class of mappings ¥ and
the specific mappings (¥ associated with the set of points to be shattered. In both cases
(fat-shattering dimension and margin ¥-dimensions) the introduction of the vector of biases
vp could be seen as a simple computational trick, useful to derive the generalized Sauer-Shela
lemma (establish a link between the property of separation and the capacity to shatter a
set of points) at the expense of a more complex computation for the bound on the margin
dimension itself. This is partly the case indeed. However, in Section 6, we will see that these
extra degrees of freedom can be handled pretty easily.

In the preceding section, we have introduced a restriction on the definition of the Natara-
jan dimension with respect to the one given in [9]. This restriction consists in considering
only the mappings 1y, such that k¥ < [, instead of k # [. Obviously, this change does not
modify the definition. On the other hand, it highlights the fact that the cardinality of the
set ¥ considered could be (629) instead of Q(Q — 1). This is useful indeed, since many the-
orems dealing with ¥-dimensions involve the cardinality of ¥ (see for instance Theorem 7
in [9]). An equivalent simplification can be performed in the case of the margin Natarajan
dimension.

Proposition 3 In the definition of the Natarajan dimension with margin v, the additional
constraint i1 (x;) < i2(x;), (1 <i < m), can be introduced.

Proof Let H, be a subset of # of cardinality 2™ ~-N-shattering s,, with respect to I(sp,)
and vp. Let I'(s;,) be a set of m couples of indexes (i} (z;),i5(x;)) deduced from I(s,,)
as follows: Vi € {1, ce ,m}, (Z'l(xz),llz((l?z)) = (min (1,1(.’13'1),7,2(117,)) , Max (7,1(1171),12(."[}1))) Let
vy = [b] be the vector of R™ deduced from v, as follows: Vi € {1,...,m}, b, = b; if
(11 (24),35(x;)) = (i1(s), i2(2;)), b, = —b; otherwise. We establish that 7, still y-N-shatters
Sm with respect to I'(s,,) and vy. For any vector v, = [y;] of {—1,1}", let hy be the
function in #,, such that hy “contributes” to the y-N-shattering of s,, with respect to I(s,,)
and vy for a value of the binary vector equal to vy, = [yi], where y} = y; if (i} (2;),i5(z;)) =
(t1(z4),92(x;)), y; = —y; otherwise. According to Definition 22,

if y; =1 then (hy’,h(zi) (.CL’Z) —b; > ¥ A hy’,ig(zi)(mi) _hy’,h(zi)(xi))

ViE{l,...,m}, . N
{lf yi = —=1then (hy i\ (o) (@) = bi < =7 Ay iy (20) (€0) = =Py iy (2) (24))

As a consequence, for the set of indexes i such that (i} (z;),i5(2;)) = (i1(x:),i2(z)),

YA hy’,i’z(wi) (z:) _hy’,i’l(wi)(‘”i)) (23)

if yy =1then  (hy i (as)(@:) — b} =
—y A hy’,z'z(wz)(wl) = _hyl’zll(wz)(mz))

>
if Y; = —1 then (hy’,z’l(:h) (.’L‘,) — b: <
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Furthermore, for the set of indexes i such that (4} (z;),95(z;)) = (42(xs), 91 (2:)),

if y; = —1 then (hy’,z’z(z,)(ml) +b >N hyr, i (2 )( x;) = —hy ,,2(93 )(:E,))
if y; = 1 then (hy’,z’z(z,)(ml) + b; < —7A hy i (2 ( ) y 712(531.)(.’171'))

The last system can be rewritten as follows:

if y; =1 then (
if y; = —1 then (

_hyl,ill(z.i)( ) + b' < —7A hy ! (z4) (sz) = —h i (zl)(.’L‘i))
_hy’,i’l(zi)( l) + b; R A hy’,zg(zi (.’171) = _h RAECH) (.73,))
and finally,

if y; = 1 then (hy: ner )( ) — bl >7A hyl il (z )( ,') = _hy’,z’l(a:')(m’i))
if y; = —1 then (hy’ il (z; )( ) - b < —7A h ( ) y',zl(z )(wi))

This is exactly (23), which thus holds true for all values of ¢ in {1,...,m} (whether the
couple (i} (x;),15(x;)) is equal to (i1(x;),72(x;)) or equal to (i2(x;),%1(x:))). According to
Definition 22, function h,s thus contributes to the -N-shattering of s, with respect to
I'(sm) and vy for a value of the binary vector equal to v,. But since the vector v, has been
chosen arbitrarily in {—1,1}"™, this implies that H, 7-N-shatters s,, with respect to I'(s.,)
and vy, which, by construction of I'(s,,), concludes the proof.

In the sequel, we use the alternative definition of the margin Natarajan dimension resulting
from Proposition 3.
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5 Relating the Covering Number and the Margin Natara-
jan Dimension

To introduce the central result of this section, straightforward extensions of several lemmas
in [3] must first be derived. These lemmas involve additional concepts which are defined
below. For the sake of simplicity and efficiency, in what follows, the concepts and lemmas
are not considered or expressed in their full generality, but rather formulated in the specific
context in which they will be used.

5.1 Definitions

Definition 23 (Strong Natarajan dimension) Letn be a positive integer and S be equal
to {—n,...,n}Q. Let F be o set of functions on X taking their values in S. A subset
Sm ={z;}, (1 <i<m) of X is said to be strongly N-shattered by F if there exists a set of
couples of indexes

I(sm) = {(i1(21),42(21)) , - - -, (11(2i),82(23)) 5 - - -, (11 (Tm), G2(Tm)) }

with 1 < i1(z;) < i2(wi) < Q, (1 <i<m), and a vector vp = [b;] in {-n+1,...,n—1}"
such that, for each binary vector vy, = [y;] € {—1,1}", there is a function f, = [fyxl,
(1<k<Q), in F satisfying

Vi e {17 - .,m}, fy,zl(z,)(xz) —b; > 1A fy,iz(mi)(xi) = _fy,il(m,-)(l"i) ’Lf Yi = 1
fy,il(zi)(wi) —b; < —-1A fy,iz(z,-)(fﬂi) = _fy,h(wi)(mi) ify; = —1

The strong Natarajan dimension of the class F, SN-dim(F), is the mazimal cardinality of
a subset of X strongly N-shattered by F, if it is finite, or infinity otherwise.

Definition 24 (Packing numbers) Let (E,p) be a pseudo-metric space. A set H C E is
e-separated if, for any distinct points vi and vy in H, p(vi,v2) > €. The e-packing number
of H, M(e, H, p), is the mazimal size of an e-separated subset of H.

Definition 25 (Separation) Let F be a set of functions on X taking their values in S,
and let s, = {;}, (1 <i<m), be a subset of X. Two functions f) and f@ in the class
F are separated if they are 2-separated with respect to the pseudo-metric d;__ ;_ (s,.), i-€. if

Dy 12,
Jax | max fo (@) = 7 (i) > 2

Definition 26 (Pairwise separated set of functions) Let X be any set and let S =
{-n,... ,n}Q. A set F of functions from X into S is pairwise separated if any two distinct
functions of F are separated.
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Definition 27 (n-discretization) Let h = [hi] be a function from X into R? and n > 0.
The n-discretization of h, denoted by h(M = [hfc")] , is the function from X into Z° such

that
|2e) | gf hy(z) > 0

[h’“T(z)] otherwise

Yk e {lL,...,Q}, h"(2) ={

or equivalently, for all k in {1,...,Q}, h,(;’) () =max{j € Z4: jn < hg(x)} if hp(z) > 0,
h;c") (z) =min{j € Z_: jn > hi(z)} otherwise. For a set H of vector-valued functions, let

HO = {n s hen)

Note that this definition is not a straightforward extension of the original one, which can
be found in [3], to the case of vector-valued functions, since the hypothesis of nonnegativity
has been relaxed. Indeed, this hypothesis is here useless. Furthermore, it must be borne
in mind that we are ultimately interested in the functions A%k which take their values in

[_VJW]Q'

5.2 Lemmas

There is a close connection between covering and packing properties of bounded subsets in
metric spaces. The following lemma, a proof of which can for instance be found in [39, 5],
will prove useful in what follows.

Lemma 5 For every pseudo-metric space (E, p), every totally bounded subset H of E and
€e>0,
M (2¢,H,p) < N(e, H, p) < M(e, H, p)

With the above definitions at hand, we can prove the following lemma, which extends to
the multivariate case Lemma 3.2 in [3]:

Lemma 6 For any class H of functions on X taking their values in R® and for anyy € (0,1]
and n > 0:

1. for every couple (e,n) satisfying 0 <n <~ and 0 < € < 7/2,
SN-dim ((A3H) ™) < N-dim (A%H, €)

2. for every € > 3n and every s, € X™,

Me, A2H, di g o)) < M@ (A2H) ™ di i an)-
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Proof To prove the first proposition, it is enough to establish that any set strongly N-
shattered by (A%H) ™ is also N-shattered with margin 1/2 by A*H. If s, a subset of X' of

cardinality m, is strongly N-shattered by (Afﬂ-l) ("), then according to Definition 23, there
exists a set of couples of indexes I(s,,;) and a vector vy in {[—vy/n] +1,..., [v/n] — 1} such

that for every vector v, = [y;] € {—1,1}", there is a function (Ai;hy)(") = I:(Ai;hng)(n) in
(AXH) ™ je. a function hy in H satisfying Vi € {1,...,m}:

{(Aihy,h(wi))iﬂi (i) = b; > 1A (A:hy,mm)("’( (@) = - (A:hy,i1<wi>)(")( (@) =1
(A2hy @) " () = bi < 1A (A%hyire) T @) = = (Alhy i) " () ifyi=—1

From (Ai‘;hy’iz(zi))(n) (z;) = — (Afyhy,il(zi))(") (x;), whether y; = 1 or y; = —1, it springs
that AXhy ;, (2;)(®i) and AXhy i, (o) (z:) have different signs and thus, given the defini-
tion of the A* operator, AXhy ;, (4,)(%i) = —AXhy iy(z,)(®i). Thus, it remains to exhibit
a scalar b; such that (Aihy,il(mi))(n) (i) —bi > 1 => Alhy(0o)(@i) — b > n/2 and
(A:;hy,il(z,-))(n) (i) - b; <1 = Ai‘yhyyil(zi)(mi) —-b; < —n/2. To that end, four cases must

be considered.
1)b;>0and y; =1

(A% i)™ (@) > 0 =5 0 (Al hy )™ @) < ALy iy o (#2)

thus
(A;hy,h(wi))(n) ("Ez) -bi>1= A:hy,h(wi)(wi) —nb; > 1

or equivalently
(A2hy iy w0) ™ (1) = b 2 1= ALhy iy o (1) = 0(bs + 1/2) > 1/2
2) b; >0and y; = —1
or equivalently
(Afyh’y,h(wi))(n) (zi) —bi < =1 = AZhy i\ () (xi) —n(bi +1/2) < —n/2
3) b,-<0andy,-=1
or equivalently

(A% By isan) ™ (@) = b > 1= Ahy i o0y () — nbs — 1/2) > /2
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4) bi<Oandy,~=—1
(A;hy,h(wi))(n) (.’L‘z) <0= A:h‘y,h(wi)(mi) <n (Ai;hy,h(avi))(n) (xz)

(A% iy (o)™ (@) = by < —1 = Al i, (00 (@i) — bi < 1)

or equivalently
(A% i)™ (1) = b1 < =1 =5 Ay, (1) — (s — 1/2) < —n/2

To sum up, a satisfactory solution consists in setting b; = n(b; + 1/2) if b; > 0 and
bi = n(bi — 1/2) otherwise. By definition, the set of functions A*h,, for v, in {-1,1}",
N-shatters s, with margin 7/2, for a set of couples of indexes and a vector of biases re-

spectively equal to I(s,,) and @ = b;|. As a consequence, any set strongly N-shattered by

(Afﬂ-l,) () is also N-shattered by AZH with margin 5/2, which is precisely our claim.
To prove the second proposition, let us first notice that:
V(Y W) e H? Vo e X, Yk e {1,...,Q}, Yy >0, ¥ > 0,

(m)

‘A;h;”(x) - A;hf)(m)‘ > 3n = ‘ (A;hg))(") (z) — (A;hf)) (x)‘ > 2

Indeed, without loss of generality, we can make the hypothesis that Afyhg)(x) > A,";hf)(a:).
Then,

(m) (m)
((A;hf)) (z) — 1) 1< AR (@) < AzhD (z) < ((A;h;U) (z) + 1) 7

Thus
(50" @ +1) 0= ((238) " @ = 1) >0
and finally
(A;h;”)(") (z) (A;hf’)(") (z) > 1
from which the desired result springs directly, keeping in mind that the n-discretizations are

integers ((Ai‘yhg))(n) (z) — (A;hg))(n) (x) > 1= (A;hg))(n) (z) — (Af,hsf))(n) (@) > 2)_

Let SAzH be a 3n-separated substet of AZH with respect to di i..(s,.)- It results from the
definition of the pseudo-metric that:

v (A3R0, AR € Ry di (o) (D300, ARD) > 37 =
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Imax max ‘Afyhg) (z) — Afyhg)(ax)‘ > 3=

(a50) " @) - (a302) " @) 22 =

x7.(1) (n) x7.(2) (m)
Ao ( (A5000) 7, (A2REF) ) > 2
We have thus proved the second proposition. [ |

Note that a more interesting second proposition could have resulted from using a different
definition of the n-discretization. Indeed, setting hg’) () = [h’“T(w)J irrespective of the sign
of hi(z), one can easily establish that the following proposition (with a dependence between
e and 7 identical to the one of [3]) holds true: for every € > 2n and every s, € X™,
M(e, A2 H, dy i1 (5,)) < M(2, (AZH) () sy 1. (s))- The reason for our choice is to get
an additional property, namely:

V(1,m) : 0 <<, Ath(x)=—Alhy(z) = (A%h)" (2) = — (A2h) ™ ()

Indeed, this property will prove very useful in what follows, actually no later than in the
next subsection.

5.3 Classes of § functions

Our generalized Sauer-Shela lemma will make use of specific properties of the discretizations
of the A%h functions, which leads us to introduce the notion of § functions.

Definition 28 (6 functions) Let F be a class of vector-valued functions f = [fz], (1 <k < Q),

from a domain X into a finite range S = {—n,...,n}Q. F is a class of § functions if:
VieF,Vee X, A(k(f,x),i(f,z)) in {1,...,Q} x {0,...,n} such that:

z) =i(f,z) il =k(fx)

z) = —i(f,x) otherwise (24)

Vie{l,...,Q}, {QE

Lemma 7 Let H be a set of functions on a set X taking their values in R? and vy and n

(m)

two positive real values. Then (Afﬂ-l,) is a set of & functions.

Proof This lemma directly springs from Definitions 3, 9, 27 and 28. [ |

Lemma 8 Let F be a class of § functions from X into {—n,... ,n}Q, and let s;m = {z;},
(1 <i<m). If two functions fV) and f* in F are separated on s,,, then there exists an
element z; of s, such that {f(l),f(Q)} strongly N-shatters the singleton {z;}.
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Proof Let ky be an index in {1,...,Q} such that ‘f(l)( i) — ,Ei)(xz) > 2. Without loss of

generality, we can make the assumption that f (1)( i) — f,gi) (z;) > 2. To prove the assertion,
four cases must be considered.

1) ko = k(fM,z:) ANko = k(P z;)

Let b; = f,gi) (z;) — 1. Then f,g? (z;) —b; > 1 and f(z) (z;) — b; < —1. Furthermore, for any

index Iy different from ko, fl(ol) (z;) = f(l)(xz) and f(z)( i) = f(z)( i)

2) ko = k(fM), i) AN ko # k(f@):wl)

Let b; = f,g?(x,) — 1. Then fk (:c,) —b; > 1 and f(2)( i) — b; < —1. Furthermore, let
= K, 2. 1) = — (@) and 2 (@) = 2 @),

3) ko # KD, ) Ao = K7, )

This case leads to a contradiction. Indeed, ko # k(f\,z;) = f(l)( i) < 0, whereas
=k(f?,z;) = f(2) (z;) > 0. Thus, fk2) (z;) > f(l)( i), which is in contradiction with

the hypothesis fk0 (x;) — ,50)( i) > 2.

4) ko # k(fV, i) Ako # k(FP), ;)

Let lg = k(fV,2;). Il = k(f®),2;), let b; = fi)(z;) — 1. Then fi)(z;) —b; > 1

and f)(z;) — bi < —1. Furthermore, f\'(z;) = —f\ (@) and f7(z;) = — ) (z). 1

lo # k(f®, w) let mo = k(f@,z;) and b; = ,(,33(%) 1. Then ,‘,%3(%) —b; > 1. Fur

thermore, f ( i) — (2)(m,) >2 = f(l)(a:,) fm0 (z;) < —2. Since fm0 (z;) < f(l)(a:i),

%3(;1:,) ,(,123(3:,) < —2 and thus f(l)(:v,) —b; < —1. At last, f(l)( i) = — ,(nlg(x,) and

12 @) = = fag @i)- N

Lemma 8 will appear of central importance in the sequel of this section. Now, if (Ai‘,?—[) (m) isa

set of § functions, the same is not true of (A,,’H)("). What is more important, one can exhibit
two functions A" and A(?) and a point z such that (A,h()) ™ and (A,h?) ™ are separated
on s; = {x} whereas they do not shatter s;. A simple example is h(!) (z) = [0.5, —0.5, —O.Q]T,
h® (z) = [0.5,-0.5, —0.5]T, with v =1 and = 0.1. As a consequence, Lemma 8 does not
hold anymore for the class of functions (AW’H)(") when no additional hypothesis is made
regarding the class of functions H (the problem is considered in its full generality). This is
the main reason why the results of this section are derived for the A* margin operator and
not the A operator.

We now prove our main combinatorial result, an extension of Lemma 3.3 in [3], which
gives a new generalization of the Sauer-Shela lemma.
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5.4 Generalized Sauer-Shela lemma

Lemma 9 Let F be a class of § functions f = [fr], (1 <k < Q), from a finite domain X
of cardinality |X| to a finite range S = {—n,...,n}%. Let SN-dim(F) = d. Then

M2, Fydi 1)) < 2(|1X](Qn + 1)Qn)og2(¢(d1X D] (25)

where 6(d, 1 X)) = XL, (%) ((9) 2n - 1))

Proof Let us say that a class F as above strongly N-shatters a triplet (s, I(sm),vs) (for a
nonempty subset s, of X of cardinality m, a set of couples of indexes I(s,,) and a vector of
biases vy if F strongly N-shatters s, according to I(s,,) and v,. For all integers [ > 2 and
|X| > 1, let ¢(,]X]|) denote the maximum number ¢ such that, for every set J; of I pairwise
separated functions from F, F; strongly N-shatters at least ¢ triplets (s, I(s),vp). If no such
Fi exists, then ¢(I,|X|) is infinite.

The number of triplets (s, I(s),vs) that could be shattered and for which the cardinality of

K3
s does not exceed d > 1 is less than 37 (%) ((?) (2n — 1)) , since for s of size i > 0,

k3

i
there are strictly less than ((g) (2n — 1)) possibilities to choose the couple (I(s),vp). It

follows that, given a set of functions F from X into S, t(l,|X|) > ¢(d,|X]|) for some I and
SN-dim(F) < d implies t(l,|X|) = oco. As a consequence, by definition of #(I,|X]), there
is no set F; of | pairwise separated functions in F (otherwise ¢(I,|X|) would be finite) and
finally, by definition of M(2,F,d;_ i (x))s M(2,F,d;_ ;. (x)) <. Therefore, to finish the
proof, it suffices to show that, for all d > 1 and |X]| > 1,

£ (2020Qn + 1)Qm)" &= 1x]) > o(a, X)) (26)
We claim that
t(2,|X)) > 1 (27)
for all |[X| > 1 and
t (2m|X[(Qn +1)Qn, |X]) > 2t(2m, |X| — 1) (28)

for all m > 1 and |X| > 2.

The first part of the claim is a direct consequence of Lemma, 8.

For the second part, first note that if no set of 2m|X|(Qn+1)Qn pairwise separated functions
from X to S exists, then by definition ¢ (2m|X|(@Qn + 1)@Qn, |X|) = oo and hence the claim

holds. Assume then that there is a set Fq of 2m|X|(Qn + 1)Qn pairwise separated functions
from X to S. Split it arbitrarily into m|X|(@n + 1)@n pairs. For each pair (f(!), f2)),
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there exists a point = € X strongly N-shattered by (f(V), f®). Once more, this is a direct
consequence of Lemma 8. The number of different values that a vector f(z) can take is equal
to @n+1. Thus, by the pigeonhole principle, switching the indexes in the couples of functions
if needed, for each procedure of this type, at least (m|X|(Qn + 1)Qn) / <|X| (Q"2+1)) =2m
of the resulting couples of functions are such that they all shatter the same point zo and the
triplet (zo, V) (z0) , f? (x0)) is the same. This means that there are two sub-classes of Fy
of cardinality at least 2m, call them F, and F_, and there are zo € X, (ko,lo) € {1,...,Q}’
with ko < lo, two scalars Ko and Ko _ in {—n,...,n}and ascalarbgin {-n+1,...,n — 1}
such that:

Vit € Fi, frko(@o) = Koty f4,10(T0) = = f4,k0 (%)

V- € F-, f- k(o) = Ko,—, f-1o(@0) = —f- ko (o)

Kot —bo>1

K(),_ — b() < -1

Since the members of F, are pairwise separated on X but are all equal on zg, they are
pairwise separated on X \ {z¢}. The same holds for the members of F_. Hence, by defi-
nition of the function ¢, F strongly N-shatters at least ¢ (2m,|X| — 1) triplets (s, I(s),vs)
with s C X' \ {20}, and the same holds for F_. Clearly, Fy strongly N-shatters all triplets
strongly N-shattered either by F, or by F_. Moreover, if the same triplet (s, I(s),vp) is
strongly N-shattered both by Fy and by JF_, then Fy also strongly N-shatters the triplet
({zo} Us, {(ko,l0)} U I(s),vs,), where vy is deduced from v, by adding one component cor-
responding to the point x(, component taking the value by. Indeed, F; and F_ have been
built precisely in that purpose. Suffice it to notice what follows. Let (s,I(s),vs) be a triplet
strongly N-shattered both by F, and by F_. Then, for any vector vy, = [y;] in {—1, 1}‘3|,
there exists (at least) one function f, , in F, such that

Vi € {1 .. |S|} f+7y,i1($i)($i) b > 1A f+,y,i2(;ci)($i) = _f+7y7i1($i) (wl) ify; =1
’ ’ ’ f+,y,i1(z,-)($i) - bz S —-1A er,y,iQ(z,-)(mi) = _f+,y,i1(z,-)($i) if Y; = -1

and
Trko(®0) = Do > 1A fi y10(T0) = = fr yk0(T0)

and one function f_ , in F_ such that
Vi € {1’ o |S|} , f*,y,’il(zi)(xi) - bz Z 1A f*,y,iQ(Ei)(xi) = _ff,y,z'l(wi) (xl) lf Yi = 1
Jeyin(a) @) = b S =LA f_ o) (@) = —f— yis@ (@) ify; =1

and
f ko (T0) —bo < =1 A f 5 (T0) = —f— ko (20)

Since, once more by construction, neither F; nor F_ strongly N-shatters {zo} |J s (whatever
the couple (I({zo} | s), Up) may be), it follows that t (2m|X|(Qn + 1)@Qn, |X]) > 2¢(2m, | X|—
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1) which is precisely (28).
For any integer r satisfying 1 < r < |X|, let
[=2((Qn+1)Qn)" M_o(|X| ~u)

Applying (28) iteratively and eventually (27), it appears that ¢(, |X'|) > 2". Since ¢ is clearly
nondecreasing in its first argument, and 2 (|X|(Qn + 1)@Qn)" > [, this implies

t(2(|X1(@n +1)Qn)", |X]) > 2"

We make use of this bound by considering separately the case where [log, (¢(d,|X|))]
< |X| and the case where [log, (¢(d,|X]|))] > |X|. In the first case, one can set r =
[log, (¢(d,|X]))]. We then get

" (2 (1X[(Qn + 1)Qn)1o&2(2(@IXD)] ,|X|) > ofMog>(6(d,| X )]
and consequently
" (2 (1X](Qn + 1)Qn) [oga(d(d:|XNT |X|) > 2losa(9(dIXD) = (g, | X))
which is precisely (26). If on the contrary [log, (#(d,|X|))] > |X|, then
2(|X)(Qn + 1)Qn) PG @EXNT 5 (O 1 1)¥]

Since the total number of ¢ functions from X into S is precisely (Qn + 1)|X|, there is no set
of pairwise separated functions of cardinality larger than this included in F and hence, by
definition of ¢,

¢ (2 (1X](Qn + 1)Qn) [ogy(d(d,|X )] ,|X|) -

t (2(|X|(Qn+ 1)Qn) o829 XD)] ,|X|) is consequently once more superior to ¢(d,|X|),
which completes the proof of (26) and thus concludes the proof of the lemma. [ |

5.5 First upper bound on the covering number of AZH

In order to apply the lemmas derived in this section to compute an upper bound on the
covering number appearing in the confidence interval of our uniform convergence result,
Noo,oo(7/4, AXH, 2m), we must first remember that to prove Theorem 1, we have specifically
considered e-covers of AYH included in AJH. However, Lemma 5 is not based on this
hypothesis. Fortunately, this rises no difficulty, since making use of the triangle inequality,
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it is easy to check that from any e€/2-covers of A¥H not included in A3, it is possible to
build an e-cover of A3H of equal cardinality included in A3H. For all 0 <e,n <v <1, let

Moo,oo(e,A,";”H,Qm)z max Moo,oo(C;A;/]'[:dlw,loo(sm))

Som EX2™

and
Moo oo(2, (A2H) ™ 2m) = max Moo oo(2, (A2H) ™ di_ 1 (o)

Som EX2™
Bearing in mind the specificity of the covering number considered, applying Lemma 5 to
AXH gives:

Setting € = v/8 (n = v/24) in Proposition 2 of Lemma 6, one establishes that:

Moo o0 (7/8, AZH, 2m) < Moo oo (2, (A2H) 772V 2m)

Similarly, the packing numbers of the discretized set of functions can be bounded thanks
to Lemma 9, by setting F = (ATY’H) (/2% and |X| = 2m. To make use of this lemma,
the nature of the range S, and more precisely the value of the parameter n, must first be
established. By definition, each component A’ hy, of a function A%k in A%H takes its values
in [-7v,v]. As a consequence, its 7v/24-discretization takes its values in {—24,...,24}, ie.
in a set of cardinality 49. Thus, n = 24, 2n + 1 = 49 and we get:

Moo oo (2, (A2H) 7Y [2m) < 2 (48m(24Q + 1)Q) 1oE=(¢(d:2m))] (29)

i
In the right-hand side of (29), ¢(d, 2m) = Z?Zl ™) (47 (g)) , where d is the strong Natara-

K3

jan dimension of (Afﬂ{) (r/24) Since we are interested in upperbounding the capacity mea-
sure, one can also make use of Proposition 1 in Lemma 6 to replace d with the Natarajan
dimension with margin /48 of A*#H, N-dim (A;’H, 7/48). Combining all the partial results
in this subsection thus produces the following theorem.

Theorem 3 Let H be a class of functions from a domain X into R?. For every value of
v in (0,1] and every integer value of m satisfying 2m > N-dim (A,";H,'y/48), the following
bound is true:

Noo,oo(7/4, AZH, 2m) < 2 (48m(24Q + 1)Q) 082 (¢(2m))] (30)

where d = N-dim (A*H,v/48) and ¢(d,2m) = ¥i_; (°") (47 (cég))’

2
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5.6 Standard bound on function ¢

To find an upper bound of ¢(d, |X|), we take our inspiration from the version of “Sauer’s
lemma” due to Vapnik and Chervonenkis (see for instance [69]). For all triplets (d, |X|, K)
of integers satisfying 1 < d < |X|, K > 1 let

o a0 = 3- (1¥)x

=0

ie. @ (d, |X|,47(§)) = ¢(d,|X|) +1for 1 < d < |X|. Function ® satisfies the following
recurrence formula:

Vd>1,V|X|>d, VK > 1, ®(d+1,|X|+ 1,K) = ®(d+ 1, |X|,K) + K&(d, |X|,K) (31)

We will now prove the following lemma, which extends Lemma 4.5 in [68] (see also the
appendix of Chapter 6 in [66]).

Lemma 10 For all triplet (d,|X|, K) of positive integers such that d < |X|, and K > 1, the
following bound is true:

Ke|X|>d (32)

#(d|1¥1,K) < (59

Proof First, note that the proof in the case d = |X| is trivial. Furthermore, 1.5 (K|X|)d /d!
is a lower bound of (Ke|X|/d)®. Proving this last bound is equivalent to proving that

1d15 < (Z)d

for d > 1. This can be done by recurrence. Let ug = 1.5/d! and vy = (e/d)d. The property
is obviously true for d = 1 since u; = 1.5 < v; = e. Furthermore, for all d > 1,

Vg41Ud :e< d )d

VaUd41 d+1
The sequence of general term (d/(d + 1))? is well known to be decreasing and have a limit
equal to 1/e. As a consequence, (vg+1uq)/(vqugq+1) is always greater than 1 for d > 1.
Consequently, vg/ug increases when d increases, and thus ug < v§ = ug41 < vg41. Given
the recurrence formula (31), proving (32) can also be performed by recurrence. This amounts
to proving three separate results: that (32) stands for d = 1, irrespective of the value of
|X| > 1, that it stands for |X| = d+1, irrespective of the value of d > 1, and that if it stands
for both couples (d, |X|) and (d + 1, |X]), then it also stands for the couple (d + 1, |X| +1).
The case d = 1 is trivial. Indeed,

®(1,|X|,K) =1+ K|X| < 1.5K|X|
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As for the “general case”, making use of (31) gives:

d d+1
<<I>(d,|X|,K) < 1.5%) A <<I>(d+ L|X[,K) < 15%) =

K|x|)*
K&(d,|X|,K) + &(d+1,|X|,K) < K (d+1+|X]) 1_5((d|+1|;' N

(K|x))*
15121
dd+1,|X+1,K)<K(d+1+]|X|) 5(d+1)!

Newton’s binomial expansion gives:

d+1
(1X] + 1) = Z ((d + 1)) 1x|*

k=0 k

and consequently, restricting the expansion to the terms corresponding to k = d and k =
d+1,
(X + D)™ > (d+ 1+ |x))|x)

By substitution into (33), this leads to
(X + )™
(d+1)!

which is precisely our claim. For the last part of the proof, corresponding to the case
|X| = d+ 1, we have:

®(d+1,|X| +1,K) < 15K

®(d,d+1,K) = (K +1) — K4 < (d+1)(K + 1)¢
Vde N*, 2 < ((d+1)/d)® < e. As a consequence,

Ke(d+ 1))d

2(Ke)* < ( y

It is obvious that the relation
(d+ 1)(K +1)¢ < 2(Ke)?

stands for all couple (d, K) of positive integers. By transitivity, we thus get

Ke(d+1)\*
®(d,d+1,K) < (%)
which is exactly (32) in the case |X| = d + 1 and consequently concludes the proof. [ |

Note that this proof could be derived without making use of Stirling’s approximation, and
is consequently simpler than the one from which it is inspired.
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5.7 Main theorem and discussion

To derive the main theorem relating the covering number of interest to the margin Natarajan
dimension of A3, it suffices to make use of Lemma 10 with [X| = 2m and K = 47 (?)
This implies that

Q

o(d,2m) < ® (d, 2m,47(2

)) < (47emQ(Q — 1)/d)"

and consequently
log, (¢(d,2m)) < dlog, (47emQ(Q — 1)/d)

Substituting this last expression in (30), we finally get our master theorem.

Theorem 4 Let H be a class of functions from a domain X into R?. For every value of
v in (0,1] and every integer value of m satisfying 2m > N-dim (A:;H,'y/48), the following
bound is true:

Noo,oo (7/4, AZH, 2m) < 2 (48m(24Q + 1)Q)*'082(4TemQ(Q—1)/4)] (34)

where d = N-dim (A%H,~/48).

To sum up, in this section, we have derived a bound on the covering number of interest in
terms of a scale-sensitive extension of one of the ¥-dimensions, the Natarajan dimension.
Obviously, such a generalized Sauer-Shela lemma can be derived in a similar way for other
U-dimensions, such as the graph dimension. The bound, by the way, is slightly easier to
establish in the latter case. It involves smaller constants. However, as was already pointed
out in Section 4.1, the choice of one particular variant of the VC dimension rests on the
search for an optimal compromise between two requirements that can be contradictory, the
need for a tight bound on the capacity measure in terms of the VC dimension, and the
need for a tight bound on the VC dimension itself. In [29], the computations leading to
Theorem 4 have highlighted the difficulty to upperbound the margin graph dimension in the
case of a multivariate affine model (architecture of the multi-class SVMs). In the following
section, it will appear clearly that switching to the margin Natarajan dimension makes it
possible to follow the standard pathway used to bound the fat-shattering dimension of the
perceptron (or pattern recognition SVM).
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6 Margin Natarajan Dimension of the Multi-class SVMs

Support vector machines (SVMs) are learning systems which have been introduced by Vapnik
and co-workers [10, 15] as a nonlinear extension of the maximal margin hyperplane [66].
Originally, they were designed to perform pattern recognition (compute dichotomies). In
this context, the principle on which they are based is very simple. First, the examples are
mapped into a high-dimensional Hilbert space called the feature space thanks to a nonlinear
transform, usually denoted by ®. Second, the maximal margin hyperplane is computed in
that space, to separate the two categories.

6.1 Architecture and training of the M-SVMs

The problem of performing multi-class discriminant analysis with SVMs was initially tackled
through decomposition schemes [55, 47, 68, 49, 2]. The most recent development of this
approach is presented in [4], where the authors introduce a new machine which represents a
mixture of the SVM for pattern recognition and the SVM for real-valued function estimation.
The multi-class SVMs are globally more recent. They are all obtained by combining a
multivariate affine model with the nonlinear mapping ® into the feature space [68, 72, 13,
28, 16, 17, 43, 25, 35, 42]. Formally, the family H of functions h = [hy] computed by these
machines is defined by

Vk € {1,...,Q}, hi() = (wg, ®(z)) + by (35)

As usual, the mapping ® does not appear explicitely in the computations. Thanks to the
“kernel trick”, it is replaced with the reproducing kernel function x, which computes the [y
dot product in the feature space, i.e.:

V@, 2®) € X2, 5@, 2?) = (3(M), () (36)

Hence, the “linear part” of each component of the model is a function of z belonging to
a Reproducing Kernel Hilbert Space (RKHS) (see for instance [53, 70, 71]). The kernel
satisfies Mercer’s conditions [1]. Hereafter, the feature space is denoted by Eg(x).

6.2 Upperbounding the margin Natarajan dimension of A, #H

Since all the M-SVMs proposed so far only differ in their learning algorithm and not their
architecture, their margin Natarajan dimension, or more precisely the margin Natarajan
dimension of A,H, where H is the class of functions computed by a multivariate affine
model, is the same. Hereafter, the strategy implemented to bound it from above is of the
“divide and conquer” type. It consists in deriving progressively a bound on N-dim (A, H, €)
in terms of the dimensions of simpler classes of functions. A first simplification results from
the following trivial bound:

V(v,e) : 0 <e <y <1, N-dim(A,H,e) <N-dim (AH,e¢) (37)
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Furthermore, in the computation of an upper bound on the covering number of interest, it is
possible to deal with the biases by in (35) thanks to a simple extension of a result appearing
in the conclusion of [73] (see for instance Theorem 5 in [25]). As a consequence, for the sake
of simplicity, in what follows, we only consider M-SVMs based on a multivariate linear (and
not affine) architecture. Anyway, even without making use of the aforementioned results,
this simplification is not very restrictive, especially in the case of a high/infinite-dimensional
feature space.

Lemma 11 Let H be the class of functions computed by a Q-class linear (without bias)
SVM on a domain X. Let AH be given by Definition 10. Suppose that ® (X) is included
in the ball of radius Ag(x) in Eg(xy and the vectors wy defining the hyperplanes satisfy
1/2maxi<k<i<q ||lwe — wl|||E<I,(X) < Aw. If a subset sp = {z;}, (1 <i<m), of X is N-
shattered with margin € by AH, then there exists a subset s., of s, of cardinality m' at
(1)

least equal to [%-‘ such that for every partition of s, into two subsets s,; and sfj?, the
following bound holds true:
[—@?)w ‘
) — ; >
> B(@i)— Y B(w) >y (38)

1) @) w

i T;ESs
z,Esm, i€ m!

Egx)

Proof Suppose that s,, = {z;}, (1 <i<m), is a subset of X N-shattered with margin
€ by AH. Let (I(sm),vs) witness this shattering. According to the pigeonhole principle,
there is at least one couple of indexes (k,l) with 1 < k < I < @ such that there are at

least m' = [ZZ—“;-‘ points in s, for which the couple (i1(z;),2(z;)) is (k,l). For the sake of
2

simplicity, the points in s, are reordered in such a way that the m/' first of them exhibit this
property. The corresponding subset of s, is denoted s;,/. This means that for all vector v,
in {—1,1}", there is a function h, in H characterized by the vectors wy,, (1 < n < Q),
such that, for all ¢ in {1,...,m'}:

if y; =1 then (Ahy,k(x,) —b;>eA Ah%l(xi) = —Ah%k(iﬂi))
if y; = —1 then (Ahy,k(x,) —b; < —-€eA Ahy,l(ﬂ?i) = —Ahy,k(flfi))

But Ahy i (x;) = —Ahy i (2;) implies that hy () = max, hy ,(z) and by (2) = max,2; by n(2)
or the contrary, and by way of consequence, Ahy (z;) = 1/2(wy r — Wy, B(x;)) and Ahy () =
1/2(wy,; — wy,k, ®(x;)). Note that this step of the proof does not hold anymore if one uses
the A* operator in place of the A operator. This is the reason why it is specifically the A
operator which appears in the hypotheses of Lemma 11 and, by way of consequence, the
hypotheses of the final bound on the margin Natarajan dimension (see Theorem 5 below).
Thus, for all ¢ in {1,...,m'},

if Yy =1 then 1/2(wy,k — Wy 1, ’~I>(.’EZ)> —b;>e€
if y; = —1 then 1/2(wy,l — Wy, <I>(SC,)) +b; > €
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Consider now any partition of s,/ into to subsets s(l? and 5(2) Consider any vector vy in

{—1,1}" such that y; = 1 if z; € sgn? and y; = —1if z; € s( ). We have thus:
1/2(wy k. — wy 1, Z ®(x;)) — Z bi +1/2{wy,1 — wy,r, Z ®(zi)) + Z bi > |sm|€

LEs(l,) zzesu} wles@; wles(Zf
which simplifies into

12wy —wys, > ®(@)— Y @) — D bi+ D bi>|smle

(1) (2) (1) (2)

ZTiES ! TiES ! TiES ! TiES oy
Conversely, consider any vector vy such that y; = —1if 2; € ssn? and y; =1if x; € 3(2). We
have:
1 2wys —wyk, >, B@)— Y @)+ D bi— D bi>|sme
mEs( ,) wles( 2 wles( 2 wze.s( ,)

As a consequence, if ZwEs(l) b; — Z$_€s(z) b; > 0, there is a function h, in H such that

m
12wy, —wys, Y B(z)— > B(x) > ’V@-‘ € (39)
z; 63(1) z; 65(22 2
whereas if Zz‘-Es(l) b; — Zz-ES(Z) b; < 0, there is another function h, in A such that
m
2wy — w3 Ba) = 3 B > {@w ‘ (40)
Ti Es(la wi€s(22 2

Finally, applying the Cauchy-Schwartz inequality to both (39) and (40), it springs that
whatever the sign of 3° o) b =3 _ e b; s,

% ||’U)k _ wl||E<1>(x) Z <I>(:c,) — Z ‘I)(-'Ez) Z ’V%-‘ €

1) 2

zi€s, ) z;€s,

Egx)

from which (38) directly springs, as a consequence of the constraint on ||wy — wil|Eyx,- W

Lemma 12 (Lemma 4.3 in [8]) For all subset s, = {z;}, (1 <i<m), of X such that
maxy;es,, |2(2i)||Eyxy < Ad(s,), Sm can be split into two non overlapping subsets sm, 4
and sm,— satisfying

Yo @) - Y, B(w) < VmAas,,) (41)

Ti€Sm,+ TiE8m,— Eas(x)
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The following theorem is a direct consequence of Lemma 11 and Lemma 12.

Theorem 5 Let H be the class of functions computed by a Q-class linear (without bias)
SVM on a domain X. Let AH be given by Definition 10. Suppose that ® (X) is included
in the ball of radius Ag(x) in Eg(xy and the vectors wy defining the hyperplanes satisfy
1/2maxi<k<i<q ||we — wl||E<I,(X) < Ay. Then, for any positive real value €, the following
bound holds true:

N-dim (AH, €) < (2) (M> i (42)

€
Proof Let s, be a subset of X of cardinality m N-shattered with margin € by AH.
According to Lemma 11, there is at least a subset s, of s, of cardinality m' = %-‘
2
satisfying (38) for all its partitions into two subsets sﬁ,ﬁ? and sg? Since, according to
Lemma, 12, there is at least one of these partitions for which (41) holds true,

&

m
<l 7ov |Aes,,
Aw { (%) w

ms (§) () < (5) ()
2 € 2 €

which concludes the proof. [ |

and thus

Note that in the bi-class case, using the notations of Subsection 4.3, (42) becomes
_ AypA 2
Pdim () < (M)
€

with is precisely the bound provided by Theorem 4.6 in [8] (see also Remark 1 in [31]). This
bound is the tightest bound on the fat-shattering dimension of a linear classifier currently
available.
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7 Guaranteed Risk and Implementation of the SRM In-
ductive Principle

So far, the results of this report have involved two distinct margin operators, A and A*.
Theorem 1, the basic uniform convergence result on which all this study is based, holds true
for both of them. However, we pointed out in Subsection 5.3 the reason why Theorem 4,
the generalized Sauer-Shela lemma, only stands for A*. On the contrary, we have seen in
Subsection 6.2 that the proof of Theorem 5, the bound on the margin Natarajan dimension,
was making use of a specific property of A. These observations highlight the qualities and
shortcomings of Definition 10 and Definition 3. Loosely speaking, the advantage of A over
A* rests in the fact that it keeps available the index of the second highest output. The
drawback springs from the fact that too much “useless” information is kept (namely the
differences between the lowest outputs and the highest one), which introduces some “noise”
in the computations. Now, it is difficult to imagine a way to bound the margin Natarajan
dimension of A*H, where H is a multivariate linear model, as a function of the constraints
on the vectors wy. This is due to the fact that A*h; cannot easily be expressed in terms of
the vectors wy, (just notice that it does not necessarily involve vector w;). On the contrary,
one could expect that the choice of an appropriate pseudo-metric could reestablish the
connection between separation and shattering capacity, for the functions of the form Ah.
This should provide us with a bound similar to (26), and, by way of consequence, with a
generalization of the Sauer-Shela lemma applying to the classes AH. Such a result, which
would complete our theoretical framework, could also prove interesting in its own right.

7.1 On the theoretical grounding of the M-SVMs of the literature

Theorem 5 highlights the fact that the functional maxj<;||wr — wy||?, or alternatively
E?« [lwg — wi||?, plays for M-SVMs a role similar to the one played by ||w||? for the stan-
dard binary SVM. This is satisfactory indeed, since both functions are convex. Their use as
control term in the objective function of the training procedure, as was done in [28, 25], is
thus once more justified. In [72, 68, 17, 43], the functional selected to perform the capacity
control is slightly different, since it is Eszl |lwg||?, whereas in [13], the authors used instead
E?« lwe — wi]]? + Zgzl |lwg]|?. Can the theorems derived here justify these choices as
well ? This is the case indeed. For instance, it was proved in [25] (see also [35]) that the
machines introduced in [72, 68, 13, 28], in spite of their different formulations, are utterly
equivalent, since they all generate the same optimal solution, provided that the value of their
soft margin parameter C' is selected appropriately. Furthermore, variants of Theorem 5 can
easily be derived, to fit more precisely a given training algorithm (penalty term). We have
thus here the basis to endow all the M-SVMs published so far with a well founded theoretical
justification, which should make it possible to compare their performance on a sound basis.
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8 Conclusions and Future Work

This paper has introduced a new uniform convergence result for the empirical risk of large
margin multi-category discriminant models. The measure of capacity it involves, a cover-
ing number, can be bounded in terms of different scale-sensitive ¥-dimensions, thanks to
generalized Sauer-Shela lemmas. It is thus possible to choose the most appropriate of these
extended notions of VC dimensions as a function of the model of interest. In the case of
the multi-class SVMs, we have found the margin Natarajan dimension to be the easiest to
bound from above. This study thus paves the way for new strides in our attempt to endow
all the training algorithms (objective functions) proposed so far for these machines with a
unifying theory.

Indeed, the main contribution of this study is a new characterization of the variation of
the capacity of a multivariate affine model as a function of the constraints on its parameters.
In that sense, it completes previous works on the same subject [25], which had followed
another path, namely the computation of a bound on the entropy numbers of a linear
operator [73, 30]. However, sharper bounds should obviously result from using concentration
inequalities derived in the framework of the empirical process theory [60, 61, 41, 45]. This
makes it possible, for instance, to work with data dependent capacity measures such as the
empirical VC entropy. In this field, the most promising studies are probably those reported
in [11, 12]. The latest developments on the analysis of the learning rate of an empirical risk
minimizer can be found in [62, 46] (see also [57] for the specific case of pattern recognition
SVMs). More generally, the study of model selection based on penalized empirical loss
minimization, as presented for instance in [7], should also prove particularly fruitful. In
parallel with the derivation of a generalized Sauer-Shela lemma devoted to AH, the extension
of these works to the case we are interested in, and the subsequent comparisons, are the
subject of an ongoing work.
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