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Simulation physique interactive asynchrone

Résumé : Ce document introduit une architecture multi-agents pour la simulation physique
temps-réél. Contrairement aux simulateurs physiques classiques, aucune ligne de temps par-
tagée n’est imposée aux objets simulés. Chaque objet simulé est un agent autonome capable
de déterminer son état et de modifier son comportement en interrogeant son environnement.
Des méthodes de décisions sont proposées pour permettre aux objets d’adapter localement
leur temps de calcul afin de maintenir une synchronisation globale. Des résultats et mesures
sont présentés, notamment concernant la gestion du temps et la synchronisation de la si-
mulation par rapport aux méthodes de simulation classiques. Des exemples soulignant les
avantages pratiques de notre architecture sont donnés.

Mots-clés : simulation physique interactive, agents autonomes, architecture de simulation,
synchronisation lache.
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1 Introduction

In modern physical simulations, objects tend to become more and more complex, either
saw from the type of geometry they can handle (e.g. cloth [VTJT96, CYMTT92, BFA(2],
human organs [DDCBO01], etc...), or their numerical flexibility (e.g. adaptive simulations
[GKS02, CGC'02]). Adaptive objects appear to be very appealing due to their potential
ability to change their behavior in order to match some constraints (limited system resources,
precision. . . ). However, current simulators are often built for a specific kind of modelling and
can hardly handle adaptive or multi-resolution objects. Indeed, building some sophisticated
simulation where many objects co-exist, each of them having its own schemes of resolution,
is for now pure imagination. We think the main reason of this is the fact that sophisticated
simulation often requires ad-hoc context. For example, some mechanical multi-resolution
framework results [CGC*02| mention that for the simulation to be adaptive, and real-time
to be kept, then implicit differential equation resolution [Cas75] can be used, along with
adaptive time-step. This argument is correct, but demands that, if such objects would be
integrated along with other objects in a larger simulation, the other objects can handle
adaptive time-step too, and are simulated using implicit integration, which is not always
natural for very simple simulations. Hence, a simulation involving many objects, among
which such adaptive objects, demands specific development and algorithm, even for very
simple objects: such a constraint is not natural, and should be able to be overcome.

These past years, within the software development community, Agent-based systems have
known a growing success [Wo002]. Such a technique already benefits from extensive success
on many Virtual Reality applications [HEV02, Tha00, NNIT03]. Agent based architectures
allow for complete encapsulation of treatments and decisions of any kind. Such an approach
already gives to virtual humans powerful features, easily providing systems of connection
and communication between virtual entities, by providing models for trades, co-actions and
collaborations. It nevertheless remains a new research field, and a lot remains to be done be-
fore such entity communication can be fully modelled. In particular, the physical simulation
field has only been, to our knowledge, poorly studied so far. If such simulation could take
advantage of multi-agent based architecture, then all the benefits of agents systems could
be included within physical simulators, including the example mentioned, i.e. co-existence
on the same simulation of simple objects, and multi-resolution ones.

This paper studies the application of multi-agent principles to physical simulation, and
addresses the issues involved. In our model, each simulated object can handle motion reso-
lution, collision detection and control of geometric and mechanical models. Such an object
may be easily integrated in a simulation as most of computation is done by the object itself
and not by another process. Using this approach, different models may coexist in the same
simulation. Because of the autonomy of agents, the simulation is non-synchronous, and no
global discrete timeline is any longer available, which is in our opinion the first required
step for handling motion adaptivity in complex simulations. Consistency of the simulation
is obviously the main question about such a structure: this paper pays special attention to
tests and measures regarding simulation synchronization (i.e studies the question to know
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if objects, following our scheduling technique, make the simulation consistent, even if no
strong synchronization is globally imposed).

The remainder of the paper is organized as follow : section 2 presents some related works
on physical simulation, section 3 overviews our framework. Section 4 copes with collision
detection for autonomous objects, section 5 deals with autonomous agents. In section 6, tests
and results are exposed: measures are provided that show the plausibility of simulation, and
few interesting applications are outlined, in order to demonstrate all the potential advantages
such a framework provides.

2 Related works

Simulations are usually non-dynamic frameworks: as long as it is intended to develop some
complex interaction involving several simulated objects, the physical bodies have common
behaviour rules, the integration step is usually the same for every physical body, collision
detection uses a common model, etc. .. Moreover some stages of the simulation loop are, in
most architectures, centralized. Thus traditionnal simulation framework cannot be applied
with our simulated objects. However the following works propose a more open simulation
framework.

In [Mir00], each physical body is a process which receives events for collisions or persistent
contacts. Processes have also non synchronized local clock that measures Local Virtual time.
The synchronization protocol is optimistic and was proved to be correct: the events have a
timestamp and when a body receives an event, the body is integrated to the timestamp of
the event and then the event is processed. Yet, a simulated object A may be rolled back to a
previous state if it received events whose timestamp is prior to the body local virtual time.
Other objects that are interacting with A received events to let them know they have to
roll-back. Due to the roll-back mechanism, this may not be used for interactive simulation.

OpenMASK [Mar01] is a synchronous distributed simulation in which animated objects
can work at different frequencies. The approach is mainly parallel: a centralized scheduler
computes the simulation frequency, keeps synchronization between the objects and schedules
tasks on all hosts. Such a framework is also not fully designed for physical simulation.

The BREVE system [Kle02] provides multi-agent framework for non-centralized systems,
possibly handling physical simulation. In the breve system, the collision process involves
global, classically centralized process: possible collision entails event production, hence pro-
viding immediate treatment of the response. This closely relates to classical, centralized,
simulation. By comparison, we tried to relax such a condition, by providing each agent
the possibility to decide of its own simulation rythm, and define logical adaptation rules,
included to each agent.

Chenney [Che99] proposed an event-based simulation on rigid bodies, in order to combine
both the need for simulation consistency, and the need to compute only needed simulations.
Such is only applicable to rigid bodies, as deformable bodies usually demand more inte-
gration computation for plausible simulation. In addition to that, the work presented in
this paper, by contrast, tries to separate simulation time from actually detected collision
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time. Simulation frequencies are changed by the agents themselves, according to respective
delay of simulation between agents, instead of using event-based programmation, that would
super-impose computation frequencies to agents.

Some other works study problems related to the issue we address here. [BW97] discusses
the possibility, for heterogenous simulation systems, to collaborate in order to achieve one
global simulation. Constraints handling between systems are discussed. Our approach goes
one step beyond this work, by setting each objet (not sets of objects of the same simulation
kind) as an autonomous simulation, without any global discrete time-line superimposed to
objects (by comparison [BW97] provides a common discrete time-line for all the simulations).

3 Technique overview

Our framework may be seen as a multi-agent system: each dynamic object is an agent
that, given some internal data, computes its next state. In classical simulation, forces and
torques are computed, then the motion is resolved, using some integration numerical tool, to
provide new state of the system: spatial position and orientation. Communication between
entities are restricted to collisions and constraints as they can change the motion of an entity
(because they create new forces and torques). In the case of rigid bodies [Mir00], only a
force and a torque is required. However for deformable bodies, many forces may be created
due to collisions.

To ensure correctness of interactions and realism of simulation (further called simulation
consistency), bodies must be at somewhat the same simulation time. Indeed a collision
detected between 2 bodies A and B, which are too distant in the simulation timeline, is
non-sense. Explicit synchronization is often used to grant simulation consistency: after each
dynamic object has done its iteration, data are collected by another process to compute
forces due to interactions and so on, this leads to synchronous simulation. However explicit
synchronization does not fit with the independency of the multi-agent system paradigm.
Such an independency has two main consequences:

o First, the collision detection framework should be designed to work with autonomous
objects. Actually most of existing architectures involve a global treatment, which does
not go in the direction of object independence.

e Second, one needs to make sure the simulation remains consistent, even when the syn-
chronization is relaxed, and no strong synchronization is superimposed to objects: ev-
ery simulated object should be more or less at the same simulation time. Autonomous
agents take into account some information about the environment to give consistency
to the simulation. They can dynamically decide to increase / decrease their simulation
or modify their resolution scheme whether they are to slow or not.

In the following sections we detail these two issues in detail. In section 4, we present a
collision detection framework that insure autonomy of the objects and in section 5 the global
framework is exposed explaining how the simulation works and how it remains consistent.
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4 Collision detection aspects

Our collision detection and treatment to collisions should insure, as much as possible, the
autonomy of simulated objects. It means that a simulated body has to detect its collisions
with other bodies and has to adapt its dynamics accordingly. Moreover, the collision and
treatment process should be effective so as to work in an interactive simulation.

Given two colliding objects and an estimation of their intersection, penalty forces is a
simple way to separate the objects: a force in proportion with the intersection estimation is
computed according to the spring-damper model. The estimation of intersection may be the
penetration depth which is the shortest vector that bring two colliding objects in touching
contact.

Therefore, our goal is to propose a framework which detects collisions, computes penetra-
tion depth when collisions are detected and both of these stages should be done by simulated
objects.

4.1 Rigid convex polyhedra

Lots of works have been produced on collision detection for rigid convex polyhedra (see
[LG98, JTTO1] for surveys). Algorithms based on the GJK [GJK88] are among the fastest
and most robust algorithms. ISA-GJK [Ber98]is an incremental algorithm designed for con-
vex polyhedra that quickly determine if two polyhedra are colliding or not (boolean answer).
The computation of force response has, so far, been a bit less studied to our knowledge. Yet,
the use of penetration depth for force response evaluation has so far proved to be quite a
good compromise [KOLMO02, KLMO02]. We choose to use the Expanding Polytope Algorithm
[Ber01], also based on the GJK, that uses ISA-GJK as a start point to get the penetration
depth between two polyhedra.

These two stages can be done for autonomous objects: knowing the position of all the
polyhedra in the scene, an object can check the collision and compute penetration depth
if necessary. Moreover using two GJK-algorithms is no concurrence: initialization of the
Ezpanding Polytope Algorithm is done by the last iteration of ISA-GJK, reducing the total
computation time.

4.2 Deformable Objects

Collision resolution is far more expensive for deformable models, thus most frameworks use
approximate methods to estimate penetration depth. Many recent works are available on
deformable models [LMO01], but using spheres for collision on deformable bodies is inter-
esting [DJK97] because computing the penetration depth between two colliding spheres or
between a sphere and a polyhedron is simple: for two colliding spheres, the penetration
depth is 71 + 7o — d where r; are the radius and d the distance between the radii of the
two spheres. Moreover, the Expanding Polytope Algorithm allows to determine penetration
depth between a sphere colliding a polyhedron. Spheres clearly have the drawback to allow
only for poor collision precision, especially regarding deformable objects such as those used
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in section 6 (i.e. tissue): yet, they provide very fast collision tests, and can be adapted at
will for precision increase [GNRZ02].

The main issue is to handle collisions between a high number of colliding spheres: consider
a single sphere A that potentially collides a deformable object B (where B is composed of
hundreds of spheres). It is obviously time-consuming to check collisions between A and each
sphere that composes B, whereas most of spheres of B are far from A.

To accelerate the collision process, an internal voxel grid is built [DJK97] (figure 1). Each
rectangular voxel contains spheres from the decomposition. So to test collision between A
and B, A is placed in the voxel grid and collision are computed between A and the spheres
that belong to the voxels in which A takes place (darkened voxels). Thus only spheres that
are close to A need collision detection (blackened spheres).

Figure 1: Internal voxel grid for deformable objects : deformable object B is in collision
with the sphere A. Collisions are computed only between A and the blackened spheres.

4.3 Common pipeline

It is time-consuming for an object to know the position and to check the collision of all the
other objects. Thus we build a pipeline [Zac01] for collision detection, in order to diminish its
cost. We divided the scene space into regular zones in which a zone agent is defined. Agents
get bounding volumes of every object in the zone and apply Sweep And Prune algorithm
[CLMP95] to quickly determine potential colliding pairs. When a potential collision is
found, the agent informs both objects that are concerned and then they send their position
to each other and then apply the final stage (ISA-GJK and Ezpanding Polytope Algorithm
for polyhedra, or algorithm based on sphere decomposition for deformable models, using
voxel grid optimization mentionned above). We choose to use k-DOP [Zac98, KHM 98]
as bounding volumes : they are a good approximation for most objects and are easy to
construct and to update due to GJK.
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Zone Agent A
3. 3.
1.

1
4
Simulated Object | m Simulated Object J |

5.

Figure 2: Example of two colliding polyhedra (I and J) in the zone A.

To make things clearer, consider figure 2. First each polyhedron send its k-DOP to a
zone agent (arrows 1). Then the zone agent finds potential colliding pairs (arrow 2) and
informs each polyhedron of its potential collisions (arrows 3). As I and J may probably
collide, J sends its position to I (arrow 4). I detects a collision with J,then computes the
penetration depth and sends it to J (arrow 5).

All of these added stages reduce the computational cost of collision detection in or-
der to use it in interactive simulations. Moreover most of computations (especially costly
computations) are done by the simulated objects, insuring autonomy for the agents.

4.4 Discussion

The collision approach presented in this section aimed at providing simulated agents with
collision process that would be as "agent-like" as possible. In that way, we tried to minimize
the global processing part of the collision detection, and optimize the collision pipeline. It
is to note that, clearly, such an approach has the main properties:

e First, classical collision problems of multiple contacts between rigid objects are not
addressed by our approach, as they are out of the scope of the problem addressed in
this article. About this problem, the approach presented here does not bring anything
new on this, as it is based on existing results about geometrical collision detection.
Techniques like global optimizations [MS01], especially the question to know is such
approaches could be linked to agent-based techniques for simulation, are indeed inter-
esting, but are far beyond the scope of this paper.

e We use penalty method for force response calculus: as a result, we do not try to handle
exact contact between objects: this presents the immediate drawback that simulated
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objects can potentially geometrically intersect each other during the simulation, but
also has the advantage that the relaxed synchronization of the simulation can actually
be done.

Finally, it should also be noted that the notion of zone agent mentioned in this section
does not refer to the same type of agent than in the other sections of this article: we
named this likewise in order to remain within the same terminology. Yet, they can be
seen as practical ways, or available tools for animated agents, for easily finding the objects
potentially colliding them. Zone agents are not scheduled (see section 5), like other agents
composing the framework.

5 Non-synchronous simulation time handling

As explained in section 3, our framework is an agent-like system that needs consistency to
make the global simulation realistic. Consistency cannot be achieved with explicit synchro-
nization within our context. Instead of imposing constraints to agents, we choose to control
the behavior of an agent by defining local decision rules, that let each agent acts on its sim-
ulation. In order to produce efficient, and reactive enough system, we chose to built our own
scheduler that coordinates tasks (dynamic objects). This scheduler (that is build in a quite
classical manner) insures autonomy of agents: when an agent is provided with execution
time, the agent animation loop iteration is called, and such a call is not interrupted until
the function call terminates. Within this call, each agent has the ability first to calculate
its next simulation state, but also to send to the scheduler its priority change wish.

5.1 The scheduler

Our scheduler is a priority based, FIFO scheduler that schedules tasks (i.e. autonomous
agents) based on their priorities. A set of N + 1 integer priorities is defined within the simu-
lation: each agent a is assigned some initial priority p(a) € {0,1,---, N} (high priority value
corresponds, in our notation, to intensive computation objects). The way our scheduler
works is close from classical system scheduler: a queue @); is associated with each priority
i, a task a is included in queue Q,(,). Each time an agent is activated, it can dynamically
change its priority level, in which case it is then queued in its new priority queue (see section
5.2.1 for details). One additional array, S, stores objects that temporarily dropped off and
do not need system resources for a moment (see section 5.2.2 for details about this). Each
queue Q;, i € {0,---, N} is associated with an execution integer n;, that can never ex-
ceed some pre-defined value max__exec: the n; are used to control the execution frequency,
and avoid execution starving problems. In pseudo-code description, the scheduler algorithm
could be described as follows:

zmt(S, QO; Y QN)a
prioCurrent=N;
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do forever:
NprioCurrent = MNprioCurrent + 1;
if (Npriocurrent==max_exec) then
NprioCurrent = 05
prioCurrent = (prioCurrent — 1)mod(N + 1);
else
a=getQueueHead (QprioCurrent);
callAnimationStep(a);
queue(a’7 Qp(a));
prioCurrent = N;

It is important to understand that callAnimationStep on agent a can change its priority,
according to rules defined in section 5.2.1, and hence, that the queue storage might not store
agent a in the queue it was initially inside. The queue function can either store agent a in
its new treatment queue, or store it in array S if necessary (see section 5.2.2). The proposed
scheduling algorithm, simple to implement, ensures that agent of priority k are statistically
activated for animation max_exec times more often than agents of priority £k — 1: as a
result, frequency call, as a function of priority, is an exponential rule.

Tasks stored in S are stored along with a requested wake-up time: S is constantly sorted
according to this wake-up time, in order to keep efficient treatment. Agents are woken
up using event propagation are reinserted in ad-hoc priority queue when requested. Each
autonomous agent may completely stop its simulation for a period of time with this queue:
yet, an agent never stops taking decisions such as priority change, or sleep time duration
modification. This ensures that no artificial, non-recoverable decay would be inserted within
simulation, without knowledge of the concerned agents.

This scheduler is designed so that a consistent simulation can only be achieved with the
cooperation of every agent, so the main thing for the agent is that all the dynamic objects
controlled by the agents should be at the same simulation time (this is the consistency
criterion for the global simulation): each agent has, apart from the task to achieve its own
simulation, to dynamically adapt its computation intensity to the global simulation speed.
The following subsection describes the proposed technique.

5.2 Simulation control

All the control is given to agents themselves about their simulation. As explained above, the
scheduler allows each agent to change the way it is computed, through two means: priority
handling and sleep. In order to grant simulation consistency, efficient decision schemes
within agents are needed on these two aspects, for defining the behavior of an agent. For
such a purpose, an agent obviously needs to get information about its environment. As a
result, the callAnimationStep function, used in the above algorithm, also transmits some
information to agent a: the simulation time of the fastest agent and the simulation time of
the slowest one. It is important to note that, as no common discrete time-line is imposed to
objects, the only common time-line is the continuous simulation time. Depending on what
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we will call from now on the current simulation time window, rules are used by agents for
priority change decision, or, in case of important decay, sleep for a given simulation duration.

5.2.1 Priority modification

The algorithm used for priority modification is very simple: when an agent is on minimal
(respectively maximal) time simulation (given by the scheduler at activation), agent priority
is increased by 1 (respectively decreased by 1), for next activation, taken into account by the
scheduler according to algorithm describe in section 5.1. By dynamically changing priorities,
the gap between the fastest agent and the slowest one tends to decrease. As every agent acts
in the same manner, agents tend to converge to the same simulation "speed" (on the simu-
lation time-line). In order to make the system flexible, little delay between the simulation
time of the fastest agent and the slowest one is permitted. Actually, temporal simulation
coherency has among other consequences that, when simulation time distance between two
objects interacting together is small, then the introduced errors, in comparison to classical,
synchronized simulation, are negligible, provided that movements are of reasonable magni-
tude. Agents do not modify their priorities unless the delay between the extremal agents is
greater than a pre-set threshold: this way, priorities changes are only achieved when needed.

5.2.2 Simulation sleep

Another way for an agent to control its simulation is to interrupt simulation computation
for a while, by asking the scheduler to be called back only after a given amount of time.
The idea is to dynamically evaluate how much CPU time a simulated object needs. The
principle of this scheme is actually pretty simple: evaluation of simulation speed, simply
by comparing evolution of simulation time, related to simulation window (i.e. maximal
and minimal simulation time for all agents), easily provides some evaluation factor of CPU
consumption accuracy for the considered agent, relatively to others. Once an object has
evaluated the computation time it needs and placed it in regard to other simulated objects,
it can interrupt itself after an iteration (and ask the scheduler not to be called before some
given simulation time), allowing the other objects to do their own iteration. Then when it
resumes, all objects are supposedly at the same simulation time, which ensures consistency
of the global simulation.

modifyBehavior (curTime,minTime,maxTime)
midTime=(maxTime+minTime) /2
delta=(midTime-locTime) /(maxTime-minTime)
ratio=ratio+cl*delta
wake=curTime+lastCompTime*(1-ratio) /ratio

ratio is the fraction of CPU time the object is ideally consuming. Computation time

of an object is bound to be irregular throughout time, because of collision computation,
or numerical integration (implicit integration requires sometimes several iterations). Ac-
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cording to the new ratio, it delays its next simulation call, allowing other objects to do
their simulation: In the above algorithm description, curTime represents the time (con-
tinuous simulation time) when the scheduler calls the function modifiyBehavior, wake is
the estimated time when the object will wake up and locT'ime, minTime, mazTime are
respectively the local simulation time, the minimal simulation time, the maximal simulation
time. The modification of ratio is based on a value delta and a constant cl. The delta is
a signed value included in [—1/2,1/2] which represents the distance between an extremal
simulation time and the center of the simulation window. The closer locT'ime is to the
middle simulation time, the closer will be delta to 0, which will lead to a slight modification
of ratio. Conversely, if locTime is close to mazTime (resp. minTime) then delta will be
close to —1/2 (resp. 1/2), which will create an important decrease (resp. increase) of ratio.

In other words, simulation interruption artificially delays computation of some objects.
It can work in combination with, or independently from priority modification, in order to
bring consistency to the simulation. When combined with priority modification functionality,
simulation interruption adds another mean for simulated objects to control their behavior
(for example by trying to respect some pre-set simulation frequency).

5.3 Comparison to centralized simulation system

Apart from the question to know if objects can actually remain, under some given tolerance,
all together at the same simulation time, the most sensible question is the cost overhead
point: actually, the scheduling task does not appear in some classical simulation architecture,
and potentially demands additional computation time, while classical simulation is already
quite computationally expensive. The task switching cost can be ignored in our test platform,
as it reduces to simple function call (no multi-thread or multi-process structure is used).
Looking at the scheduling algorithm, one can see that no complex computation is involved,
and the computation overhead is only O(1) per simulated agent.

Another point is that our approach has the important advantage that it can quite easily
take advantage of multiple-CPU architecture, without specific additional efforts. As all
memory writings are only achieved by the agent the data belong to, the potential concurrent
access on data would be read-only, and the management of such access could be reduced
to its most simple expression. By comparison, classical simulation, in order to provide the
same properties, would need to get to more classical parallel numerical algorithms, which
would demand a full re-writing of the resolution kernel.

6 Tests and applications

First, we present some tests aiming at measuring the efficiency of our framework : especially
tests measuring the consistency of the simulation, i.e. the simulation time possible decay
between objects. Then, as our agent-like framework offers the possibility to mix simulated
objects of different kind, we describe practical examples that illustrate the potential benefits
physical simulation can take from agent-based approaches.

INRIA
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6.1 Framework Validation

Framework validation, and/or comparison to classical, synchronous simulation, is indeed
a difficult question. The tests we achieved try to show that in some "simple" case, our
framework behaves in the same manner a classical global simulation would do. To test our
framework, we have run simulations on Intel PIV 2.6 Ghz with 512 MB Ram. The test scene
is composed of about ten non-deformable spheres falling on a plane. The integration step is
constant, and set to 1 millisecond, using explicit Euler integration. Each simulated object
has, at the beginning of the simulation, a random priority.

The main thing in our framework is to insure simulation consistency: this is linked to
the delay between the fastest object and the slowest one. In our test scene, we measured
the delay between the maximal simulation time (fastest object) and the minimal simulation
time (slowest object). Figure 3 exposes the results. 10 000 instant measures where taken
during simulation and all delays were lower than 16 msec. About 10% of the samples are
below 6 msec, and most samples are between 8 msec and 11 msec which is confirmed by the
average delay : 8,5 ms.

2000

1800 —

1600 - —

1400 - 4

1200 | B

1000 [ 1

Number of samples

800 —

600 —

400 |- 4

200 B

0 L L L L L
12 14 16

6 8 10
Size of the simulation time window (in msec)

Figure 3: Repartition of delays between the maximal and minimal simulation time.

The average simulation time delay is about 8 milliseconds when we consider simulated
objects whose integration step is 1 millisecond. Thus for the objects with extremal simulation
time, the delay is about 8 simulation iteration. Because of temporal coherency that is, most
of the time, available in interactive simulations, we can consider that the delay is small
enough for providing a realistic simulation. Moreover, as we only record the delay between
the fastest object and the slowest one, we assume that the delays between common objects
(e.g. apart from the two extremal objects) are smaller.

Another possible test is to monitor the priority evolution during a simulation. We con-
sider the same test application as previous, where the initial priority is randomly set for
each simulated object. As all the objects are of the same nature, they should have more or
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less the same computation time, and one would expect them to tend to the same priority.
We snapshot objects priority at regular temporal step and put the results on figure 4. The
curves have been smoothed for clarity, which leads to non-integer priorities. Actually, all the
objects priority tend to converge to the same value, which matches the intuitive behavior
one would expect from each autonomous agent.

5

Priority

i . . . . . .
0 200 400 600 800 1000 1200 1400
Samples

Figure 4: Priority evolution for 5 simulated objects (curves are smoothed for better read-
ability, which creates non-integer priorities).

6.2 Sample applications

Apart from framework validation, it is natural to expect from agent-like framework to pro-
vide the same result as classical simulation frameworks, but also to propose extensions to it,
in regard of simulation possibilities. We first present two example applications, that show
that non-synchronous framework provides the same kind of functionalities than classical
ones: first, complex simulation on rigid, convex bodies, and second, interaction on de-
formable model. We also provide here examples that show agent-based structure flexibility
and advantages: first, simulation involving different integration schemes for objects (without
loss of generality, mix between explicit and implicit numerical integration is provided as an
example). Second, we provide example of complex interaction on several deformable mod-
els, where advantage is taken of implicit integration numerical stability in order to adapt
time-step of each deformable model, depending on its interaction context.

6.2.1 Rigid convex objects simulation

The simplest application of our framework is rigid body simulation: no complex numerical
integration is needed nor collision computation (our objects are spheres). Figure 5 exposes
hundreds of rigid spheres falling on fixed bricks.
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Figure 5: Falling spheres on fixed bricks.

6.2.2 Interaction on deformable objects

This example (figure 6) combines a rigid object and a deformable one. A deformable cloth
is hanged by its four corners and a solid sphere, manipulated by the user, interacts with the
cloth.

o

2

Figure 6: A Solid sphere interacting with a deformable cloth.
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6.2.3 Heterogeneous integration

Because of the agent-based structure, no condition on the used integration numerical tech-
nique is super-imposed. It is actually straightforward, using the framework presented here,
to combine objects with explicit integration (which is known to provide non robust, yet very
fast, integration that can provide satisfying results on simple PDE) and objects with im-
plicit integration (more robust, but more complex integration process), which allows to take
benefits of both schemes. Figure 7 includes rigid spheres which use Euler explicit integra-
tion (for rapidity) and a deformable cloth which uses Euler implicit integration (for stability
and precision). Thus computation time is not wasted to compute the movement of rigid
spheres (as explicit integration is not too time-consuming). A companion video illustrates
such property: a set of spheres (that all use simple explicit integration scheme) fall under
the action of gravity within a tissue (that uses implicit integration, for better realism and
stability). These spheres are then interactively manipulated by user, using some interaction
sphere.

Figure 7: Example of heterogeneous simulation mixing explicit (on tissue) and implicit
integration (on rigid spheres).

6.2.4 Adaptive time-step

As our framework provides consistency and important freedom for simulated objects design,
one can control the simulation more precisely. When an object is close to stability (e.g.
its movement does not change significantly), it can reduce its computation time: a possible
way to achieve this is to modify the integration step dynamically. Some works [BW9§]
introduce adaptive integration step for implicit integration to meet some stability criteria.
The method we used is the following: when the percentage of movement (i.e. euclidean
distance between two consecutive state vectors for the considered object) for an object is
below a fixed threshold for some time, this means that the object is close to stability. As
a result, integration step may be increased, in order to save computation time (or possibly,
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simulation may even be stopped). Conversely, interaction on the object, or collision with
some other object entails automatic and event-based reconfiguration of the sleeping agent for
reset of simulation time-step, as well as sleep time shortening (i.e. sleep time changing, see
section 5). Figure 8 shows an example of such application, where 3 clothes are interactively

Figure 8: Application with adaptive time-step: the manipulated cloth has a smaller inte-
gration step than the other clothes that are in a stable state.

manipulated by user. A companion video illustrates real-time interaction on such models:
on this video, where a set of 3 tissue is manipulated in real-time by user using some simple
sphere, one can see that each tissue reacts in a satisfying manner, and that tissue interaction
can be done at will by user, in spite of possible time-step modifications. This simulation
takes full advantage of the fact that during the interaction, always at least two of the
clothes are left hanging, while the third one is being manipulated. Timestep adaptivity
allows for optimal CPU use, and better interaction than non-adaptive integration: in the
non-adaptive case, too small a timestep makes a slow simulation, and too big a timestep
provides poor numerical accuracy and weakens interaction with a model. Adaptive timestep
simulation, where timestep is adapted for each object would be quite tricky to provide in a
global simulation and is, by comparison, very straightforward to design in the agent-based
framework presented here.

We think that the main advantage of such approach lies within the independence that
each agent is provided with. The ability, for some object, to dynamically adapt its resolution
time-step has no consequences on the algorithms involved for the other objects. On the
simple illustrated example of Figure 8, it is clear that some centralized system, provided
with explicit synchronization and timestep adaptivity, would somewhat provide the same
features. Such centralized framework would demand complex numerical handling of the
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global simulation resolution system, and ad-hoc data structure for such. By comparison, in
the presented approach, the features added to some object simulation have no consequences
at all on the design complexity of the other involved objects: each object remains responsible
of its own complexity, both in terms of algorithm cost, and software design. Adaptive
timestep is only one practical advantage that simulated objects can benefit of, within agent-
based approach: no kernel adaptation was needed for our test, neither was it for use of
heterogeneous integration techniques.

7 Conclusion

Our framework provides multi-agent system-like for physical simulation. Rigid bodies, as
well as deformable objects, can be handled. This framework allows for hybrid method of
integration, and may potentially be used on quite different types of objects (adaptive ones
or very simple model). Most steps of the simulation are done by the agents themselves to
insure autonomy and independency.

A lot remains to be done before all the advantages of agent-based framework for sim-
ulation would be completely perceived. Constraints between objects especially become a
sensitive point in this framework: is a multi-body [Mir00] still a set of objects? What
should be done, and how, when a set of objects is dynamically linked in order to create a
multi-body?

We think this framework would be a good tool for complex, adaptive, physical interactive
simulation, where many objects would interact together, each having its own sophisticated
physical model. Adaptive time-step for implicit integration within a complex environment is
only a small step toward really flexible practical simulation; providing simulators with stable
dynamic regulation rules, that would automatically adapt computation cost to interaction
situation, would also be of high usefulness.
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