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RENNES

Petri Algebras

Eric Badouel, Jules Chenou and Goulven Guillou

Théme 1 — Réseaux et systémes
Projet S4

Rapport de recherche n°5355 — Novembre 2004 — 28 pages

Abstract: The firing rule of Petri nets relies on a residuation operation for the commu-
tative monoid of natural number. We identify a class of residuated commutative monoids,
called Petri algebras, for which one can mimic the token game of Petri nets to define the
behaviour of generalized Petri net whose flow relation and place contents are valued in such
algebraic structures. The sum and its associated residuation capture respectively how re-
sources within places are produced and consumed through the firing of a transition. We
show that Petri algebras coincide with the positive cones of lattice-ordered commutative
groups and constitute the subvariety of the (duals of) residuated lattices generated by the
commutative monoid of natural number. We however exhibit a Petri algebra whose corre-
sponding class of nets is strictly more expressive than the class of Petri nets. More precisely,
we introduce a class of nets, termed lexicographic Petri nets, that are associated with the
positive cones of the lexicographic powers of the additive group of real numbers. This class
of nets is universal in the sense that any net associated with some Petri algebras can be
simulated by a lexicographic Petri net. All the classical decidable properties of Petri nets
however (termination, covering, boundedness, structural boundedness, accessibility, dead-
lock, liveness ...) are undecidable on the class of lexicographic Petri nets. Finally we turn
our attention to bounded nets associated with Petri algebras and show that their dynamic
can be reformulated in term of MV-algebras.
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Les algébres de Petri

Résumé : La régle de franchissement d’un réseau de Petri repose sur 'opération de
résiduation du monoide des entiers naturels. On identifie une classe de monoides commu-
tatifs résidués, appelés algébres de Petri, permettant de simuler la régle de franchissement
des réseaux de Petri afin de définir le comportement de réseaux étendus pour lesquels les
contenus des places et les poids des relations de flots prennent leurs valeurs dans une telle
algébre. La somme et ’opération de résidu associée capturent respectivement la production
et la consommation de ressources dans les places lors du franchissement des transitions. On
montre que les algébres de Petri coincident avec les cones positifs des groupes commutatifs
ordonnés en treillis et qu’ils constituent la sous-variété de la variété des (duaux) des treillis
résidués engendrée par le monoide des entiers naturels. On peut néanmoins exhiber une
algébre de Petri dont la classe de réseaux associée est strictement plus expressive que la
classe des réseaux de Petri. Plus précisémment, on introduit une classe de réseaux, appelés
réseaux de Petri lexicographiques, associée aux cones positifs de puissances lexicographiques
du groupe additif des nombres réels. Cette classe de réseaux est universelle en ce sens que
que tout réseau associé & une quelconque algébre de Petri peut étre simulé par un réseau
de Petri lexicographique. Par ailleurs toutes les propriétés décidables des réseaux de Petri
(terminaison, couverture, caractére borné, accessibilité, blocage, vivacité ...) sont indécid-
ables sur la classe des réseaux lexicographiques. Finalement on s’intéresse au cas particulier
des réseaux bornés et on montre que leur dynamique peut étre reformulée en terme de
MV-algébres.

Mots-clé : Réseaux de Petri, régle de franchissement, axiomatisation
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1. INTRODUCTION

The Petri net model is a graphical and mathematical modeling tool that, since its in-
troduction in the early sixties, have come to play a pre-eminent role in the formal study of
concurrent discrete-event dynamic systems. Petri nets are a natural extension of automata
in which states are distributed (they can be represented as vectors of "local states”) and
for which the occurrence of an event relies on local conditions. More precisely a Petri net
(P, T, Pre, Post) consists of a finite set P of places, a finite set T of transitions (disjoint
from P), and flow relations Pre, Post : P x T — N. Places can contain some tokens repre-
senting the ressources available in this place for the current configuration. Such a (global)
configuration of a Petri net is given as a vector M : P — N, called marking, indicating the
number of tokens available in each place. Tokens are consumed and produced by the firing
of transitions according to the so-called token game :

MM < VYpeP M(p) 3 Pre(p,t)
and M'(p) = (M(p) — Pre(p,t)) + Post(p,t)

The token game of Petri net says that in order for a transition ¢ to fire in marking M it should
be the case that each place contains enough resources as it is expressed by the condition
M (p) 2 Pre(p,t). Then the firing of transition ¢ proceeds in two stages : a consumption of
resources (Pre(p,t) tokens are removed from place p) followed by a production of resources
(Post(p,t) tokens are added to place p). The notation M [t) M’ expresses the fact that
transition t is allowed to fire in marking M and that firing ¢ in marking M produces the
new marking M’. Numerous techniques, supported and automated by software tools, can be
used to verify that some required properties are met for systems specified using Petri nets.
For instance the following problems have an effective solution on the class of Petri nets :

Reachability: Is a given marking reachable (from a fixed initial marking) through a
sequence of firable transitions ?

Coverability: Is a given marking M covered by some reachable marking M’ ? (i.e.
Vpe P M(p) < M'(p))

Place-boundedness: Does there exists an upper bound on the number of tokens that
a given place can hold in reachable markings ?

Boundedness: Are all places bounded on the set of reachable markings ? (i.e. is the
Petri net equivalent to a finite state machine ?)

Deadlock: Does there exist a reachable marking in which no transition can fire ?

Liveness: A transition ¢ is live if for every reachable marking M there exists at least
one marking, reachable from M, in which ¢ can fire.

By combining these basic properties we can express complex static and dynamic require-
ments for the system. The ability, through the token game rule, to graphically visualise the
behaviour of a Petri net helps the practitioner to uncover shortcomings in the specification
or errors in the model. The Petri net technique thus promotes an iterative modelling process
in which the model can incrementally be constructed by alternatively modify and re-analyse
it.

RR n~°5355



4 E. Badouel, J. Chenou & G. Guillou

Numerous extensions of this basic model of Petri nets have been introduced over the
years. Some of them are high level nets that allows for more compact representations but
does not increase the expressive power of Petri nets: these high level nets can be unfolded into
equivalent, even though in general much larger, Petri nets. Some extensions however change
more dramatically the semantics of the original model. For instance timing constraints
may be added, as in timed Petri nets or stochastic Petri nets for the purpose of enabling
performance analysis. With continuous Petri net the discrete state transition rule is replaced
by a notion of trajectory using a continuum of intermediate states. In Fuzzy Petri nets one
has a possibilistic measure of the firing of a transition in the given marking thus enabling
to deal with incertainty. Our purpose in this paper is to put forward an axiomatisation of
the token game of Petri nets. More precisely we identify a class of commutative residuated
monoids, called Petri algebras, for which one can mimic the token game of Petri nets to define
the behaviour of generalized Petri net whose flow relation and place contents are valued in
such algebraic structures. The sum and its associated residuation capture respectively how
resources within places are produced and consumed through the firing of a transition. The
class of usual Petri nets is associated with the commutative monoid of natural numbers.
We show that Petri algebras coincide with the positive cones of lattice-ordered commutative
groups and constitute the subvariety of the (duals of) residuated lattices generated by the
commutative monoid of natural number. The basic Petri net model is thus associated
with the generator of the variety of Petri algebras which shows that these extended nets
share all algebraic properties of Petri nets, in particular they have the same equational and
inequational theory. We however exhibit a Petri algebra whose corresponding class of nets
is strictly more expressive than the class of Petri nets, i.e. their class of marking graphs
is strictly larger. More precisely, we introduce a class of nets, termed lexicographic Petri
nets, that are associated with the positive cones of the lexicographic powers of the additive
group of real numbers. This class of nets is proved to be universal in the sense that any
net associated with some Petri algebra can be simulated by a lexicographic Petri net. All
the classical decidable properties of Petri nets however (termination, covering, boundedness,
structural boundedness, accessibility, deadlock, liveness ...) are proved to be undecidable
on the class of lexicographic Petri nets. This negative result put emphasize on the fact
that algebraic considerations alone are not sufficient to capture the intrinsic nature of Petri
nets. This might give us an understanding on the fact that all past attempts to find a strict
extension of Petri nets with the same decidable properties did fail. Finally we turn our
attention to bounded nets associated with commutative Petri algebra and show that their
dynamic can be reformulated in term of MV-algebras.

2. AN AXIOMATISATION OF THE TOKEN GAME

2.1. Playing the token game. In order to obtain an axiomatisation of the token game of
Petri net we represent the marking of a net as a map M : P — |_|pe p Ap that associates
with each place p € P the local value of the current configuration M (p) € A, in this place.
Content of places are resources that are consumed and produced according to the token
game. Thus we assume that each place p € P is associated with a commutative divisibility

INRIA
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monoid A, = (4,,®,0), i.e. a monoid such that
(2.1) the relation ¢« Jb < dc - a=b&c is an order relation

The constant 0 represents the absence of resource and the binary operator @ the accumula-
tion of resources in places. Immediate consequences of condition (2.1) are the following:

a®bda,b
0Ca
a®b=0 = a=b=0

Moreover we need to have a residuation operation © such that a © b represents the residual
resource obtained by substracting b to ¢ when b C a. Thus the following should hold true:

(2.2) bCa = a=(asb)ab

Usual Petri nets corresponds to the situation where, for every place p, A, = (N, +,0) is the
commutative monoid of whole numbers with the truncated difference n©m = max (0;n — m)
as residuation. This operation is characterized by the universal property that for every whole
numbers n, m and p

n+mdp & ndpem

Up to the reversal of the order relation, it is a commutative residuated monoid i.e. a com-
mutative monoid (A, ®,0) with an order relation < and a residuation operation & which is
a right adjoint to the addition, in the sense that

(2.3) adb<c & a<cob

It follows immediately from this definition that a commutative monoid is residuated if and
only if its addition is order preserving in each argument and the inequation a &b < ¢ has
a largest solution for a (namely ¢ © b). In particular the residual is uniquely determined
by the addition and the order relation. When the monoid is a divisibility monoid the order
relation itself is defined in terms of the addition and thus the whole structure is caracterized
by its monoid reduct. The following result is known in the context of residuated lattices (i.e.
if we further assume that each pair of elements admit a least upper bound and a greatest
lower bound) but the proof given below, shows that it is also valid even if the monoid is not
assumed to be lattice-ordered.

Proposition 2.1. If (A,®,0,C) is a commutative co-residuated monoid, i.e. a monoid
equipped with a residuation operation & such that

(2.4) a®bdc & aJdcobd

then the following conditions are equivalent
(i) It is a divisibility monoid: a Jb < Jc - a=bdec
(i) It is an upper semi-lattice with: aUb = (a©b) b
(1)) bCa = a=(a©b)®b

RR n~° 5355



6 E. Badouel, J. Chenou & G. Guillou

Lemma 2.2. Let (A,®,0,C) be a commutative ordered monoid where the neutral element
is also the least element for the order relation, and let © be some binary operation on A ;
then the universal property

adblec & adcod

is equivalent to the conjunction of the following properties :
(i) (adb)ebdbCa
(ii)) (eeb)®bJa,b
(iii) a6 (aob)Ca,b
(iv) monotonies : aCad’ ADCY = a®bC d Y N aSV Cad Sb

Proof. Let us assume that Sis a left adjoint to the addition, i.e. the universal property (2.4)
holds. Then from a ® b 3 a @ b it follows that (a ®b) ©b C a and from a ©b J a S b if
follows that (a ©b) ® b J a. Combining the commutativity of addition with the adjunction
if follows that @ J c©b < b 3 ¢ © a and then in particular b J a © (e ©b). Since
the neutral element is also the least element for the order relation we deduce a ©a = 0
(because ¢ 0 J a = 0 J a©a) and then a® b J a,b. Froma b JbSb =0
it follows that (¢ ©b) ® b J b by adjunction and a © (e ©b) C a using the equivalence
aJcob & b coa. Thus conditions (i) up to (iii) are established. Suppose a C o
then from (a®b) 6 b C a C o it follows by adjunction that a ® b C o’ @ b and from
aCa C (ad/eb)dbwe deduce a b C o ©b. By monotony of the sum one can now
deduce that bC (b S a)®a C (bS a) ® o’ from which it follows that bS a’ C b S a. For the
converse direction, let us now assume that the conditions (i) up to (iv) are satisfied. Then
a® b 1 centails that a J (a®b) ©b I b® ¢ and in the converse direction a J ¢ & b entails
a®bI(cob)@dbdec. 0

We see that under the assumptions of this lemma, each pair a, b of elements has an upper
bound (a & b) &b and a lower bound a& (a & b). Proposition (2.1) states that the divisibility
of the monoid is equivalent of the fact that the former is the least upper bound allb. We will
see below that the cancellability of the monoid is equivalent to the fact that the inequality in
equation (i) in the above lemma is an equality and it entails that a © (a © b) is the greatest
lower bound a M b.

Proof. (of Proposition 2.1) The implications (ii) = (4i7) = (i) are immediate. It remains to
prove that (i) = (i¢). Let us therefore assume that (A, @, 0) is a commutative co-residuated
divisibility monoid. The assumption of Lemma (2.2) are met and we can therefore deduce
that (e ©b)®b J a, b. Suppose that ¢ J a, b is some upperbound of ¢ and b. By divisiblity
there exist some x and y such that ¢ = a ® z = b ® y and by adjunction it follows that
yJ(a®z)cbandthusc=b®y I bD ((a®z)©b) Ib® (a©b) (by monotony of Gand
using the identity a ® z J a ). O

In view of the above discussion we are let to set the following

Definition 2.3. A Petri pre-structure a commutative monoid equipped with a residuation
operation (M, ®,0,©) satisfying the conditions (2.1) and (2.4).

INRIA



Petri Algebras 7

The firing of a transition proceeds in two stages: a consumption of ressources in the
input places followed by a production of ressources in the output places. More precisely, the
transition relation M [t) M’ stating that transition ¢ can fire in marking M and leads, when
it is fired, to the new marking M’ is given by:

M[tyM' & Vpe P M(p) d Pre(p,t) A M'(p) = (M(p) © Pre(p,t)) & Post(p,t)

A net is called homogeneous if all the algebras A, are identical. We will stick to homoge-
neous nets until Section 3 where it will be noticed that the "multi-sorted” case add in fact
no extra generality. By the way we also restrict our attention in this paper to commutative
algebras. With non commutative monoids it would be possible [2] for example to take fifo
nets [11] into account.

2.2. Associativity of the firing rule. For any non empty sequence of transitions u =
ag...an—1 € TTwelet M [u) M’ state the existence of markings M = My, My, ..., M, = M’
such that M; [a;) M;1, for every 0 < i< n. Moreover we set M [¢) M where ¢ € E* is the
empty sequence and M an arbitrary marking. We use M [u) (respectively [u) M') as a
shorthand for IM' M [u) M’ (vesp. IM M [u) M'). If a,b € T are transitions in a (n
usual) Petri net we have the following equivalences

Maby < M 3 Pre(a) and (M — Pre(a)) + Post(a) 3 Pre(b)
< M Jmax (Pre(a); Pre(a) + (Pre(b) — Post(a)))
< M 3 Pre(a) + max (0; Pre(b) — Post(a))
< M 3 Pre(a) + (Pre(b) © Post(a))

This suggest to let for any sequences u,v € T*
Pre(uv) = Pre(u) ® (Pre(v) © Post(u))

and symmetrically
Post(uv) = (Post(u) © Pre(v)) ® Post(v)

For these definitions to make sense however, it remains to show that they do not depend
upon the specific chosen decomposition w = uv ; otherwise stated, the product defined on
A x A by

(z,y) @ (@y) = (ze @ oy) (yor') ey

should be associative.

Theorem 2.4. For any Petri pre-structure, the following conditions are equivalent:
(i) Operation ® is associative,
(i) the identity (b®c)Sa= (S (a6c)) ® (cSa) holds,
(#43) the monoid is cancellable: a®b=a®c = b=c, and
(iv) the identity (a & b) © b = a holds.

The remaining part of this section is devoted to the proof of this result. As already
noticed the divibility of the monoid (i.e. a Tb < Jec - b= a P c) entails the following

RR n~° 5355



8 E. Badouel, J. Chenou & G. Guillou

identities

(divl) : a®bda

(div2) : 0Ca

(div3) : a®b=0= a=b=0
the second of which states that the neutral element for & is the least element. This property
in conjunction with condition (2.4) has the following interesting consequences as it can be
readily verified:

(intl) : aCb & a©b=0
(int2) : a©0=a
(int3) : 06a=0
(intd) : a©a=0

(ints) : a©bLCa
The equivalence between the cancellability of the monoid and the identity
(2.5) (a®b)ob =

is well-known for residuated lattices and it holds also trivially in our case: on one side
((adb)ob)®db=(a®b)Ub=ad b shows that the identity (a ® b) © b = a follows from
cancellability, conversely if this identity holds then a @b =a®c = b= (a®b) S a =
(a ® ¢) © a = a. The following proposition establishes the equivalence between the first two
statements in Theorem (2.4).

Proposition 2.5. In a Petri pre-structure associativity of ® is equivalent to the identity
bdc)ca=(0bsa)®(ca(ash) (2.8)
Proof. For the one hand we compute (z,y) ® [(z/,y") ® (z”,y”)] =

=@y ele@ oy or”) ey

=@ze(@e@ey))eylyo@e@oy) el or”)dy’)
and, on the other hand [(z,y) ® (2/,y")] @ (27,y”) =

=lre@ oy, yer)eyle @ ,y)=

=@e@oyel’e(yor)ey)l(yer)ey)or"ay”)
Associativity of ® is equivalent to the conjunction of both following identities

@@’ e (@ oy)oy = zo@oyelo((yor)ay)
(vea)oy)oa"ley = yo@e@oy)) e or”)ey

which are in fact equivalent to each other by commutativity of @, and they can be both
rewritten as:

(2.6) z@(yo(zot)ou=za@you)eze(uey) ®t)

By letting x =t =0, u = a, y = b et z = c in the preceding identity it comes that
bdc)ca=(0bsa)®(ca(ash) (2.8)

Conversely, the latter suffices to establish identity (2.6) since:

INRIA
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zr@[ye(zot)ou =

=z@(youe(zot)o(uoy)] By (2.8)
—zoyeudlzet® wey)

The last equality comes from the identity (¢ ©b) © ¢ = a & (b @ ¢) which follows from the
following equivalences

(aob)ocCd & a0bCcdd & albdedd & a0 (bde)Td
O

Proposition 2.6. A Petri pre-structure satisfying the identity (b®c) Sa= (bSa)® (cO
(a ©b)) has a cancellable monoid reduct (a ®b=a®c= b=rc).

Proof. We first observe that
(2.7) aJdb®c & adband a&bdec

Actually by (intl) ¢ J b @ ¢ is equivalent to (b @ ¢) & a = 0, that is to say, by (2.8), to
(boa)® (co(aob)) = 0. By (div3) this latter condition is equivalent to the conjunction of
bSa =0 with ¢ (a8 b) =0, or else, by (intl), to the conjunction of ¢ J b with a S b J c.
Now the conjunction of (2.7) together with (2.4) allows us to conclude that

adb = [a=bdc & c=a0b

which establish the cancellability of the monoid: Let us assume a &b = a @ ¢, let d be this
value, then d Jb,cand b=doa =c. O

Cancellability of the monoid is then a necessary condition if we are to ensure associativity
of the firing rule. Thus we let

Definition 2.7. A Petri algebra is a Petri pre-structure with a cancellable monoid reduct.
Proposition 2.8. A Petri algebra is a lower semi-lattice with aMb = a S (a ©b)

Proof. By Lemma (2.2) we have that a © (a©b) C a,b . Let ¢ C a, b be some lower
bound of a and b. By monotony of residuation one has a &b C a © ¢ from which it
follows that (a©b) @ c C (a©c¢)@®c =alc = a (since ¢ C a). Then by cancellability
c=(ch(acb)o(acb)Cac(acd). O

We recall that a commutative residuated lattice (see [4, 10]) consists of a set A equipped
with a structure of commutative monoid (A, ®,0), of a lattice structure (A, V,A) and of a
residuation operation & adjoint to the addition in the sense that

adbb<c & a<cOa

where < is the lattice order (i.e. a <b < b =aVb). By Propositions (2.1) and (2.8) the
dual of a Petri algebra is a commutative residuated lattice. Thus the following identities,

RR n~° 5355



10 E. Badouel, J. Chenou & G. Guillou

which are just obtained by dualizing! known identities of commutative residuated lattices,
holds (and moreover can be straightforwardly checked):

(RL1) ®BNc)=(a®b)MN(adc)
(RL2) (aub)@c—(a@c) (bec)
(RL3) a5 (bMe)=(acb)U(asc)
(RL4) (acb)@®bIa

(RL5) ao(acb)Cb

(RL6) a®(boc)d(adb)oc
(RLT) (cob)@(boa)Idcoa
(RL8) cobd(coa)o(boa)
(RL9) boad(cca)o(cob)
(RL10) cobd(cda)o (bda)
(RL11) (coa)sb=cS(a®db)=(cob)ca

as well as the monotony property asserting that x @ y is increasing w.r.t. both arguments
and x ©y is increasing w.r.t. = and decreasing w.r.t. y .
The last stage toward the proof of Theorem (2.4) is given by the following proposition

Proposition 2.9. Petri algebras satisfy the following identity
(2.8) b@c)oa=(boa)®(ce(acb))

the proof of which follows from a sequence of intermediate results starting from the
following property:

Lemma 2.10. In any commutative Petri algebra

1. Ifa3bthen (i) a=b®csacb=cand (i) aJbPcsacbIe

2. IfaJcthen (i) aob=ceaSc=aNband (i) acbIcesaScTald

3. Ifadbandadcthen (i)a=b®csadb=csabe=band (1) a JbDc &
acbdcesaccddb

4.a6b=(aUb)obandb=(alUb)© (a©b)

5b=(anb)@(boa) andbSa=0S (alb)

Proof. 1.(ii). : fa Jb@®cthen a©b 3 (¢c®b) ©b = c. Conversely, let us assume that
a5 b Je, from a Jb it follows that a = (a ©b) @ b and thus a J ¢ b. 1.(i) follows from
1.(ii) together with the adjunction: a C b c= a6 bl ¢

2.(i). : faob=cthenacSc=a6 (a©b) =anNb. Conversely, let us assume that
a&c=alb, from a J ¢ it follows that c = a & (a©¢) =a© (aMb) = a ©b. Actually
aS (anb)=[by RL3] (a©a)U(acb)=[by intd] 0OU (a ©b) = [by div2] a &b

2.(ii). : facbIdcthenaccJao (a©b) =amb. Conversely, let us assume that
a©cJdanb, from a Jcit follows that c=a© (a©c) CaS (aMb) =ab.

3. : Follows from 1.

4. : Follows from 3.(i). since allb=(a ©b)®b,allbJaJaSband allb IJb.

5. : Follows from 3.(i). since aMb =06 (b&a),bJaNband bIbSa. O

IWe inverse the order relation, which means that we replace <,V, A respectively by J, M, U in every
identity valid for the class of commutative residuated lattice.

INRIA
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Lemma 2.11. The following conditions are equivalent in any Petri algebra

1. bdc)Sa=(0b6a)®(co(abb))
2. coO(@eb)=((bdc)ea)o(bSa)
3. [(bdc)oaoco(acd)]=boa

Proof. Let a = (b®c)Sa, =bSaand y=cS (a©b). One has o J § by monotony and

(divl), and o O  follows from (RL8) and identity (2.5):
b@c)oad((bdc)ob)o(acb) Jco(aob)

Thus by Lemma 2.10.(3.i) if follows that « = 8® v & a0 =7 & a6y=0. d

Lemma 2.12. In any Petri algebra
bdc = ad(boc)=(adbd)oc
cdb = (abb)c=a6(cOb)

Proof. If b J cthen (boc)@c=band thusa® (boc)=(a® (boc)Pc)Sc=(adb)OSec.
IfcJbthen co(cob)=band thusa®b=a® (cO (cSD)) = (a®c) S (cSD) using
the preceding point and because ¢ J c©b. It follows (a®b)©c=((a®c)© (cSb)) Sc=
(adc)cc)o(ceb)=a6 (cob). O

Lemma 2.13. The following identity holds in any Petri algebra
co(acb)=(bdc)oca)o(boa)
Proof. (b®c)oa)o (boa)=

b@c)@((aﬂb) (a@b))] (boa) Lemma 2.10.(5)
(bdc)o (am ;) (ao ])] (b&a) RL11

—~

= [(co®e(and)e(aob)]o (bca) Lemma 2.12.(1) since b Janbd
= ((co(bsa)o(aod)o (boa) Lemma 2.10.(5)

= ((ce(boa)o(ea)o(ach) RL11

= co(aob) (2.5)

O

The proof of Proposition (2.9) and therefrom of Theorem (2.4) follows from lemma, (2.11)
and lemma (2.13).

Corollary 2.14. Petri algebras satisfies the following equivalence

(2.9) aldb®c & adbandacSbIc
Proof. a Jb®dc <
& (bdc)oa=0 By intl
& (boa)®(co(asd)) By 2.8
< boa=0andco(acb)=0 By div3
& gJdbandaobIde By intl
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12 E. Badouel, J. Chenou & G. Guillou

Identity (2.8) is an internalization of (2.9) using the axiomatization of the order relation:
aCb&sacb=0.

2.3. Additional properties of the firing rule. Let us consider a net over a Petri algebra
A, then we can inductively define the applications Pre, Post : P x T* — A by letting
o(p,u) = (Pre(p,u), Post(p,u)) where p(p, —) : T* — Ax A is the unique monoid morphism
such that the images ¢(p,t) = (Pre(p,t), Post(p,t)) of the generators t € T be given by the
flow relations of the net. Then the following holds:

Pre(p,e) = Post(p,e) =0
Pre(p,uv) = Pre(p,u) ® (Pre(p,v) © Post(u,p))
Post(p,uv) = (Post(p,u) © Pre(p,v)) @ Post(p,v)

Theorem 2.15. The generalized transition relation M [u) M’ stating the existence of a se-
quence u of transitions leading from M to M’ is given by any of the three following equivalent
conditions

1. VYpe P M(p) 3 Pre(p,u) and M'(p) = (M (p) © Pre(p,u)) ® Post(p,u)

2. Vpe P M'(p) 3 Post(p,u) and M(p) = (M'(p) © Post(p,u)) ® Pre(p,u)

3. VYp e P M(p) 3 Pre(p,u) ; M'(p) 3 Post(p,u) and M(p) © Pre(p,u) = M'(p) ©
Post(p,u)

Proof. On the one hand we have to show that the three above conditions are equivalent, and
on the other hand that they do correspond to the generalized transition relation M [u) M’.
To simplify we shall adopt here vectorial notations by using the product algebra A" which
satisfy the same properties than A for the corresponding pointwise defined operations. It
amounts to consider a net with only one place whose algebra, is the product of the algebras
of the original net.

Concerning the former point we thus have to establish the equivalence between the fol-
lowing assertions.

1. M J Pre(u) and M' = (M & Pre(u)) & Post(u)

2. M’ 3 Post(u) and M = (M’ © Post(u)) @& Pre(u)

3. M 3 Pre(u) ; M' 3 Post(u) and M & Pre(u) = M’ & Post(u)

For that purpose we recall the equivalence (2.9)

adb®ec & adband acbde
which allows us to conclude that
[M' 3 (M & Pre(u)) & Post(u)] < [M' 3 Post(u) and M’ & Post(u) 3 M © Pre(u)]
which, in turn, in conjunction with
(M & Pre(u)) & Post(u) A M'] < [M' & Post(u) E M & Pre(u)]

that itself is an instance of condition (2.3) proves the equivalence between assertions (1) and
(3) above. The equivalence between assertions (2) and (3) are proven similarly.

As far as the second point is concerned let us temporarily denote M [u]M’ the relation
given by any of the three assertions that we have proved to be equivalent. We recall the

INRIA
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identities

Pre(e) = Post(e) =0

Pre(uv) = Pre(u) @ (Pre(v) © Post(u))

Post(uv) = (Post(u) © Pre(v)) @ Post(v)
We deduce that M[e]M' & M = M' << Ml[e)M' where e € T* is the empty
word, and by definition M[t|M’ << M [t) M’ for t € T any transition. It remains to
prove that Muw|M’' < 3IM” - M[uM” and M”[v]M’ in order to be able to deduce
that {M[u]M’' | v € T*} is the transitive closure of the elementary transition relation
{M[t) M’ | t € T} and that it consequently coincides with {M [u) M’ | v € T*}. For that
purpose, let us observe that

(0, M) ® (Pre(u), Post(u)) = (Pre(u) © M, (M © Pre(u)) ® Post(u))
and thus
MuM' < (0,M') = (0, M) ® (Pre(u), Post(u))
(we recall that « b < b© a =0). By definition of the maps Pre and Post one has
(Pre(uv), Post(uv)) = (Pre(u), Post(u)) ® (Pre(v), Post(v))

which allows us to conclude, on the basis of the associativity of ®, that (3M” - M[u]M” and M” [v|M') =
Muv]M'. In order to establish the converse direction it remains to verify that M[uv] <
Mu] and M % u[v]) where M * u stands for (M © Pre(u)) @ Post(u) and where M u]
stands for IM’' - M[u]M’ that is to say M 3 Pre(u). By definition of ® one has
Muw] << M 3 Pre(uw) = Pre(u) ® (Pre(v) © Post(u)), which by (2.7) is equiva-
lent to [M 3 Pre(u) and M © Pre(u) J Pre(v) © Post(u)] which, in turn by adjunction
(equation 2.4) is equivalent to [M J Pre(u) and (M © Pre(u)) ® Post(u)) 3 Pre(v)], i.e.
MulM" and M * ufv]. O

2.4. Petri algebras. We have so far identify the set of conditions that should be fulfilled by
Petri algebras so that we can play the token game and the resulting firing rule is associative.
To sum up, these structures are duals of commutative residuated lattices whose meet and
joins are given by the formulas aUb=a S (a©b) and aMb=>b® (a ©b) . Moreover this
lattice is integral in the sense that the neutral element for the sum is also the least element
of the lattice. Finally the underlying monoid is cancellable and this condition is equivalent
to the identity (2.5).

Proposition 2.16. A Petri algebra consists of a set A equipped both with a structure of a
commutative monoid (A, ®,0) and a structure of a lattice (A,,MN) such that:

1. the neutral element is the least element of the lattice: 0 C a .

2. Sum admit an adjoint © characterized by the universal property:

adbdc & addcob

3. (a®db)ob=a.
4. aNb=aS (aOb).
5 alb=b® (aOD).
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14 E. Badouel, J. Chenou & G. Guillou

Proof. Tt just remains to prove that a structure satisying the conditions stated in the propo-
sition verify to the following properties.

l.adb & Jc-a=bDc

22030 = a=bd(a0)).

The latter is an immediate consequence of a LUb = b ® (a © b) and it entails the left to
right implication of the former: « Jb = Jc - a = b® c. The converse implication follows
from the identity a @ b 3 a which in turn can be justified as follows. Identity a 0 = a
entails by adjunction that ¢ ©a C 0 (and thus a©a = 0). Now the identity a © a C b entails
by adjunction the required property: ¢ & b J a. O

Recall that a commutative GMV-algebra ([3, 9]) is a commutative residuated lattice such
that a Vb = a o ((a ©b) AO) ; it also satisfies a Ab = ((a ©b) A0) B b. A GMV-algebra
is said to be integral when the neutral element is the greteast element of the lattice (hence
the least element for the inverse order relation C). Thus we conclude that Petri algebras
coincide with the (duals of) integral, cancellative and commutative GMV-algebras. These
algebras form a sub-variety of the variety of residuated lattices and the following result is a
direct consequence of [10, Theorem 5.6 and corollaries].

Theorem 2.17. Petri algebras coincide with the positive cones of lattice-ordered abelian
groups. Moreover lattice-ordered abelian groups constitute the subvariety of lattice-ordered
groups generated by the group 7 of integer, and their positive cones (i.e. Petri algebras) is
the subvariety of residuated lattices generated by N.

To give a better understanding of this result we recall that if (G, +, 0) is an abelian group
equipped with an order relation compatible with its addition (i.e. addition is increasing
w.r.t. both of its arguments) then the positive cone P = {x € G | z > 0} is a sub-monoid
of G which is zerosumfree (x +y =0 = x =y = 0). Conversely any zerosumfree sub-
monoid P of G induces a compatible order relation on G whose corresponding positive cone
isPrzxCy & dze€ P - y=ax+ 2z . Of course a sub-monoid of a group is necessarily
cancellable. If moreover G is a lattice-ordered group, meaning that each pair {a;b} admits
a join a U b and a meet a M b for the corresponding order relation, then the positive cone is
residuated with a ©b = (a — b) U0 (where a —b = a+ (—b)) and is also lattice-ordered. For
instance the monoid (N, +,0) is the positive cone of the group (Z,+,0) for the usual order
relation on integers; this is a total order and thus in particular a lattice and therefore the
preceeding considerations apply. We know that through linear algebra techniques this group
of integer plays a central role in the study of the structural properties of Petri nets ([13]: the
fundamental equation, linear invariants, siphons, traps ...) and as well in the algorithmic
implementation of Petri nets synthesis based on the theory of regions [1].

3. LEXICOGRAPHIC PETRI NETS

3.1. Sub-irreducible Petri algebras. We define a (generalized) Petri net as a struc-
ture N' = (P, T, Pre, Post, My) where P is a finite set of places with a Petri algebra
A, associated with each place p € P, T is a finite set of transitions disjoint from P

and Pre, Post : P x T — |_|p€P Ap, the flow relations, are such that Vp € P Vvt €
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T Pre(p,t), Post(p,t) € A,. A marking is a map M : P — |_|p€P A, that associates
with each place p € P the local value of the current configuration M (p) € A, in this place.
M is some fixed marking, called the énitial marking. The transition relation M [t) M’ stat-
ing that transition ¢ can fire in marking M and leads, when it is fired, to the new marking
M’ is given by:

M[t)yM' < Vpe P M(p) 3 Pre(p,t) AN M'(p) = (M(p) & Pre(p,t)) & Post(p,t)

This relation can be extended inductively to sequences u € T* of transitions by letting
M [e) M for every marking M and M [t - u) M’ if and only if there exists some marking M"
such that M [t) M" and M" [u) M’ for every t € T and u € T*. The set of reachable markings
is Reach(N) = {M | Ju € T* My [u) M}, and the marking graph of a generalized net N' =
(P, T, Pre, Post, M) is the labelled graph I'y = (V, A, vg) whose set of vertices is given
by the set V = Reach(N) of reachable markings with vy = M, and whose set of arcs A C
V x T x V is the restriction of the transition relation to the set of reachable markings: A =
{(M,t,M") | M, M' €V AN M[t)M'}. Two generalized Petri nets are termed equivalent
when they have isomorphic marking graphs.

We immediately see that a place p whose type A, is a sub-algebra of a product of Petri
algebras (4, C Ay x --- x A,) can be replaced by n places p1, ..., p, with respective types
Ay, ..., A, without changing the marking graph (at least up to isomorphism). A classical
result of universal algebra says that any algebra of a variety is a sub-direct product of subdi-
rectly irreducible algebras 2. Thus we can assume without loss of generality that all algebras
A, are subdirectly irreducible algebras in the variety of Petri algebras. Now any M (p) be-
longs to the sub-algebra of A, generated by the set {Mo(p)} UU,cr {Pre(p,t), Post(p,t)}.
Thus:

Theorem 3.1. Every generalized Petri net is equivalent to a generalized Petri net all of
whose types are subdirectly irreducible and finitely generated Petri algebras.

Let Irr (V) denote the set of sub-direct irreducible algebras of a variety V , then if V
is a subvariety of W one has Irr(W) NV = Irr(V); using the fact that the subdirectly
irreducible commutative GMV-algebras are chains (simply ordered sets) we deduce that

Proposition 3.2. subdirectly irreducible Petri algebras are chains.

An algebra is subdirectly irreducible if and only if it admits a least non trivial congruence
[4]- Now we know [5, 6] that the congruences of Petri algebras are in bijective correspondance
with their convex sub-monoids. On the one direction we can associate each congruence 6
of a Petri algebra A with the class of the neutral element which is a convex sub-monoid

2An algebra A is a sub-direct product of a family of similar algebras {A; | i € I} if A is a sub-algebra
of the product algebra Hie 1 A; such that for every index ¢ € I the morphism p; : A — A;, obtained by
composition of the embedding of A into [],c; A; with the canonical projection [];.; A; — Aj, is surjective.
The set {(A;,pi) | ¢ € I} is a representation of A as sub-direct product of the algebras A;, symetrically such
a representation can be given as a family of surjective morphisms p; : A — A; jointly injective, that is to
say such that the product (p;) : A — [];c; A: is injective. An algebra A is say to be subdirectly irreducible
if for every representation {(A;,p;) | ¢ € I} of A as a sub-direct product of algebras A; there exists at least
one index i for which the corresponding morphism p; is an isomorphism.
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My = [0]p of A. Conversely we associate each such monoid M to the congruence 0 =
{(a,b) € A2 | b a,ac b e M}. The correspondances 6 — My et M — 0, are inverses to
each other and they establish an isomorphism between the lattice of congruences of A and the
lattice of the convex sub-monoids of A. Moreover for every a € A, the principal congruence
generated by the equation a = 0 corresponds to the convex sub-monoid generated by a. A
Petri algebra is then subdirectly irreducible if and only if it admits a least non trivial convex
sub-monoid. Let us assume that A is a totally ordered Petri algebra. Let

Mx)={yecA|JkeN . - yCk -xz=
(@) ={yec Al yChkoz=z& - oz}
k times

denote the principal convex sub-monoid generated by = € A. M(x) is non-trivial if and
only if x # 0. Now if x is some element of a convex sub-monoid of A one necessarily have
M(x) C M ; thus a minimal convex sub-monoid is principal and is generated by any of its
non null elements. Since A is totally ordered and x <y = M(z) C M(y) we deduce
that A admits at most one minimal non trivial sub-monoid. M (z) is minimal if and only if
y < x = y =0 where relation < is given by

y<Lr < VekeN - - k-yCx

Otherwise stated y < « if and only if y = 2 and M (y) is strictly included in M (z). Therefore
A has no non trivial minimal sub-monoid if and only if for every z € A\ {0} one can find
some y € A\ {0} such that y < = . Under that condition one can form an infinite strictly
decreasing chain thus proving that the order relation < is not well-founded®. Conversely if
this order is well-founded then any non empty subset of A, and thus in particular A\ {0} if
A is not trivial, admits a least element for this order which shows the existence of a minimal
non trivial sub-monoid. We thus have established the following:

Theorem 3.3. A Petri algebra is subdirectly irreducible if and only if it is a chain and the
order relation y <z < VkeN . k-yC z is well-founded.

3.2. Lexicographic Petri nets. The lexicographic product of two ordered groups G and
H is the product group G x H equipped with the lexicographic order relation:

(z,y) <gom (2',y') & z<c2’ or (zx=2" and y <gy’)

If G and H are simply ordered abelian groups then the same hold for their lexicographic
product. This product is associative and we can defined inductively L, (G) = (G™)" for
every simply ordered abelian group G and integer n € N by letting G° = {0} be the trivial
group and G™*! = G" o G. The group G" naturally embedds into G™ when n < m ; the
projective limit of this sequence of embeddings is the group G* whose elements are the

3We recall that an order relation is well-founded if it satisfies any of the following equivalent conditions:

1) every decreasing infinite sequence is stationary,
Y g Y.

(2) every stricly decreasing sequence is finite,

(3) every non empty subset admit a least element.

An ordinal, or well-ordered set, is a set with a total and well-founded order.
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infinite sequences of elements in G, with componentwise composition and the lexicographic
order relation defined as follows: u <jez v & u <jez v Or u = v where

U<jee ¥ & dneNVm<n u,=uv, and u, <g vn

The inductive limit, or "union” | J,, ., G", is the subgroup of G* consisting of the sequences u
of finite support (supp(u) =sup{k € N | u; # 0} < w) with G™ identified with the subgroup
of u € G¥ such that supp(u) < n.

Definition 3.4. The set Lex (G) of lexicographic Petri net based on a simply ordered abelian
group G is the set of (homogeneous) generalized Petri net of type (G*)". Lex (G,n) C
Lex (G) is the set of n-dimensional lexicographic Petri nets with type L, (G) = (G")T C
(G“’)+, i.e. all flow arc inscriptions and initial place contents, and hence all place contents
in every accessible marking, are element in (G™)".

If £ and £ are subclass of generalized Petri nets we let X < £ when every net in K is
equivalent to some net in £. This is a pre-order relation, we let ~ denote its associated
equivalence relation and 3 the corresponding strict relation: X 5 £ when every net in £
is equivalent to some net in £ but there exists some net in £ not equivalent to any net in
K. Notice that Lex(G,n) < Lex(H, m) when G C H and n < m ; and that Lex(Z,1) is the
class of Petri nets.

Lemma 3.5. Any finitely generated subdirectly irreducible Petri algebra A is isomorphic to
a subalgebra of the positive cone of some finite power of the additive group of real numbers:
A C (R™)T.

Proof. A is a chain and we can partition its set of generators into G = G; U ---U G, such
that (i) Vi < j <na; € Gi A aj € Gj =a; < a; and (ii) all element in G; are comparable
:a;,a, € G, =3k € Na; Ck-a). Let A; the sub algebra of A generated by G;. A; is
a simply ordered archimedean (¢ < b = a = 0) divisibility monoid (Archimedean systems
of Magnitudes) and thus is isomorphic to an ordered-submonoid of the additive monoid of
positive real numbers ([4, 8]), hence A; C R*. Now we check that A is a sub-algebra of the
lexicographic product of the A;’s: A C A, 0---0A;. For each decomposition a = dec Ag g
of an element a € A in terms of the generators (A, € N) we obtain a related decomposition
a = an, ® - ®a; with a; € A; by letting a; = deGi Ag - g. Let us verify that such a
decomposition is unique. We shall assume n = 2, the proof extends by induction for larger
n. Thus we assume a; @ az = a) ® a) with a;, a) € A; . Since the order relation is total and
the addition is monotonic we may assume that a; C ¢} and a}, C as. Then

a®az=ay®a, < a)=(a1Paz)Oa, By Lemma 2.10
& df =a; & (a26d,) By Lemma 2.12
& dioa=a04d) By Lemma 2.10

Now a} ©a1 € Ay and ax Sa), € As and the only way that these elements can be comparable
is when they are null, i.e. a; = a} and ay = a), as required. We let p; : A — A; be
the map such that ;(a) = a; where a = a, @ --- ® a1 with a; € A; . These maps are
monoid morphisms, we let ¢ :A — A, o--- 0 A; denote the monoid morphism obtained
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2 |- 49 (10 0T,

F1GURE 3.1. A two dimensional lexicographic Petri net

by collecting them : ¢(a) = (¢n(a),...,p1(a)). By construction ¢ is an injection with
left-inverse ¢ : A, 0---0 Ay — A given by ¢ (zy,...,21) = 2, @ --- ® x1. Thus ¢ induces
an isomorphism between the monoid reduct of A and a submonoid of the monoid reduct of
A, o0---0A;. Now by definition of the lexicographic order we have that this injection ¢
preserves and reflects the respective order relations. Since residuation in a Petri algebra is
characterized by the monoid structure and the order relation, we deduce that the image of
A by ¢ is a sub-algebra of A, o---0 Aj. O

By Theorem 3.1 we deduce the following result.

Theorem 3.6. Fvery generalized Petri net is equivalent to some lexicographic Petri net,
more precisely :
GenPetri ~ Lex (R)

We have in fact proved a more precise result, namely that every generalized Petri net is
equivalent to a finite dimensional lexicographic Petri net based on the additive group of real
numbers, i.e. GenPetri~J, ., Lex (R,n).

Proposition 3.7. Petri = Lex(Z,1) 3 GenPetri

Proof. We provide an example showing that Lex(Z,1) 3 Lex(%Z,2), i.e. that lexicographic
Petri nets based on the group of integers of dimension 2 are already strictly more expressive
than the class of Petri nets. Let us denote n - w 4+ m the element (n,m) € Z o Z and let us
consider the net of type

Ly=(ZoZ)" ={(n,m)| (n=0andm >0) or (n>0andm € Z)}

depicted in Fig. 3.1. This net has a unique place P = {p} and two transitions 7' = {a; b}
with the following flow relations Pre(p, a) = w, Pre(p,b) = 1 et Post(p,a) = Post(p,b) = 0.
From the initial marking w transition a can fire once w[a) 0 and transition b can fire an
infinite number of time leading to the infinite firing sequence
whw—-1bw—-2...0)w—n...

and there are no other transitions in the marking graph of the net. Suppose there exists
some Petri net with an isomorphic marking graph. Since transition b can fire an infinite
number of time, and

My [b") M, = Vpe P M,(p) = My(p) —n x (Pre(p,b) — Post(p,b))

we deduce that for every place p it is the case that Post(p,b) J Pre(p,b) and thus M, (p) 2
My (p) . By monotony of the firing rule, any transition that can fire in the initial marking M
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can also fire in any of the markings M,, obtained by firing b. Transition « is in contradiction
with this property. O

By generalizing on the above we could establish that
n<m<w = Lex(Z,n) 3 Lex(Z,m) 5 Lex(Z)
it can also be shown that

Lex(Z,n) =~ Lex(Q,n) 3 Lex(R,n)

3.3. Lexicographic Petri nets and Petri nets with inhibitor arcs. It appears to be
diffcult to obtain strict extensions of the class of Petri nets that preserve all of its decidable
properties. Many of these extensions, like the class of Petri nets with inhibitor arcs, are
indeed Turing-powerful.

Definition 3.8. A Petri net with inhibitor arcs is a structure N' = (P, T, Pre, Post, M)
where P, T, Post, and My(initial marking) are defined as for the usual Petri nets. Pre is a
map from P x T to NU {s} where ( is a special symbol. We say that we have an inbitor arc
from place p to transition ¢ when Pre(p,t) = ¢. Transition ¢ is firable in marking M € N¥
when

Vpe P [Pre(p,t) € N A M(p) 3 Pre(p,t)] V [Pre(p,t) =< A M(p) =0]

i.e. they are enough resources in the input places *t = {p € P | Pre(p,t) > 0} of transition
t and all of its inhibiting places °t = {p € P | Pre(p,t) = ¢} are empty. Then the firing of
transition ¢ leads to a new marking M’ defined as follows:

iy | M(p)— Pre(p,t) + Post(p,t) if Pre(p,t)eN
per M(p) = { M (p) + Post(p,t) if Pre(p,t)=¢

We let M [t) M’ express the fact that transition ¢ can fire in marking M and leads to
marking M’ when it fires. This relation can be extended inductively to sequences u € T*
of transitions by letting M [e) M for every marking M and M [t - u) M’ if and only if there
exists some marking M" such that M [t) M" and M" [u) M’ for every t € T and u € T*.
The set of reachable markings is Reach(N) = {M | Ju € T* My [u) M}, and the marking
graph of a Petri net with inhibitor arcs N' = (P, T, Pre, Post, M) is the labelled graph
Ty = (V, A, v9) whose set of vertices is given by the set V' = Reach(N) of reachable markings
with vg = My and whose set of arcs A C V xT x V is the restriction of the transition relation
to the set of reachable markings: A = {(M,¢t,M’) | M, M’ € V. AN M [t) M'}.

Figure (3.2) displays a Petri net with inhibitor arcs and its marking graph. Inhibitor arcs
restrict the firing of transitions but have no effect on the content of places when transitions
are allowed to occur. This means that the marking graph of a Petri net with inhibitor arcs
N is a subgraph of the marking graph of the induced Petri net N° obtained by removing
the inhibitor arcs.

Theorem 3.9. Lexicographic Petri nets are a strict extension of the class of Petri nets with
inhibitor arcs.
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b b b b
(1,0 21 32 4,3
< >\E/ ~_C € 7 "~ ¢~
a d

(0.0

FIGURE 3.2. A Petri net with inhibitor arcs and its marking graph

FIGURE 3.3. A translation from Petri nets with inhibitor arcs into lexico-
graphic Petri nets
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Proof. The translation of a Petri net with inhibitor arcs N into an equivalent lexicographic
Petri net A, illustrated in Fig. (3.3), consists in splitting every place p with initial marking
m € N of the original net into two places denoted p and p’ with initial markings (0,m) €
(Z o Z)" and (1, —m) € (Z o Z) " respectively. The restriction of this lexicographic Petri net
to set of places p of the first family is isomorphic to N°, i.e. the original net in which the
inhibitor arcs have been removed. We thus have a graph morphism I'yy — 'y sending a
marking of the lexicographic Petri net to its restriction to the set of places of the original
net A. Now the set of reachable markings of N satisfy the following property:

K(M) = VpeP dIm,eN M(p)=(0,m,) A M@p')=(1,-m,)

This property holds for the initial marking by definition and is preserved by the firing of a
transition due to the fact that

r—y=max (0, z —y) —max (0, y — x)

Therefore this graph morphism is injective and one has a pair of graphs monomorphisms :
T 4T Ao or e

The inhibitor arcs in N and the places of the second family in A/ (i.e. places of the form
p’ for p € P) serve the same purpose: cutting off a subset of transitions in T'yo. It just
remain to shows that they cut off exactly the same transitions. Place p’ inhibits the firing
of transition ¢ in some marking M satisfying property K if and only if (1, —m,) T Pre(p’,t)
; this is possible only if Pre(p’,t) = (1,0) in N i.e. Pre(p,t) =< in A (there is an inhibitor
arc from p to t) and m, # 0 and these conditions are also clearly sufficient conditions:

(1,—my,) C Pre(p’,t) < Pre(p,t)=¢ A my #0

which means there exists for the associated marking in N an inhibitor arc from a non-empty
place to that transition. Figure (3.4) shows the lexicographic Petri net associated with the
Petri net with inhibitor arcs of Fig. (3.2).

In order to show that lexicographic Petri nets are strictly more expressive than Petri nets
with inhibitor arcs, it suffices to observe that there exists no Petri net with inhibitor arcs
whose language is the language of the lexicographic Petri net of Fig. (3.5) i.e. the prefix
closure of b* + ab. Suppose on the contrary that such a Petri net with inhibitor arcs exists.
Since transition b can fire an arbitrary number of time in the initial marking it should be
the case that for every place p either there exists an inbitor arc from p to b and no output
arc from b to p or Post(p,b) 3 Pre(p,b). Thus if follows that b can fire an arbitrary number
of time in every marking at which it can fire once ; which contradict the fact that after the
firing of transition a transition b can fire only once. O

Corollary 3.10. Reachability, Coverability, Place-boundedness, Boundedness, Deadlock and
Liveness are undecidable for the class of lexicographic Petri nets.
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FIGURE 3.4. A lexicographic Petri net equivalent to the Petri net with
inhibitor arcs of Fig.3.2

(1,0)
0,1
AT
(0.2)

FIGURE 3.5. A lexicographic Petri net with no equivalent Petri net with
inhibitor arcs
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4. BOUNDED NETS

4.1. Bounded nets associated with MV-algebras. A net is bounded if we can find an
upper bound on the possible values of places in any accessible marking. Let us start our
study on the algebraization of the dynamic of bounded nets by the following observation.

Proposition 4.1. Any non trivial commutative Petri algebra is an unbounded lattice.

Proof. Suppose a bounded and non trivial commutative Petri algebra, let co # 0 stand for
its greatest element. One has

1. 00 © 00 = 0 because more generally from x©x C 0 & 2 C 0& 2 = z it follows
oz =0.

2. 0000 =00because 0cO0Cz & cC 0Pz =u=x.

3.coBr=o0becausecobzr Jy & oco Jyox.

4. roo0o=0because rtcc0Cy < L ydoo= 0.

Then the identity (a @ b) © b = a is not satisfied for a = b = oo since the left-hand side
evaluates to 0. O

However we can enforce boundedness by modifying the rule of the token game. Let us
consider first the case of the usual Petri nets: assume that each place p € P is associated
with a capacity k, € N and that we want to enforce that the value of a place p of a Petri
net be bounded by above by its capacity k,. For that purpose we modify the firing rule as
follows (where all computations are performed in Z)

J Pre(p,t) A (M(p) — Pre(p,t)) + Post(p,t) C k,

, M (p)
M[tyM" < Vpe P { (M (p) — Pre(p,t)) + Post(p,t)

M'(p)
this rule can be reformulated as:
Pre(p,t) € M(p) C (ky + Pre(p,t)) — Post(p, t)

M'(p) = (M(p) — Pre(p, t)) + Post(p,t)
Petri algebras are the positive cones G of lattice-ordered abelian groups G = (G, +,0,,11).
It is an algebra with the following operations:

Mt)M & VpeP {

0 the sum: restriction of the group operation z by =x +y

O the truncated difference: z Sy = (z —y) U0
Let £ J 0 be some element of this positive cone ; we suppose that it is a strong unit in the
sense that Vg € G In € N - n -k J g. We can by modifying the firing rule enforce that the
values of places stay within the interval I = [0,k] = {g € G | 0 C g C k}. This interval with
induced order is a bounded lattice that can be equipped with the following operations:

O the truncated sum: s By = (z+y) Nk

O the truncated difference: x cy=(r—y)U0

0 the product: rey = ((z+y) — k) U0

O the implication: z — y= ((y+ k) —z) Mk

O the negation: -z =(z - 0)=kOy
The following properties are met:
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(1) It is a bounded lattice: 0 C z C k
(2) (I,H8,0) is an abelian monoid whose unit is an absorbing element for the product:

Oexz =0.
(3) (I,e,k) is an abelian monoid whose unit k is an absorbing element for the sum:
kBx=k.

(4) Negation is an involution (——z = z) such that k = =0 (hence 0 = —k) and x ey =
—(—z B -y) (hence t By = —(—z o —y))

B)zCy & (z—y =k & (z0y)=0

(6) e is a residuated monoid: zeyC 2z & zCy— 2

(7) B is a co-residuated monoid: tBHyJ2 & 3 20y

8) (y—z2)=zBH-yand z6y=ze—y

Q) zUly = (y—2)—r = (r—y) -y =2BHyoz) =yB@oy)

(10) 2Ny = ze(z—y) = yo(y—a) = z0(@@0y) =ye(yor)

Such a structure is called an MV-algebra. MV-algebras are generalizations of boolean al-
gebras used in the algebraic analysis of Lukasiewcz infinite-valued propositional logic and
this class of algebras admits several equivalent definitions [7, 12]. For instance an MV-
algebra is a bounded commutative residuated lattice (x ey C z < z C y — z) such that
xUy = (y — z) — x. An MV-algebra is also an abelian monoid (A, e, 1) together with an
involution - : A — A such that if welet t By = —(-ze-y),0=-1land (z —y) =By
then ze0=0and (y > z) >z = (r —y) — y.

Definition 4.2. A bounded net is a structure N’ = (P, T, Pre, Post, My) where P is a
finite set of places with an MV-algebra A, associated with each place p € P (the unit
k, of A, is called the capacity of place p), T is a finite set of transitions disjoint from
P, and Pre, Post : Px T — |_|p€P Ay, the flow relations, are such that Vp € P Vt €
T Pre(p,t), Post(p,t) € Ap. A marking is a map M : P — |_|p€P A, that associates with
each place p € P the local value of the current configuration M (p) € A, in this place. My
is some fixed marking, called the initial marking. The transition relation M [t) M’ stating
that transition ¢ can fire in marking M and leads, when it is fired, to the new marking M’
is given by:

Pre(p,t) E M C Post(p,t) — Pre(p,t)

M' = (M & Pre(p,t)) B Post(p, t)

This relation can be extended inductively to sequences u € T* of transitions by letting
M [e) M for every marking M and M [t-u) M’ if and only if there exists some marking
M" such that M [t) M and M" [u) M’ for every t € T and u € T*. The set of reachable
markings is Reach(N') = {M | 3u € T* M [u) M }, and the marking graph of a bounded net
N = (P, T, Pre, Post, My) is the labelled graph 'y = (V, A, vo) whose set of vertices is
given by the set V = Reach(N) of reachable markings with vy = My and whose set of arcs
A CV xT x V is the restriction of the transition relation to the set of reachable markings:
A={(M,t, M") | M, M'" eV N M[t) M'}.

(4.1) MM < YpeP {

The boolean algebra 2 = {0,1} is an MV-algebra where sty =zUy and zey =zMy;
Let P be the set of places of a net and B = 2F = o(P) the corresponding product structure,
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the preceding firing rule can be reformulated as:
Ma)M" < M D Pre(a) A M N Post(a) C Pre(a) A M'= (M \ Pre(a)) U Post(a)

which is the usual firing rule of one safe nets. If we replace the boolean algebra 2 = {0,1}
by the interval [0, 1] of the additive group of real numbers, i.e. with x By = min(1,z + y)
and z ey = max(0,z +y — 1) then we obtain the firing rule of some kind of one safe "fuzzy”
nets :

Pre(a,p) C M(p) C Pre(a,p) + 1 — Post(a,p)

M[a)M' & VYpe P { M’ (p) = min(1, M(p) + Post(a,p) — Pre(a, p))

4.2. Complementary places. Mundici [12] proved that MV-algebras coincide with [0, k|
intervals of abelian lattice-ordered groups where k is a strong unit. More precisely if
(G = G,+,0) is an abelian lattice-ordered group with strong unit k then IT' (G, k) = (A4,H,0, e, k, —)
where G = [0,k] ={z € GI0Ca2Ck},zBy=(z+y)Nk,zey=((x+y)—k)UO0, and
-z = k — x is an MV-algebra such that the restriction of the order relation of the group on
the unit interval [0, k] coincides with the order relation of the MV-algebra: z Cy < 20y =0
(where x ©y =z @ ~y = (z — y) U0). Moreover I" extends into an equivalence between the
respective categories of abelian lattice-ordered groups with strong unit and MV-algebras, i.e.
I" induces a bijective correspondence between isomorphism classes of abelian lattice-ordered
groups with strong unit and isomorphism classes of MV-algebras. Now we have seen that
Petri algebras corresponds bijectively, up to isomorphism, to the positive cones of abelian
lattice-ordered groups, we thus have a Petri algebra canonically associated with each MV-
algebra. The following result shows that, by using complementary places, we can simulate
a bounded Petri net by a generalized Petri net defined on the associated Petri algebras.

Theorem 4.3. Any bounded net can be simulated by a generalized Petri net.
Lemma 4.4. For every elements a, b, and c in an MV-algebra one has
(4.2) bC-aCbHc = (aHBb)oec=(ae(cEBD)HB(bec)

Proof. Since every MV-algebra is a subdirect product of totally ordered MV-algebras we can

assume without loss of generality that the given MV-algebra is totally ordered. Condition

b C —a is equivalent to aeb = 0i.e. a+b C k in the underlying group. Condition —a C bH¢

is equivalent to a EHbH ¢ = k, i.e. a+ b+ ¢ J k in the underlying group. On the one hand
(aBb)ec=((a+b)MNk)ec=(a+b)ec=(a+b+c—k)UO=a+b+c—k

On the other hand

ae(clHb) = ae[lc+b)Mk
= (a+[(c+d)MMk]—k)UO
_ a if e+b3Jk
o at+c+b—k if c+bCk
and b E if b k
_ _ +c—k it b+cd
boc-(b+c—k)LlO—{0 i byeC k
and thus (aEBb)ec= (ae (cHD)) B (bec) as required. O
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FIGURE 4.1. Translation from bounded nets to generalized Petri nets

The above property may be rephrased as :
(4.3) bC—aCbBH-c(=c—bd) = (a«Bbec=(ac(codb)Bboc)

and thus appears as a weakening of equation (2.8) which ensures the associativity of the
firing rule of generalized Petri nets.

Proof. (of Theorem 4.3) The translation of a bounded net N into an equivalent generalized
Petri net N, illustrated in Fig. (4.1), consists in splitting every place p with initial marking
m € A, of the bounded net into two places denoted p and p’ with initial markings m € ((G:,,)Jr
and k, — m € (G,) " respectively where (G,,k,) is the lattice-ordered abelian group with
strong unit associated with the MV-algebra A, ~T'(G,,k,). L.e. one has

Pre(p,t) = Pre(p,t)
Post(p,t) = Post(p,t)
Pre(p',t) = Post(p,t) © Pre(p,t)
Post(p',t) = Pre(p,t) © Post(p,t)

First onehas e C mCy — o = —-yHxz if and only if m J z and -m Jye —x =y S x;
hence transition ¢ can fire in marking M in A if and only if the homonymous transition ¢
can fire in \V in the marking M such that M (p) = M (p) and M(p') = ~M(p) = k, — M (p).
Finally M [t) M’ in N if and only if M [t) M’ in N due to the fact that

cEmCy—z = ~[moz)Byl=[meyor)Hoy)
which follows from (4.3) since = [(m o x)By]=(-mBz)e—y=(—-mBz)oy. O

5. CONCLUSION

In this paper we have put forward an axiomatisation of the token game of Petri nets by
identifying a class of commutative residuated monoids, called Petri algebras, for which one
can generalize the rule of token game of Petri nets to define the behaviour of generalized
Petri net whose flow relation and place contents are valued in such algebras. This rule is
given by

ME)M' &M JIM N M = (M6 Pre(t)) & Post(t)
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where the sum and its associated residuation capture respectively how resources within
places are produced and consumed through the firing of a transition. The above rule extends
to sequences of transitions by letting

Pre(uv) = Pre(u) ® (Pre(v) © Post(u))
Post(uv) = (Post(u) © Pre(v)) @ Post(v)

subject to the condition that the associated binary operation

()@ (@', y) = (=@ (e’ cy),(yor')y)

be associative. We prove this latter condition to be equivalent to the cancellability of the
sum which is also characterized by the identity:

boc)ca=(bo(@oc)®(coa)
The firing relation can then be expressed as
MuyM" < (0,M") = (0, M) ® (Pre(u), Post(u))

from which the reversibility of the firing rule follows, namely the three following statements
are equivalent:

1. M J Pre(u) and M' = (M & Pre(u)) & Post(u)

2. M’ 3 Post(u) and M = (M’ © Post(u)) & Pre(u)

3. M 3 Pre(u) ; M’ 3 Post(u) and M © Pre(u) = M’ © Post(u)

We have proved that Petri algebras coincide with the positive cones of lattice-ordered
abelian groups. We know that lattice-ordered abelian groups constitute the subvariety of
lattice-ordered groups generated by the group Z of integer, and that their positive cones (i.e.
Petri algebras) is the subvariety of residuated lattices generated by N. The class of (usual)
Petri nets is thus associated with the generator of the variety of Petri algebras which shows
that these generalized Petri nets share all the algebraic properties of Petri nets, in particular
they have the same equational and inequational theory. We however exhibit a Petri algebra
whose corresponding class of nets is strictly more expressive than the class of Petri nets, i.e.
their class of marking graphs is strictly larger. More precisely, we have introduced a class
of nets, termed lexicographic Petri nets, that are associated with the positive cones of the
lexicographic powers of the additive group of real numbers. This class of nets is proved to
be universal in the sense that any generalized Petri net can be simulated by a lexicographic
Petri net. All the classical decidable properties of Petri nets however (termination, covering,
boundedness, structural boundedness, accessibility, deadlock, liveness ...) are proved to be
undecidable on the class of lexicographic Petri nets, even if restricted to integer coefficients,
by showing that this class is a strict extension of the class of Petri net with inhibitor arcs.

Finally we have turned our attention to bounded nets associated with commutative Petri
algebra and have shown that their dynamic can be reformulated in term of MV-algebras
and that any bounded net can be simulated by some generalized Petri net.
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