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Abstract:  The method most often used for inventing new branch predictors is to start
from a known predictor and try to improve it. However, this method gives little insight
in the frequent case where we fail to improve the predictor. This study proposes a new
approach, which we think provides a better understanding. We start from a model of ideal
predictor, and introduce successive degradations, until we obtain a predictor that can be
implemented in hardware. On each degradation, it is possible to quantify the loss, analyze
the reasons for it, and sometimes propose remedies. This paper is an illustration of this
method on the family of tag-based predictors derived from PPM.
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Analyse d’un prédicteur de branchements

Résumé : La méthode la plus souvent utilisée pour inventer de nouveaux prédicteurs
de branchements est de partir d’'un prédicteur connu et d’essayer de 1’améliorer. Cepen-
dant, lorsque cette méthode échoue, elle se préte difficilement & une analyse permettant de
comprendre les raisons de ’échec. Nous proposons une nouvelle méthode, qui n’a pas cet
inconvénient. Nous partons d’un modéle de prédicteur idéal, et nous introduisons des dégra-
dations successives correspondant aux contraintes matérielles, jusqu’a obtenir un prédicteur
réaliste. Chaque dégradation peut étre quantifiée, analysée, et parfois, corrigée. Cette étude
est une illustration de cette méthode sur la famille des prédicteurs dérivés du prédicteur
idéal PPM.

Mots-clé : analyse de prédiction de branchements, PPM, prédicteur de taille limitée,
fréquence de séquence, compteur bidirectionnel saturant
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1 Introduction

Branch mispredicts are an important source of performance loss in modern general purpose
processors. The goal of branch prediction research is to propose new branch predictors that
have a lower mispredict rate, or that are simpler to implement, or both. The limits of branch
prediction (under certain hypotheses) have been studied in [2, 5], but these previous limit
studies did not consider predictor storage limitations, which is an important parameter. And
indeed, recent branch prediction research shows that, given a limited storage, there is still
room for improvement [14, 8, 10, 13], although this often requires more complex predictors.
Yet, it is not clear how small the mispredict rate can be for a fixed hardware complexity.
Answering this question is difficult. Branch prediction is not easy to theorize because appli-
cations are difficult to model. Moreover, hardware complexity cannot be quantified easily
with a single number. These are probably some of the reasons why inventing new branch
predictors is more an art than a science.

The method most often used can be described as follows. Typically, one has an intuition
about a possible way to decrease the mispredict rate of a known predictor. Then the idea
is tested by running simulations, and the modified predictor is compared with the reference
predictor. If the mispredict rate is not significantly improved (which is a frequent situation),
there are several possibilities, among which :

e The intuition was wrong : understanding why it was wrong should be instructive.

e The intuition was not completely wrong, but the idea must be combined with another
(yet unknown) idea for its potential to be exposed

e The reference predictor cannot be improved

It is difficult to distinguish between these possibilities, precisely because the mispredict rate
does not change. Yet, we believe it is important to know the asnwer. This paper proposes a
method that does not have this drawback. We start from a model of ideal predictor based
on a few basic principles. Then we introduce successive degradations until we obtain a
predictor that can be implemented in hardware. When the impact of a degradation is more
pronounced than expected, we can go back, analyze what happened, and try to bring a
correction. This study is an illustration of the method on the family of tag-based predictors
derived from PPM [2].

In Section 3, we describe an ideal predictor that can serve as a model for a large class
of tag-based predictors. Section 4 introduces successive degradations which are analyzed
systematically. The predictor finally obtained is then compared with 2bcgskew.

2 Definitions and notations
We define the program control flow (PCF) as a finite sequence (B;)N, of dynamic basic

blocks B; € B where B is the set of all static basic blocks constituting the program text.
Typically, the PCF corresponds to the whole program execution, or to the execution of a
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program between consecutive context switches. The PCF length N is typically large, e.g.,
several hundreds of thousands of dynamic basic blocks. We assume that the prediction of
block Bj is based only on the knowledge of blocks B to B;. One may use information other
than just the PCF, for example instructions dependencies [17]. However, most predictors
proposed so far are PCF-based predictors, and we focus on these.

We denote S(n) the set of all possible sequences of n consecutive blocks. In particular,
S(1) = B. Given m < n and two sequences v € S(m) and s € S(n), notation u < s means
that sequence s ends on sequence u. For each sequence s, we define its frequency f(s) as

number of occurrences of s in the PCF

1) = -

which implies f(s) < 1. For simplifying the study, we assume that each block B € B has
only two possible successor blocks in the PCF, which is often the case in practice. Hence
there exists at most |S(n)| < 2™ possible sequences of length n. Throughout this study, 1,
and 0 denote respectively the most frequent and least frequent successor block of sequence
s in the PCF. In particular, for a block B, 1p and 0p are respectively its most frequent
and least frequent successors. By definition, Vs € S(n), we have f(s.15) > f(s.05), where
we denote s.15 (resp. s.0;) the sequence from S(n + 1) formed by appending block 1, (resp.
0s) to sequence s. More generally, given two sequences v € S(m) and s € S(n), we denote
u.s the sequence from S(m + n) formed by appending s to u.

We define the stream of a sequence s as the sequence of successor blocks of s in the PCF.
For example, if sequence s is encountered four times in the PCF and these four occurrences
are followed respectively by blocks 1, 14, 05 and 1,, the stream of s is 1101.

3 Model of ideal predictor

Our ideal predictor consists of a set T of sequences. The number of sequences in T is
denoted |T'|. Sequences in T' may have a fixed length, or may have various lengths. However
we assume that sequences lengths are strictly greater than one, i.e., T C |J ., S(n). We
also assume that the content of 7" is fixed for a given PCF.

For each B; in the PCF, we consider the sequences Bj_n41 ---Bj of length n for all
n € [2,7]. If some of these sequences are in T', we define s as the longest of these matching
sequences (one will recognize the PPM ordering of sequences [3, 2]). Otherwise, if there is
no matching sequence, s = B;. We predict B;1 to be 1,. Hence, if Bj;; = 0, this is a
mispredict. We define the mispredict frequency m(T) < 1 as the total number of mispredicts
divided by the PCF length N. For n > 1, we will denote m(n) the quantity

m(n) = Y f(s.0,) (1)

seS(n)

n>1

In particular m(S(n)) = m(n) for n > 1, and m(&) = m(1). It can be shown that, for ¢ > 0,

m(n +1i) < m(n) (2)

INRIA
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i.e, m(n) is non-increasing with n. This comes from the fact that a sum of mins does no
exceed the min of sums :

m(n+1i) = Z Z min(f(u.s.1s), f(u.s.05))

s€S(n) ueS(i)
< Zmin(z f(u.s.ls),Zf(u.s.OS))

= m(n)

which prooves (2). This justifies PPM ordering. !
In the general case of a random 7', and under PPM ordering, the mispredict frequency
is

m(T) =m(1) = Y (f(s:04) = f(5.0,)) 3)

seT

where u depends on s and is the longest sequence in BU T such that u < s. Expression (3)
can be understood as follows. All the mispredicts are counted in the sum m(1)+ 3", f(s.05).
We must remove from this sum the “false” mispredicts on sequences wu, i.e., occurrences of
u followed by 0, but for which there exists a longer matching sequence in 7. The sum
>, f(s.0,) corresponds to these false mispredicts.

3.1 Maximum sequence length

If T is finite, we have m(T") > m(n), where n is the length of the longest sequence in T'. This
can be seen as follows. Let us add to T all the sequences from S(n) that are not already in
T. We obtain a set R D T. Referring to formula (3) applied to set R, we have

m(R) =m(T) = > (f(s0u) = f(5.0,))
sER-T
which implies m(R) < m(T). As the longest matching sequence in R is always of length n,
i.e., m(R) = m(n), we have m(T") > m(n).
3.2 Removing useless sequences

For a limited |T'|, we seek an optimal set T' of sequences that minimizes m(T").
Referring again to formula (3), let us assume that there exists an s € T such that 0,, = 0.
We have f(s.05) = f(s.0,). If we remove s from T', the only change on m(T) may come from

11t should be noted that selecting the longest matching sequence is not always the best choice. For
example, let us consider two sequences © € T and s € T such that v < s. Let us consider the susbtream
X of s corresponding to occurrences of s as the longest matching sequence. As X is not the whole stream
of s but only a substream, the most frequent block in X may be 0 instead of 15. If this is the case, and if
0s = 1, it is better to select u instead of s. In other words, adding a sequence to 7" may increase m(T).
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6 Pierre Michaud

sequences v in T for which s is the longest matching subsequence. However, after removing
s, the longest matching subsequence of sequence v becomes u. As 0, = 0y, the contribution
of v does not change. Hence removing s keeps m(T") unchanged.

We denote T* C T the set of sequences remaining after removing from 7" all the sequences
s such that 0,, = 05, where u is the longest sequence in B U T such that u < s. Expression
(3) becomes

m(T) m(T") (4)

= m(1) = Y (f(s:1s) — f(5.0,))

seT*

It should be noted that 7** = T™*, which means that for all s € T* and u the longest
sequence in BUT™* such that u < s, we have 1, = 0,.

3.3 Single sequence length

Let us first consider the case which constrains sequences in T to have a fixed length n.
Expression (3) becomes

m(T) =m(1) = > (f(s.08) — £(5.0,))

seT

where B is the last block in s. For a limited |T'|, one can minimize m(7T') by sorting sequences
in S(n) in decreasing values of f(s.05) — f(5.05), and putting in T the first |T'| sequences. As
|T| increases, m(T') decreases from m(1) to m(n). Notice that m(T') is necessarily a convex
function of |T'| in this case.

3.4 Multiple sequence lengths

The general case which considers multiple sequence lengths in 7' is a more difficult optimiza-
tion problem. At this point in the analysis, it is convenient to introduce a hypothesis, which
will lead to a simple heuristic. We introduce the convezity hypothesis, which we define as
follows :

V ou,s:u=<s, f(uly) = f(u.0y) > f(s.15) — f(5.05)

Let S be the set of sequences that are allowed to be in 7'. It can be shown that, in order to
minimize m(7T"), we only need to consider sequences in S* (S* C S is obtained as previously,
by removing from S all sequences s € S such that 1, = 1,,, where w is the longest sequence
in BU S such that u < s). This can be seen as follows. Let us consider a 7% C S that
is not included in S*, and s € T* such that s ¢ S*. Let u be the longest sequence in
B U S* such that u < s. Because s ¢ S*, we must have 1, = 1,,. Then, because s € T**,
u cannot be in BUT™*. Let us define R = T* U {u}. We have s ¢ R*, i.e., R* is obtained
from T* by replacing s with . From the convexity hypothesis and from (4), we must have

INRIA
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m(R*) < m(T*). In summary, we can replace sequences not in S* by sequences that are in
S*, yet without increasing m(T™*).

We are now searching an optimal 7' C S*. Under the convexity hypothesis, one can
minimize m(T') for a limited |T'| by sorting sequences s € S* in decreasing values of f(s.1,)—
f(s.05) and putting in T the first |T'| sequences. Notice that 7' = T™* is a consequence of the
convexity hypothesis. On real worloads, we may observe |T*| < |T'|. However, we should
observe |T*| = |T| as an empirical validation of the convexity hypothesis, i.e., function m(7T)
of |T'| should be approximately convex.

4 Degrading the ideal predictor

This study focuses on conditional branches, which constitute the majority of mispredicts,
i.e., we consider only the sequences which last block ends on a conditional branch. Block
1, corresponds to the most frequent branch direction, either taken or not-taken. Block 0Oy
corresponds to the other direction.

A first degradation we introduce in the ideal predictor is in the way sequences are rep-
resented. We represent a sequence with the address of the conditional branch ending the
last block and with the global history of conditional branch directions, i.e., a bit vector rep-
resenting the directions of the last n — 1 conditional branches (the case n = 1 corresponds
to the usual “bimodal” predictor [15, 11]). This is how sequences are represented in most
predictors. There is some aliasing on sequences [12], yet it is easy to implement in hardware.
This assumption also eases our simulations. We assume a maximum sequence length 7,4,
and, for each static branch encountered in the PCF, we maintain a binary tree of depth
Nmaz Where each node represents a distinct global history value, which length corresponds
to the depth of the node in the tree. Throughout this study, we assume 7,4, = 41.

Experimental set-up. We focused our attention on seven benchmarks. One is go, from
the SPEC95 suite, and the six others are gzip, vpr, gce, crafty, parser, and twolf from the
SPEC2000 suite. We chose these benchmarks because of their mispredict rate, which is likely
to be a performance bottleneck. We used the train input on all benchmarks. We skipped
the first 100 millions instructions and collected conditional branches for the next 10 millions
instructions (unless specified otherwise). To save space, we use go as our example PCF.

4.1 Limited number of sequence lengths

In the remaining, S still denotes the set of sequences allowed in T'. We assume that S =
Uner S(n), where L C [2,npq.]. Figure 1 shows m(T) on go as a function of |T| for
L={41-4xi}},, for L ={6,11,21,41} for L = {11,41} and for L = {41} (the curves
show only values of |T'| corresponding to sequences such that f(s.15) — f(s.05) > 4/N). On
all benchmarks, the curve of m(7T) in function of |T'| is approximately convex. However,
we verified that they are locally not convex (except L = {41} which is always convex).
The convexity hypothesis seems to provide a good heuristic in practice. On the example

RR n~ 5366
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Figure 1: Example PCF : m(T) as a function of |T|, for L = {41 — 4 x i}}_,, for L =
{6,11,21,41} for L = {11,41} and for L = {41}.

PCF, four lengths L = {6,11,21,41} is sufficient. while a single length L = {41} is clearly
insufficient. Analyzing the contribution to m(1) —m(T') of each length in L = {6, 11,21, 41},
we found that length 41 contributes little on this particular PCF. On this PCF, a single
length L = {21} would be better than a single L = {41}. However, the contribution of
length 41 was significant on certain benchmarks, especially parser. Some predictors, e.g.,
McFarling’s bimodal/gshare [11] or YAGS [4], use a single global history length. The need
for multi-length configurations has already been pointed out [16]. The optimized 2bcgskew
predictor [14, 1] is an example of dynamic global-history based predictor that uses multiple
history lengths. In the remaining, we assume L = {6,11,21,41}.

4.2 Up-down saturating counters

A real branch predictor has no a priori knowledge of 1, for a sequence s. The real predictor
discovers the stream of s progressively and makes predictions based on occurrences of s
encountered so far. In this kind of situation, real predictors often use up-down saturating
counter associated with each sequence [15, 9, 18]. When the branch ending the sequence is
taken, the counter is incremented, otherwise it is decremented. For predicting the branch
direction, we look at the counter value sign : if the counter value is positive, we predict
taken, otherwise we predict not-taken. It can be shown that if the stream of s behaves like a
Bernoulli trial, an up-down saturating counter with a small number of bits is asymptotically
close to optimal. Assuming a probability p < 0.5 for the occurrence of 0, after s, the
behavior of a 2C-state saturating counter can be modeled by the Markov chain depicted
below :

INRIA
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1.3 T T T T
2 bits
3 bits -------
1.2 | 4bits -------- o
11 B
1 s Loy
0 0.1 0.2 0.3 0.4 0.5

p

Figure 2: Up-down saturating counter : M¢(p)/p as a function of p € [0,0.5] for a 2-bit,
3-bit and 4-bit counter (C = 2,4, 8).

P p p P P
S
N .z

1-P 1-P 1-P 1-P 1-P

The state is incremented with probability 1 — p and decremented with probability p. This
corresponds to a one-dimensional random walk with reflecting barriers. A detailed analysis
can be found in [6]. The Markov chain considered is ergodic, thanks to the saturating states.
Hence, as the stream length increases, the probability to be in state k£ converges toward a
limit value py independent of the initial state. It can be shown that probabilities p; verify
D-Pr+1 = (1 —p) - px. The probability Py that the state is strictly negative verifies equation
Pi=1—Py=PFy-((1—p)/p)¢. The mispredict probability is Mc(p) = (1 —p)-Py+p- P,
ie.,

1-2p

Mc(p)=p+ @

(5)

Figure 2 shows the ratio M¢(p)/p for p € [0,0.5] for a 2-bit, 3-bit and 4-bit counter (C =
2,4,8). The 2-bit counter is close to optimal for p < 0.05, however its accuracy degrades
for higher values of p. For instance, at p = 0.3, the 2-bit counter generates about 20% more
mispredicts than the optimal predictor. If the stream is long enough, a 4-bit counter can be
considered close to optimal.

To evaluate the impact of using saturating counters in practice, we ran two-pass simu-
lations. During the first pass, we build the tree, compute frequencies, and sort sequences in
S* as previously. We compute the mispredict frequency during the second pass. Set T is
still fixed for the whole PCF. We associate a saturating counter with each sequence in BUT.
The counter associated with a sequence is initialized according to the branch direction on
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Figure 3: Example PCF : mispredict frequency in function of |T'| when using 4-bit coun-
ters with total update (“tu”) and partial update (“pu”) strategies, compared with the ideal
predictor.

the first occurrence of the sequence in the PCF, i.e., state 0 if the branch is taken, state —1
otherwise. On the following occurrences of a sequence, the counter is incremented when the
branch is taken, decremented otherwise. On the first occurrence of a static branch in the
PCF, we predict a random direction. Otherwise, the prediction is given by the sign of the
counter associated with the longest matching sequence in BUT that has been encountered
at least once in the past. For updating the counters, we tried two strategies. The total
update strategy updates the counters of all the matching sequences in BUT. The partial
update strategy updates only the counter of the longest matching sequence in BUT'.

Figure 3 shows the mispredict frequency in function of |T'| when using 4-bit counters
with total update and partial update strategies, compared with the ideal predictor always
predicting 1, for sequence s. On all benchmarks, partial update was consistently better than
total update. The explanation lies in the way set S* is built. Let us consider a sequence u
in S§*. With a partial update, the 4-bit counter associated with u is updated only by the
substream of w corresponding to occurrences of u has the longest matching sequence. On
the other hand, with a total update, the 4-bit counter is updated even when there exist a
matching sequence s longer than u. By construction of S*, 1, = 0,, which means that the
counter associated with u is more likely to evolve toward the wrong sign when v is not the
longest matching sequence.

Although we show results for 4-bit counters, we also experimented 2-bit counters and
found that this generally increases the mispredict frequency, as predicted by the Markov
chain model. As can be seen on Figure 3, 4-bit counters with a partial update permit
approaching the ideal predictor. 2 It can be noticed on Figure 3 that, as |T| increases, it

20n crafty, a 4-bit counter is slightly better than the ideal predictor. This probably comes from non-
stationary branch behaviors, e.g., a branch changing direction in the midst of the PCF.

INRIA



Analysis of a tag-based branch predictor 11

becomes difficult to come close to the ideal predictor. These extra mispredicts correspond
mostly to low-frequency sequences, and may be called cold-start mispredicts. Cold-start
mispredicts come from sequences not being used on their first occurrence and from 4-bit
counters training time. In the remaining, when using 4-bit counters instead of the ideal
prediction 1, partial update is implicit.

4.3 Conflicts between sequences

In real predictors, sequences are mapped onto table entries through hash functions. This
generates conflicts between sequences. One may use a certain degree of associativity to
remove conflicts. However, associativity is seldom used in conditional branch predictors,
probably because it is not worth the extra complexity. We see two explanations. When the
table is smaller than |S*|, it is often possible to fill most table entries with useful sequences,
even if these are not the most useful ones. Also, when two sequences from S* are in conflict,
it is sometimes possible to substitute a longer sequence for one of these.

The hash function we used in our experiments is an extension of gshare hash function
[11]. It is based on F'(g, m) which folds a bit vector g onto m bits by a bitwise XOR (symbol
®) of groups of m consecutive bits. We define a hash function H(s,m) onto m bits as
follows. Sequence s € S(n) is represented by a branch word address a and a n — 1 bits global
history g. We append the sequence length to g, defining ¢’ = g x 26 + n. We define a m-bit
value h = F(g,m) & 2F(g,m — 1). If n < m, we define b’ = h x 2™~" (the m — n most
significant bits of h are null), otherwise b’ = h. We take the m least significant bits of a and
obtain a’. Finally, H(s,m) =a' & h'.

To evaluate the impact of conflicts, we process the PCF twice. During the first pass,
we build the tree and compute frequencies. The mispredict frequency is computed during
the second pass. A difference with the ideal predictor is that we allow the content of T to
change dynamically. The prediction is still given by the longest matching sequence s in T
and its most frequent successor 1,. However, at any time, we may replace certain sequences.
We maintain a table with 2™ entries, where each entry can hold one sequence. At any time,
T is the set of sequences that are in the table. After predicting the successor B of block
Bj, we try to store sequences in the table according to the following allocation policy, for
which we define two variants alloc+ and alloc— :

RR n~ 5366
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u = Bj
FOR n € L, increasing
$=Bj_nt1-+Bj

IF (s € T))
u=s
ELSE IF (1, # 1,)
store s in entry H(s,m)
u=s
alloc—

v = sequence stored in entry H (s, m)

IF f(s.15) — f(s.05) > f(v.1,) — f(v.0,)
store s in entry H(s,m)

u=Ss:s

Figure 4 shows the mispredict frequency in function of 2™ for the alloc+ and alloc— alloca-
tion policies, compared with the ideal m(T) in function of |T'|. Results of our experiments
indicate that using H (s, m) with alloc— permits approaching the ideal predictor for moder-
ate values of 2™. On gce, the ideal predictor was even outperformed, probably because of
temporal locality. 3 For large values of 2™, associativity may help a little. As can be seen
on Figure 4, alloc— outperforms alloc+, because allocation is done more selectively. We
observed a similar result on the other benchmarks. The alloc+ policy, on the other hand,
does not require information on sequence frequencies. It just requires the knowledge on the
most frequent successor of a sequence.

4.4 Getting rid of oracle knowledge

Experiments in Section 4.2 have shown that a 4-bit counter is effective at guessing the most
frequent successor of a sequence, provided we use a partial update. Experiments in Section
4.3 have shown that we can store sequences in a direct-mapped table without overly suffering
from conflicts, but we need to know the most frequent successor of sequences. Naturally, the
next step consists in combining 4-bit counters with the alloc+ policy so that we no longer
rely on oracle knowledge. However, there is a complication. The alloc+ policy assumes,
upon deciding whether or not to store a sequence s in the table, that 1, is kown. If sequence
s was stored somewhere, we would associate a 4-bit counter with it. Actually, this could be
the case if the predictor under study was backed by a larger predictor, as proposed in [7]. For

3The ideal predictor cannot exploit temporal locality because the content of T is fixed for the whole PCF,
hence a reason to work with PCFs that are not too long.
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Figure 4: Example PCF : mispredict frequency in function of 2™ when using hash function
H(s,m) with the alloc+ and alloc— allocation policies, compared with the ideal m(T) in
function of |T'|.

this study however, we assume that this is not the case. When a sequence is missing, we have
no information on it and must rely on a heuristic. We introduce the allocate-on-mispredict
allocation policy (AOM), which we define as follows :

u € S(Nmaten) = longest matching sequence
IF mispredict
FOR n € L,n > npaten
s=Bj_pt1---Bj

store s in entry H(s,m)

In the ideal case, mispredict means 1, # B;;i. This allocation policy is an extension of
that used in the YAGS predictor [4]. Figure 5 compares the mispredict frequency of AOM
against that of alloc+. “AOM 4bc” denotes the same predictor as “AOM” but using a 4-bit
counter instead of 1, for the prediction. In this case, upon storing a sequence, its counter
is initialized according to the branch outcome, i.e., state 0 if the branch is taken, state —1
otherwise. The degradation introduced by AOM is more pronounced on certain benchmarks.
However, on all benchmarks, the biggest degradation comes from the use of 4-bit counters.
As can be observed on Figure 5, the magnitude of the degradation is more important than
one would expect from the analysis of Section 4.2.

In Section 4.2, the set T of sequences stored in the table was fixed. If sequences are
encountered a sufficient number of times in the PCF, the counters have enough training
and provide accurate predictions. Now, when a sequence is evicted from 7', information on
this sequence is lost. When the sequence reenters T at some time in the future, the 4-bit
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Figure 5: Example PCF : mispredict frequency in function of 2™ for the AOM allocation
policy, against alloc+.

counter associated with the sequence is reinitialized. A 4-bit counter is asymptotically close
to optimal, but the first few predictions are not very accurate (especially with the AOM
policy, which often initializes counters with the “wrong” direction). Without knowledge of
1,, we must rely on heuristics for trying to alleviate the problem. Through trial and error,
we found a heuristic that seems to work well on average, although it does not solve the
problem completely. This heuristic relies on extra information maintained dynamically. We
associate a bit useful(s) to each sequence s € T', and we associate 2-bit up-down saturating
counters meta(B,n) to each B € B and for each n € L. We denote p(u) the prediction given
by the 4-bit counter associated with a sequence u. The heuristic is described on Figure 4.4.
We denote this predictor “AOM 4bc+". It should be noted that meta(B;,n) is updated in
a way similar to the meta-predictor introduced in [11]. The meta(B;,n) counter tries to
identify cases where it is beneficial to use longer sequences. A small m(n) often indicates
that there is a lot of correlation between branches. In that case, meta(B;,n) will often be
positive, which leads to an “aggressive” initialization of 4-bit counters according to Bji1
(state 0 if the branch ending B; is taken, state —1 otherwise). On the other hand, if there
is little correlation, it is safer to initialize 4-bit counters with p(B;). Figure 7 compares the
mispredict frequency of AOM 4bc+ against that of AOM and AOM 4bc. On a majority of
benchmarks, “AOM 4bc+” is very close to “AOM”. However, there is room for improvement
on certain benchmarks (gzip,vpr, twolf).

4.5 A predictor that could be implemented

Predictor AOM 4bc+ introduced in the previous section no longer relies on oracle informa-
tion. However, further degradations are necessary for an implementation in hardware.

INRIA
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U € S(Nmatcn) = longest matching sequence
IF p(u) # Bjs1

alloc_ failed = TRUE

FOR n € L, N > Nmatch

$=Bj_ny1--Bj
v = sequence stored in entry H (s, m)
IF useful(v) =0
store(s,n)
alloc_failed = FALSE
IF alloc_ failed

n = choosen randomly in L,n > Npmatch

DEF store(s,n)

store s in entry H(s,m)

useful(s) =0

IF meta(Bj,n) >0
initialize 4-bit counter

§= Bi-n1---B; according to Bjt1

ELSE

initialize 4-bit counter

store(s,n)

IF p(u) # p(B;)
IF p(u) = Bjt1

according to p(B;)

increment meta(Bj, Nmatch)
useful(u) =1
ELSE
decrement meta(B;, Nmatch)
useful(u) =0
update 4-bit counter associated with u

Figure 6: Algorithm for “AOM 4bc+”. Notation p(u) represents the prediction given by the
4-bit counter associated with a sequence wu.
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Figure 7: Example PCF : mispredict frequency in function of 2™ for AOM 4bc+ vs. AOM
and AOM 4bc

Banking. Table 7" should be banked so that finding the longest matching sequence be done
in parallel instead of sequentially. Given L = {6,11,21,41}, we assume four equally-sized
banks for T'. Each bank has 2™~2 entries and is indexed with H (s, m — 2). For simplifying
the logic, we assume that each sequence length is mapped to a dedicated bank, e.g., banks
0,1,2,3 correspond to n = 6,11,21,41 respectively. Figure 8 shows the impact of banking
on the example PCF. As can be observed, banking has little impact. We did not expect
this result, because we thought that allocating a fixed fraction of the overall table space to
each sequence length would degrade the predictor. Actually, this is not the case. In order
to understand this phenomenon, we returned to the alloc+ and alloc— predictors studied in
Section 4.3 and measured, at the end of simulation, the proportion of each sequence length
stored in T'. On the example PCF, and with alloc—, length n = 41 contributes very little,
which is what we expected from experiments in Section 4.1. However, with alloc+, sequence
lengths are roughly equally distributed. In other words, the degradation we expected by
banking had already happened before. The equipartition of the table space among the
different sequence lengths is inherent to the allocation policy. It comes from the lack of
knowledge on sequence frequencies.

Tag widths. Instead of storing the whole identifier of a sequence in table T', we store a
tag obtained by applying a hash function H' on the sequence. Considering a fixed number of
entries, this is obviously a degradation. With ¢ tag bits, if the hash function is well chosen,
the probability that two tags are aliased is 2. So, as noted in [4], the tag does not need
to be long. One should should H' so that H(s,m — 2) and H'(s,t) are not correlated. For
our experiments, we took H’(s,t) as the ¢ least significant bits of a & (a/8) ® F(g,t) (cf.
Section 4.3). Figure 9 shows the impact of tag width on the example PCF. We found that
with ¢ = 8 tag bits, the degradation is negligible.
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Figure 8: Example PCF : mispredict frequen-
cy in function of 2™ for 1 bank against 4
banks.

Figure 9: Example PCF : mispredict frequen-
cy in function of 2™ for t = 6 and ¢t = 8 tags
bits, against the perfect case (full tag).

benchmark 64 Kbits 256 Kbits 1 Mbits
2bcgskew | AOM 4bc+ || 2bcgskew | AOM 4bc+ || 2bcgskew | AOM 4bc+

164.gzip 0.092 0.082 0.092 0.082 0.092 0.082
175.vpr 0.079 0.073 0.078 0.069 0.076 0.065
176.gcc 0.042 0.039 0.035 0.028 0.030 0.023
186.crafty 0.041 0.036 0.034 0.028 0.030 0.026
197.parser 0.050 0.045 0.044 0.042 0.040 0.041
300.twolf 0.138 0.117 0.128 0.109 0.125 0.101
go 0.182 0.164 0.134 0.120 0.106 0.082

Table 1: Mispredict rate of AOM 4bc+ vs. 2bcgskew
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Evaluation. Given a limited storage capacity (measured in bits), the AOM 4bc+ predictor
achieves a good utilization of this capacity. We compared the predictor with 2bcgskew, which
is known to achieve a low mispredict rate for a fixed capacity. In AOM 4bc+, a part of the
overall capacity is used to record information associated with B € B. We assume this
information is stored in a “bimodal” table indexed as usual, i.e., with the least significant
bits of the address of the branch ending block B. Overall, with table T', we have 5 banks.
We assume that all 5 banks have the same number of entries, i.e., 2™~ 2 entries. Each entry
of the “bimodal” table holds one 4-bit counter and four meta(B,n) 2-bit counters, for a total
of 12 bits per entry. Each entry of table 7" holds one 8-bit tag, one 4-bit counter, and one
bit use ful(s), for a total of 13 bits. The total number of bits is 272 x 12+ 2™ x 13 = 2m+4
bits, of which half are used in tags.

For 2bcgskew, we used the publicly available simulator [1]. It implements an optimized
2bcgskew that is evaluated in [13]. We did not modify it. Npis being the total storage
capacity in bits, two tables use a global history length of log, Npizs — 11, the third table
uses length 4 X (logy Npits — 11), and the fourth one uses length 8 x (log, Npirs — 11). We
simulated predictor capacities of 64 Kbits, 256 Kbits and 1 Mbits. For AOM 4bc+, this
corresponds to 1024, 4086, and 16384 entries per bank respectively (i.e., m = 12,14, 16). We
ran each benchmark for 100 millions instructions, after skipping the first 100 millions ones.
Mispredict rates (i.e., number of mispredicts divided by number of conditional branches)
are reported on Table 1. The mispredict rate of AOM 4bc+ is lower than that of 2bcgskew,
except for 197.parser with 1 Mbits of storage.

4.6 Further degradations ?

The AOM 4bc+ predictor is more complex to implement than 2bcgskew. Complexity on the
update path (meta(B,n), useful(s), ...) can be tolerated to some extent, but complexity on
the prediction path increases the mispredict penalty. We do not think that hash functions
are really a problem. The hash functions we used can be simplified when designing a
predictor with definite size and sequence lengths. Yet, for obtaining a prediction, we read
five prediction bits and four 8-bit tags, i.e., a total of 37 bits. These 37 bits are then
reduced to one final prediction. The logic to implement this reduction can incur a delay of
several cycles. One could decrease complexity by shortening the tags. But tags must have
a minimum width to be effective (Figure 9), so this is not really a solution.

4.7 Hints for future improvements

An straightforward way to improve the predictor on certain benchmarks would be to consider
a maximum sequence length greater than n,,,, = 41. For example, we could add a fifth
bank on table T, associated with a sequence length longer than 41, or keep four banks but
distribute sequence lengths more sparsely. Yet, for a fixed 71,4, there is a gap between the
mispredict rate of AOM 4bc+ and that of the ideal predictor we started from. In particular,
we have noted in Section 4.3 that the lack of knowledge on sequence frequencies incurs a
significant degradation (alloc— vs. alloc+). A possible direction to explore would be the
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use of quotas that would give less table space to longer sequences, as long sequences are
less useful than short ones for a majority of benchmarks. This may require to bank table
T differently (Section 4.5). Another important degradation was observed between AOM
and AOM 4bc. It comes from the lack of knowledge of 1, when bringing sequence s in the
table. The introduction of meta(B,n) and useful(s), that led to AOM 4bc—+, attenuated
the degradation, but it is still significant on certain benchmarks. More efficient ways to
palliate the problem may exist.

5 Conclusion

Our first motivation for using frequency was its conceptual simplicity. Then we found during
our study that, had we not used frequency, we may have missed important phenomena
associated with 4-bit counters, in particular partial vs. total update and AOM vs. AOM
4bc. These phenomena were not obvious to us beforehand, and the method was instructive
in that respect.

The method proposed is not intended to replace the usual one, but to complement it. We
did not choose the ideal predictor and the degradation path arbitrarily, but with a direction
in mind, based on our familiarity with tag-based predictors.

It is not clear whether our ideal predictor can be used as a model for tag-less predictors.
The advantage of tags is that, if they are wide enough, aliasing is negligible. Tag-less
predictors, on the other hand, try to tolerate aliasing. For example, 2bcgskew combines a
meta-predictor and a majority vote. Another example is COLT fusion [10], which provides
a general way to build tag-less predictors. Using selection information more compact than
tags should decrease the predictor delay, and also decrease the number of bits per table
entry, which allows to have more entries for the same total storage capacity (though it has
not yet been demonstrated that tags are not space efficient, see Table 1).
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