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Abstract: We consider a decision problem faced by an energy limited wireless device
that operates in discrete time. There is some external arrival to the device’s transmit
buffer. The possible decisions are a) to serve some of the buffer content, b) to reorder
a new battery after serving the maximum possible amount that it can, and ¢) to remain
idle so that the battery charge can increase owing to diffusion process (possible in some
commercially available battery). We look at both open-loop and closed-loop control of
the system. For the closed-loop control, we view the problem in the framework of Markov
Decision Processes and address finite and infinite horizon discounted costs as well as average
cost minimization problems. Without using any second order characteristics, we obtain
results that include i) optimality of bang-bang control, ii) the optimality of threshold based
policies, iii) parameteric monotonicity of the threshold, and iv) uniqueness of the threshold.
For the open-loop control setting we use recent advances in application of multimodular
functions to establish optimality of bracket sequence based control.
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Controle de la file d’attente et de I’énergie d’un systéme
mobile: approches en boucle fermée et en boucle ouverte

Résumé : Nous étudions un probléme de décision en temps discret qui peut se poser pour
un systéme mobile avec une source d’énergie limitée. Pendant chaque slot, il y a des paquets
qui arrivent dans la file d’attente de cet systéme. Au début de chaque slot, I’'systéme peut
choisir parmi les décisions suivantes: a) envoyer quelques paquets, b) envoyer tous les paquets
possible et commander une nouvelle batterie, et ¢) rester inactif, ce qui permet d’augmenter
Pénergie résiduelle. Cette formulation méne & un compromis énergie/performance pour
I’appraeil. Nous étudions le controéle de ce systéme en boucle ouverte et en boucle fermée.
Dans le cas d’un controle en boucle fermée, nous utilisons le cadre des processus de décision
markoviens. L’objectif est de minimiser le cotit actualisé sur un horizon de gestion fini et
infini, et le cotit moyen par unité de temps. Nous montrons, sans utiliser les caractéristiques
de second ordre, i) 'optimalité de commande par tout ou rien, ii) I'optimalité de controle
a seuil, iii) la monotonie paramétrique de ce seuil, et iv) 'unicité de ce seuil. Enfin, nous
utilisons les progres récents dans les applications des fonctions multimodulaires pour établir
I’optimalité du controle basé sur des "bracket sequeunces".

Mots-clés : processus de décision markoviens, "Multimodularity"
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1 Introduction

Wireless devices are constrained in their operational lifetime by finite energy batteries.
Therefore, energy efficient design of protocols at different layers of the protocol stack for
wireless networks has recently received significant attention, see, for example, [6]-[9]. Al-
though the primary objective of a terminal is to transmit and receive data with minimal
delay, this must be done with the added constraint of minimizing the transmission costs
and increasing the operational lifetime of the terminal. Recently, in [10] the authors studied
delay optimal packet scheduling policies subject to average transmit power constraint over a
wireless channel with independent fading. In [3], the authors extended this model to include
Markovian fading. Although in the above mentioned articles an average power constraint
was imposed, an interesting feature of the battery was ignored. In [11], it was observed that
a battery can regain some of its lost energy when left idle. This feature can enable a user
to send more packets and increase the operational lifetime of the terminal if the terminal
were to be left idle, thus providing incentive to remain idle even though the transmit buffer
is not empty. However, this would add to the delay of the packets queued up in the buffer.
This trade-off between energy and delay leads to a decision making problem formulation
where the user has to decide whether to serve packets or leave the terminal idle in order to
minimize certain costs.

In this study, we consider a discrete time system in which a user with a finite energy
battery terminal has to decide whether to serve packets or to leave the system idle in each
time slot. Further, the user can decide to replace the battery with a new one at an additional
cost. We note that there are two variables (i.e., energy level of the battery and length of the
transmit buffer) based on which a decision is to be made. We formulate the problem as a
Markov decision process. We then derive the structural properties based on the directional
derivative of the value function. We first consider a finite horizon problem and provide
the structure of the optimal policy. We then extend this to the infinite horizon discounted
cost problem, and finally consider the infinite horizon average cost minimization. We then
consider the problem of making an optimal decision when the knowledge of the remaining
energy and buffer occupancy are not known.

The outline of the paper is as follows. In Section 2 we formulate the problem of closed
loop control. Sections 3 4.2 and 4.3 deal with finite horizon discounted cost, infinite horizon
discounted cost and infinite horizon average cost respectively. Section 6 deals with open
loop control.

2 Closed Loop Control

We first consider the optimal control problem where, at the beginning of each time slot (i.e.,
decision epoch), the device is aware of the current buffer occupancy and the energy level of
the battery, and hence takes an action based on these two parameters. However, it does not
have any knowledge of the amount of data that will be arriving to the transmit buffer in
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the current time slot. In this section, we shall formalize the problem statement mentioned
in the Introduction.

2.1 Problem Formulation

Let x,, and p,, denote the buffer length and the remaining energy level, respectively, at the
beginning of the n'* time slot. We assume x,, is infinitely divisible and z,, € [0, 00),Vn, i.e.,
the buffer content is fluid and there is infinite buffer space. The remaining energy level, p,,
is assumed to be bounded above by M, i.e., p, € [0, M],Vn. The state space, C, is given by

C={(z,p) : z €0,00),p € [0, M]}.
The cost function associated with the state (z,p) is denoted by

h(z) + g(p),

where h(z) is an increasing function of x and g(p) is a decreasing function of p. We note that
we could also use a composite cost function ¢(z, p) instead of h(x)+ g(p), and all the results
in the paper would continue to hold. However, for simplicity, we use the above mentioned
form. Let w,, denote the amount of fluid which arrives at the end of the nt* time slot. The
random sequence {wy,,n > 0}, is assumed to be i.i.d with distribution gu(-).

We assume that in every slot the battery is left idle, the residual battery energy increases
from p to some amount p+ B(p) > p. In the rest of the article, we will drop the dependence
on p of B(p) and use B to denote the function. We note that the case B = 0 corresponds
to the other practical scenario where the battery does not gain its charge when left idle. In
state (z,p), the user can take one of the following actions:

1. remain idle,
2. serve some amount u € [0,z A p|, or
3. serve z A p and order a new battery that has residual energy level M.

We denote the action space by A, where A = {1,2,3}. A cost of 7(p), where 7(-) is a
non-decreasing function of p, is incurred each time a battery is reordered in state (z,p). A
policy 7 defines an action for each (z,p) € C. We look at optimal policies which minimize a
given cost criterion. We consider the following three cost criteria.

e Finite horizon discounted cost

for some N > 0.

INRIA
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e Infinite horizon discounted cost

S B4 (ha) + 9(i)-
k=0

e Infinite horizon average cost

1 N
R k_o(h(xk) +9(pr))-

3 The Finite Horizon Case

For the finite horizon discounted cost case, the dynamic programming equations are

Vit1(z,p) = h(z)+ g(p) + Bmin (Eka((m —p)t+w, M) +r((p—2z)"),
0<r;1<ir;/\pEka(w—|—w—u,p—u),Eka($+w,p+B)) (1)

where Vi (z,p) is the optimal cost when the system state is (z,p) and there are k more
decisions to be made before reaching the horizon. Since the decision epoch can be determined
from Vj, we have used z, p and w instead of x, pr and wyg, respectively. The operator E,,
is the expection over the random variable w. This formulation allows us to consider the case
where we don’t buy a new battery when it is not completely drained out (i.e., p > x). An
important property satisfied by the above formulation is that %r((p—x)+)+ Lr((p—z)*) =
0. In the following we will also be using a fixed cost ¢3 for battery reordering instead of r(-).
For this section, we now assume that 8 = 1 with a note that all the results of this section
are valid when we consider a discount factor § < 1. Let N denote the finite horizon. In this
section we first provide simple conditions under which bang-bang control is optimal, i.e., the
decision is to either serve the maximum possible quantity or to remain idle. These conditions
are quite general and are satisfied by many natural candidates for the cost functions h(z)
and ¢(p), in particular, for linear functions h(z) = c¢;z and g(p) = cop. We then provide
structural result of the optimal policy, like parametric monotonicity of the threshold policy.
We point out here that we obtain the results of this section without using second order
characteristics of the value functions, like convexity or decreasing-differences property.

3.1 Optimality of Bang-Bang Control

Let VV(z,p) = %V(y,q)b:z + B%V(y,q)|q:p denote the directional derivate of V(y,q)
along the vector (1,1) at (x,p). Assume that h'(xz) + ¢'(p) has same sign, say S € {+,—},
for all values of z and p. Under the above assumption, we have the following two lemmas.
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Lemma 1 For all values of z,p,w, and k, u* = argmin E,Vi(x+w —u,p—u) is given by
0<u<zAp

= { 0 Zf VVk(y, Q) > O,V(x,p),
zAp if VVi(y,q) <0,Y(y,q).

Proof of Lemma 1:
E,Vi(z+w—u,p—u) = / Vi(z +w —u,p — u)pu(dw)
VE,Vi(x +w—u,p—u) = / VVi(z + w — u,p — u)u(dw).

Since VVi(z +w — u, p — u) has a sign independent of u,z, p, w, it follows that VE,, V;(x +
w — u,p — u) has the same sign as VV(z + w — u, p — u). Therefore, E,,(Vy + w — u,p — u)
is an increasing (decreasing) function of v when & = —(+). The lemma thus follows. .

Lemma 2 VVj(z,p) has sign S for all values of k < N, z, and p.

Proof of Lemma 2: The claim is true for k = N—1 as Vy_1 = h(x)+g(p). Now, assuming
the claim to be true for some £ +1 < N — 1, we get, using Lemma 1,

Vii(z,p) = h(z)+g(p) +min (B Vi((@ = p)* +w, M) +7((p — 2)*),
Eka(ZL' + wap)vaVk(m +w—z Apap_ z /\p)aEka(w +w7p+ B))

From the hypothesis, the sign of VVi(z,p) is S for all values of (z,p). As the expectation
operator gives a convex combination, it follows from the hypothesis and envelop theorem [2,
Lemma 3.3.1] that each of the terms under the minimum operator above will have the same
property, i.e., their directional derivatives along vector (1,1) will have sign S. Recall that
the term r(-) does not contribute to the directional derivative along the direction (1,1).
Now, since h'(x) + ¢'(p) has sign S, the directional derivative of Vi (x,p) along (1,1) will
also have sign S. .

Corollary 1 For all values of x,p,w, and k < N, u* = argmin E,Vi(x+w —u,p—1u), is
0<u<zAp
w=0ifS=—andu*=zApifS=+.

Proof: Follows from Lemma 1 and 2. .
Lemma 3 Vi (x,p) is decreasing in p for a fized x and increasing in x for a fized p.

Proof: From the assumption, g(p) (resp.h(z)) is decreasing (resp. increasing) in p (resp.x)
and observe that Vy_1(x,p) = h(x) + g(p). Proof follows by using induction approach as in
previous proofs. .

INRIA
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Theorem 1 Let r(-) be a constant, equal to c3.

1. If § = — then optimal policy is to either a) serve mazimum possible amount (x A p)
and reorder, or b) remain idle.

2. If S = + then optimal policy is to either a) serve mazimum possible amount (x A p)
and reorder, or b) serve mazimum possible amount (x A p) and do not reorder, or
¢) remain idle.

Proof: For § = —, the result follows from Corollary 1 and Lemma 3. For § = +, the result
follows from Corollary 1. .

Theorem 2 If S = + and p = M then optimal policy is to serve x A M and then decide to
reorder or not.

Proof: For a fixed value of w, we compare Vi1 ((x — M)T +w, (M — z)*) with Vi1 (z +
w,M). Since S =+, Vipi(e+w, M) > Vipa(z+w— (e AM),M — (2 AM)) =Vip1((z -
M)* 4+ w,(M —x)*). Since the above is true for each w, the proof follows. .
Remark When p = M and § = +, it is optimal not to leave idle.

We can actually strengthen Theorem 1 for the case S = + by using Lemma 3 in the
following way:

Theorem 3 Let r(-) be a constant, and let B = 0. For § = +, the optimal policy is to
either serve mazimum possible amount (x A p) and reorder, or serve mazrimum possible
amount (x A p) and do not reorder.

Proof: For a fixed value of w, we compare V11 ((z —p)* +w, (p—2)%) with Viy1(z+w, p).
Since § = +, Viy1(z+w,p) > Vi1 (z+w—(2Ap), p—(2Ap)) = Vi1 (2 —p)" +w, (p—2)™).
Since the above is true for each w, the proof follows. .
Remark For B =0 and § = +, it is optimal at all decision epochs to serve x A p. We are,
therefore, left with the decision to reorder or not to reorder. However, for B = 0 and
S = —, we can not eliminate the decision to remain idle from the action space. This point
will become clear later when we consider infinite horizon discounted cost problem.

The above series of results have systematically reduced the number of choices to be made.
We also noted the optimality of bang-bang control policy, i.e, it was optimal to either serve
the maximum possible amount or to serve nothing. Next we provide some structural results
for the optimal policy. We study the cases S = — and S = + separately.

4 The Case of § = —

In this section we consider the case S = — and obtain structural results for finite/infinite
horizon discounted cost and then use wvanishing discount approach to study the infinite
horizon average cost case.

RR n° 5414
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4.1 Structure of the Optimal Policy

We show that for each given value of p and k, there is a value z}(p) such that if z < z}(p)
then optimal action is to remain idle. We also show that z} (p) is increasing function of p.
We start with the following simple result:

Lemma 4 The derivative d%Vk(:c,p) (resp. £=Vi(x,p)) is bounded above (resp. below) by
max, d%g(p) (resp. min, Lh(z)) for each k < N.

Proof The statement is true for k = N. Since
Vi(z,p) = h(z) + 9(p) + min{ E,,Viy1((z —p)* +w, M) +¢3, By Vg1 (z +w, (p+ B) A M)},

and for each fixed value of w, £Vi41((z — p)* +w, M) and LViy1(z + w,(p+ B) A M)

T

are positive, we obtain that -~ V},(z,p) > min, - h(z). Using a similar argument, it follows

that %Vk(x,p) < max, d%g(p). o
Remark If dipg(p) < —1 then dika(x,p) < —1 for all values of k < N.
Since we are considering the case S = —, from Theorem 1, we only have two actions to

choose from, so that value iteration of Equation 1 becomes
Vk+1($7p) = h($)+g(p)+,6 min {E,ka((.’I) - p)+ + w, M) + ¢s, Eka(33 + w, (p + B) A M)} .
We first define up crossover points and down crossover points as follows.

Definition 1 For a giwen k and p, T*(k,p) is called an up crossover point if there exist
€ >0 and § > 0 such that the following three conditions are satisfied.

1. EuVi((x=p)* +w, M) +cs < EuVi(z+w,(p+ B)AM) Vx € [z"(k,p) —€,Z"(k, p)),

2. E,z2Vi((x=p)t +w, M)+cs > E,Vi(x+w,(p+B)AM) Vz € (z*(k,p),z*(k,p) +6],
and

3. EuVi (@ (k,p) —p)* +w, M) + c3 = E,Vi(T*(k,p) +w,(p + B) A M).
The down crossover points, z*(k,p) are defined by reversing the inequalities.

For a fixed p and k, we note that Fy, Vi11((z—p* +w, M)+c3 and E,, Viy1 (z+w, p+B) are
increasing functions of x. Therefore, we can define a sequence of up (resp. down) crossover

points T, (k, p) (resp. z7,(k, p)).

Lemma 5 For each step k, there is an x;(p) such that it is optimal to remain idle when
x < z}(p) when the battery level is p.

Proof We note that z;(p) = 0 is always a possibility. .
Theorem 4 If S = —, i.e., the directional derivative =h(z) + dipg(p) < 0, then z}(p) is
increasing function of p.

INRIA
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Proof It is enough to show that for each fixed value of w. the first crossover point of the
curves Vi1 ((x—p)T+w, M)+c3 and Vi, 41 (x+w, (p+B)AM) is monotone increasing function
of p. By first crossover point here we mean z.,(p) = inf{z : Viy1((z — p)* + w, M) + ¢c3 <
Vit1(z +w, (p+ B) A M)}. This implies that

%Vkﬂ((az -p)t +w, M)|zzzw(p) < %Vk+1($ +w,(p+ B)A M)|z:zw(p),
Vit1((zw(p) —p)* +w, M) + ¢35 = Vig1(20(p) + w, (p+ B) A M)
Now,
Vir1((zw () —p— 8t + w0, M) + ¢35 — Vi1 (20 (p) + w,(p+ 6 + B) A M)
d
= Vk-l-l((xw(p) - p)+ + waM) +c3 — 6%Vk+1((m _p)+ +w7M)|z:zw(P)

Vi1 (2w(p) + w, (p+ B) A M) — 5dika+1(fcw(p) +w,(p+B)AM)

d d
= —6%Vk+1(($ - p)+ +w, M)'w:zw(p) - 6d_ka+1(xw(p) +w, (p + B) A M)

v

d d
—07 Vi1 (@ +w, (p+ B) A M)lo=z.,(p) ~ 5d—ka+1(xw(p) +w,(p+ B)AM)

d d
—6 %Vkﬂ(x*‘wa(iﬂ"‘B)/\M)|z=zw(p)+d—ka+1($w(P)+w7(P+B)/\M) > 0.

The proof is complete if we show that for z < ., (p), Vit1 (2w (p) —p—8)T +w, M) +c3 —
Vit1(zw(p) + w, (p+ 8 + B) A M) > 0, because it will imply that an increase in p to p + 6
does not change the ordering of the two terms for « < x,,(p) so that the first crossover point
is indeed increasing in p.

So, consider any point & < X, (p) so that Viy1((z —p)t +w, M) +c3 > Vigi1(z +w, (p+
BYAM) and Vi1 ((x —p—8)T +w, M) + c3 < Viy1(z +w, (p+ 6 + B) A M). This implies
that there is an € < ¢ so that

%Vk-i—l((w —pP—- 6)+ + waM)|z:zw(p+e) < %Vlﬂ—l(x + w, (p +e+ B) A M)|z:zw(1’+€);
Virr(zw(p+e)—p—e)t +w, M) + c3 = Vig1(zw(p+€) +w,(p+ e+ B) A M).

Now we can use the method for z,(p) used above by taking p = p+ e and § = § — € and
arrive at a contradiction. .
Remark Note here that to obtain the parametric monotonicity we have not used convexity
or decreasing differences property of the value function (which are in fact not true in our
case). Similarly we get

Corollary 2 If X(p) denotes the set of queue lengths x such that optimal decision is to
remain idle when battery level is p, then X(p) is increasing in p in the sense that X(p) C
X(p+6),6>0.
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4.2 Infinite Horizon Discounted Cost

Now we consider the case of N = oo, i.e., infinite horizon problem. It is clear that all
the properties obtained for the finite horizon problem are valid for this case also. For the
finite horizon case, it was necessary to study the value function for all possible values of
its argument, i.e., x and p. However, since we intend to study the average cost problem
via the infinite horizon discounted cost case by using the vanishing discount approach, we
will see that, for the case where S = —, it is enough to study the value function V(z, p)
only at p = M. In this section we study the structure of the infinite horizon discounted
problem value function V(z, M) assuming § = —. We start with considering the problem
of minimizing the discounted cost

o0

V(z,p) =Y B"(h(wn) + 9(pn) + csRn)

n=0
where R, is the indicator function of the event that the battery has been reordered in step
n, thus incurring a cost ¢3 and zo = x,p0 = p. We know that V(-,-) satisfies the Bellman
equation

V(@,p) = h@)+9(p)+Hmin B,V ((-p)* +0, M)tes, BV (@+w, (p+B)AM), min Fy(o—utw, p-u)}.
SUSTAP

Assuming that & = —, we can use value iteration for the above problem to show that

V(z,p) = h(z) + g(p) + Bmin{E,V((x —p)t + w, M) +¢3, E,V(z +w,(p+ B) A M)}.

Assume now that h(z) is a concave differentiable increasing function so that sup,, d};(f) =
%(f)h:o < % Now we consider the value-iteration for p = M, i.e., assume Vy(z,p) =
h(z)+ g(p) and apply the above minimization iteratively, generating a family of value func-

tions Vi (z,p), k> 0 so that

Vir1(z,p) = h(z) + g(p) + Bmin{E,Vi((z —p)" +w, M) +¢3, B,V (xz +w, (p+ B) A M)}.
Since we assume p = M,
Vi1 (z, M) = h(z) + g(M) + Bmin{E,Vi((x — M) +w, M) + c3, B, Vi(z +w, M)}.

Observe from the above expression that once the battery energy reaches M, it stays there.
This simplifies the problem significantly as now, with initial battery level at M, the value
function can be viewed as a function of only z, the buffer occupancy. We now prove that

Theorem 5 Whﬂ) < % and Vi (x, M) is concave in = for all k > 0.

Proof By induction, observing that the statement is true for £ = 0 by assumption. If
Vi(z, M) satisfies these two properties then for any z and w,

Vi(z +w, M) < Vi((x — M) +w,M)+c3 <M.

INRIA
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Since Vi(z, M) is concave in x, and Vp(M + w, M) < Vi(w, M) + c3, it follows that the
above inequality is true even for x> M. Hence, Vir1(x, M) = h(z) + g(M) + BE,Vi(xz +

w,M). Since Vi(-, M) is concave, it follows that Vk+1(, ) is also concave and that
de;+1(1:,M)| (1—,@k+2)63

z=0 [ ]
Remark: The above result suggests that if sup, dh(z) = < % then it is
optimal to remain idle forever whenever the battery is fully charged This result, though
seemingly counter-intuitive, can be explained by the fact that we are considering discounted
cost which gives weightage to near future cost only. To be able to give more consideration to
distant future, we require [ very close to unity, in which case the condition of the theorem
(sup, df;(; dh(z)| 0 < (1_]\2)03) does not hold. This point will be clear when we consider
the average cost optlmlzation problem where one gives all weight to the distant future costs.
de+;iz,M)|E:0 < (1—]5)%_

dh(z) |

Remark: If h(z) is not concave then we can only say that
If we consider a linear form for the buffer cost, i.e., h(z) = c;x then we have that

Theorem 6 If h(z) = ciz with ¢; < % then

de($,M) l_ﬁk—'—l
—— 7 |e=0 = ———5—a
dx 1-p
so that Vi(z, M) is linear in x for all k > 0.
Proof Trivial. .
Corollary 3 If h(z) = c1z with ¢; < % then
M
V(w, M) = az +g(M)
1-p
Proof Follows from arguments similar to those used above. .

Theorem 7 If S = —, h(x) is concave function such that and inf, h'(z) = (1 - B)(5 + L)
for L > 0 then there exists an N such that Vy(z, M) > Vn(0, M) + c3 for some xz < M.

Proof By contradiction. Suppose that there exists no such N, i.e., for each k, Vi (z, M) <
Vi(0, M) + ¢3 for each x < M. Now,

Vi(z, M) = h(z) + g(M) + Smin{E,, Vo (w, M) + ¢c3, B, Vo(z +w, M)}.

Since Vy(z, M) = h(z) + g(M) is concave in z, it follows that if Vop(x, M) < Vo((z —
M)*, M) + c3 for all z < M then same is true for all z. Thus Vi(z) = h(z) + g(M) +
BE,Vo(x + w, M) which again is concave in x and, by assumption, satisfies the property
that Vl(m M) < V1(0, M) + ¢3 for each z < M. Now the derivative of Vo(z, M) is at least
sup, h'(z) + Binf, h'(x) > sup.h'(z) so that the slope of Vi(xz, M) is strictly more than
that of Vo(z, M). Proceeding in similar manner, we can show that slope of Vi (z, M) for
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x < M is strictly increasing in k and is infact at least lfﬂk inf, h'(z) > (1 - B*)(% + L)

—B
as can be easily seen from the above. This contradicts the assumption that for each k,
Vi(z, M) < Vi(0, M) + c3 for each z < M. Hence the proof. o
Note that once the battery attains its maximum capacity, i.e., M, then if S = —, the

battery always remains fully charged. Hence if initially p = M then we can consider V,,(z, p)
as a function of z alone (when considering infinite horizon problem). For this case we have
the result of Theorem 8 which requires the following definition

Definition We say that a function f(z) is M-convex if it is true that f'(z) < f'(x + M)
for all z.

Theorem 8 If S = — and h(z) is M-convez, increasing then V,(z, M) is continuous and
M -conver, i.e.,

d d

— M) > — > 0.

d$V(x+ ) > de(x), x>0

Proof By induction. The above is true for n = 1 when Vi(z) = h(x) + g(M). Assume
above is true for all £ < n. Then so that the required inequality is satisfied since

1. Ifz < M,
Vari(@+ M) = h(z+ M)+ g(M)+ Bmin{E,V,(z +w) + ¢c3, Ep(z + M +w)}
Vor1(z) = h(z)+ g(M)+ Bmin{E,V,(w) + ¢3, By, Vi (z + w)}.
2. Ifx > M,
Vori(z+ M) = h(z+ M)+ g(M)+ Bmin{E,V,(z +w) +¢3,Ep(z+ M +w)}
Vor1(z) = h(z)+ g(M)+ fmin{E,V,(x — M + w) + ¢3, By Vo (z + w)}

Since each term in the minimum at z has derivative less than that of any of the terms under
minimum operator at the point x + M, and since the derivative of V,,y1(y) is atmost the
derivative of any of the terms under the minimum operator plus h'(y) and since h(y) is
assumed to be M-convex, h'(z + M) > h'(z), the result follows. D
Remark The above result also implies that V;,(z, M) is neither convex nor concave in
general.

Now we assume, without loss of generality, that inf, A'(x) = 1 (this can always be done
by appropriately scaling g(p) and c¢3); Note the equality above. We now use result from
Lemma 4 to provide structure of the optimal policy.

Theorem 9 If S = —, h(x) is M-convez increasing with h'(0) = 1 and c3 < M then there
is a unique threshold T such that, for p = M, if x < T then it is optimal to remain idle
for the infinite horizon problem and it is optimal to serve x A M and reorder the battery
otherwise.
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Proof Since Lemma 4 implies that the derivative of V(x, M) is bounded below by unity, it
follows that V(M + x, M) > V(x, M) + M. We thus have

3+ EV((x— Mt +w)|e=y = c3+ E,V(w)
= c3 +/ V(w)p(dw)
E,)V(z+w)|e=u = E,V(M+w)

/ V(M + w)p(dw) > M + / V (w)u(dw).

w

Now, as ¢3 < M, it follows from the above that ¢3 + E, V(M — M)* +w) < E, V(M + w)
so that the optimal choice at x = M is to serve all of M and reorder the battery.
Also, it is easy to see that at z =0, c3 + E,V((z — M)t +w) = 3+ E,V(w) > E,V(w) =
E.,V(xz + w) so that at x = 0 it is optimal to leave the battery idle.

Now, assume that a point z is such that c¢s + E,V((z — M)t + w) < E,V(z + w); we
know that x = M is such a point. Now, for any y > 0

a+ [ Vit y= M) +wpudn)
=t [ [Vie- 0t t 0ty iy = M 0 + o) utdw)
< / [V +0) 4y V(G 4y = M) +0) + o) )
[ (z +w) +tyo d V(x+y+w)+o(y)] p(dw)

/ (@ +y + w)u(dw) + o(y)

where *1 follows from assumption on point x and *2 follows from Theorem 8. Thus, if it is
optimal to serve £ A M and reorder at x then the same is also optimal for all y > z, and in
particular, for all y > M.

Since

e E,V(x+w)|seo <3+ E,V((x— M) 4+ w)|zo,

e ¢35+ E,V((x — M)t +w)|z=0 = ¢3 + E,V(w), independent of z for z < M,
o E,V(2 +w)|e=m >3+ E,V((z— M)t + w)|z=>,

e E,V(x+ w) is continuous and its slope is strictly positive (at least unity),

it follows that there is a point T' < c¢3 such that E,V(z + w)|z=7 = ¢3 + E,V((z — M)* +
w)|z=7 and that at any T + ¢ where M — T > € > 0, it holds that E,V(z + w)|z=7+c <
3+ EyV((x — M)t + w)|g=7+.. Since we have already proved above that it is always
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optimal to serve and reorder battery whenever x > M, it follows that the same is true for
all z > T while for x < T, it is optimal to remain idle. °

Corollary 4 Under conditions of Theorem 9, for each p, it is optimal to replace battery if
z>T.

Proof We use the already established parameteric monotonicity of the set A, in Corollary 2.
Now, consider any p and let xo(p) = sup{z : it is optimal to remain idle for all y < z}.
Clearly, zo(p) < T (threshold of Theorem 9). because if otherwise, then the parameteric
monotonicity obtained in Corollary 2 is violated. The proof thus follows. .

Theorem 7 can now be applied to the case where h(z) = ¢y and then Theorem 9 can be
used to obtain more structural results for the case of h(xz) = ¢12. We thus have the following
structure for the case of S = — and h(x) = ¢;x (when starting from p = M):

1. if ¢; < (1 — )3, then it is optimal to always remain idle when using discount factor

of 3

2. otherwise, there is a T' < c¢3 such that it is optimal to remain idle for < T and replace
battery for x > T.

where the first result is obtained from Theorem 5 and the second part is obtained as follows:
since ¢; > (1 — )33, starting from p = M, in the value iteration we will ultimately get a
stage at which V(z, M) > V(0, M) + c3 for some z < M. Now, since the structure derived
for h(z) convex is valid here, Theorem 9 can be invoked and a similar proof yields the
conclusion.

Let us now make the dependence of value function on 3 explicit and use Vi g(:,-) to
represent the value function in k** step.

Theorem 10 If c3 < M then for each k and x, Vi g(x, M) is non-decreasing in f.

Proof By Induction. The result is true for k = 1 because Vi g(z, M) = h(z) + g(M).
Assume now that the above is true for some k then, for 8; < (3,

Vig1,0, (2, M) = h(z) +g(M) + 1 min ( Vi, (2= M)*+w, M) +e5, By Vis, (24w, M))
and
Viet1,05(@, M) = h(@) +g(M) + Bz min ( EuVi gy (2= M)* 41w, M)+, By Vis, (24w, M))
Now, we know that for z > M the minimum is attained by reordering, hence

Vit (2, M) = h(z) + g(M) + B1(Ew Vi, ((x — M) + w, M) + c3)

and
Vir1,6,(, M) = h(z) + g(M) + B2(Ew Vi, (x — M) +w, M) + ¢3)

so that the assertion is true for k + 1-step cost with x > M. Let z; (resp. yi) denote the
threshold for k-th step when discount factor is ;1 (resp. (32) Now assume z < M so that
there are the following possibilities:
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1. max(zk,yr) < z: For this case the assertion follows from arguments same as those
used for x > M.

2. zp < x < yYi: so that
Vk-’rl,ﬁl (va) = h(.’L’) + g(M) + ﬁl(Eka,,ﬁﬁ (w7M) + 03)

and
Vk+1,,52 (x7 M) = h(.’L‘) + g(M) + ﬁ2Eka,/32 (.’L‘ +w, M)

Since Ey Vi g, (w, M) + ¢3 < EyVi g, (x + w, M) < E Vi g,(x + w, M), the statement
holds true for this case as well.

3. 2k > x > yg: so that
Vk+17161 ($, M) = h(.’L’) + g(M) + ﬁleVk,ﬂl ('T + w, M)

and
Vit1,8, (2, M) = h(z) + g(M) + B2(Ew Vi, (w, M) + c3).

Since E, Vi g, (x+w, M) < E,Vi g, (w, M)+c3) < Ey, Vi g, (w, M)+c3), the statement
again follows.

4. min(xg,yx) > x: so that
Vk+17161 ($, M) = h(.’L’) + g(M) + ﬁleVk,ﬂl ('T + w, M)

and
Viet1,6,(z, M) = h(z) + g(M) + B2 Ew Vi p,(z + w, M).

The assertion is seen to be true for this case as well. .

Let z4(3) denote the unique threshold for k-step to go cost function when the discount
factor is 5.

Lemma 6 The derivative %Vk,g (z) is non-decreasing function of 3.

Proof True for k¥ = 1 where V; g(z) = h(x) independent of 5. Assume it is true for all
n < k then

iV (@) = W(z) + B EuVis((x — M)T +w) x> z4(f)
dx P W(z) + BLEyVis(z + w) z < z(8)
so that the result follows for k + 1-step cost as well. .

Theorem 11 The derivative %xk(ﬂ) <0.
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Proof E, Vi g(z + w) starts from E,V; g(w) at = 0 and reaches
EyVig(xk(B) +w) = Ey Vi g(w) + ¢3

at x = z1(0) so that the total increase between 0 and x () is exactly ¢3. For an € > 0 such
that 8+ € < 1, the function Ey, Vi g+e(z +w) starts from E,,Vj g+e(w) at © = 0 and reaches
EwVigre(zr(B) +w) at = 24(8) Using Lemma 6, it follows that Ey, Vi gie(zk(8) +w) >
E.Vig+e(w) + c3 because in between z = 0 and z = xx (), the slope of E, Vi gy(x + w)
with respect to z is at least that of E,, Vi g(x + w). This implies that z(8 +€) < z(8). ®

4.3 Average Cost

We now consider the problem of optimization of the infinite horizon average cost for the case
S = —. The approach is to use results from infinite horizon discounted cost optimization and
then use the standard vanishing discount approach with 3 — 1. It is clear that if average
cost exist, it is independent of the initial state so that we can without loss of generality
assume that pg = M. We saw that, for the discounted cost case with S = —, once the level
M is attained, it is retained throughout. Thus making the structural results obtained in
Section 4.2 for this particular case very relevant to the analysis of average cost problem. We
first state Conditions W that we will need in this section

W1 The state space is a locally compact space with a countable base.

W2 R(z), the set of feasible actions in state z, is a compact subset of R (the action space),
and the multifunction z — R(x) is upper semi continuous.

‘W3 The transition probability kernel of the controlled process is continuous in action with
respect to weak convergencein the space of probability measures.

‘W4 The cost function is lower semi-continuous.

It is easily shown that the above conditions are satisfied in our problem.

A sufficient condition for existence of stationary average optimal policy, which can be
obtained as limit of discounted cost optimal policies fg(x) is provided in [4]. In our problem
fa : R — {0,1} where 0 means remaining idle and 1 means serving A M and reordering.
Define wg(z) = Vg(z) — inf, Vs(2):

Theorem 12 ([4] Theorem 3.8) Suppose there exists a policy U and an initial state x
such that the average cost V¥ (z) < 0o. Let supg; wg(z) < oo for all x and the Conditions
W hold, then there exists a stationary policy f1 which is average cost optimal and the optimal
cost is independent of the initial state. Also fi is limit discount optimal in the sense that, for
any x and given any sequence of discount factors converging to one, there exists a subsequence
{Bm} of discount factors and a sequence T, — x such that fi(z) = limm—oo 5, (Tm)-

In order to apply above result we need to show:
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1. Existence of policy ¥: The policy of serving x A M in every slot yields a finite average
cost.

2. supg<; ws(z) < oo for all z: For any 3, since Vj(z) is monotone increasing, it follows
that z* := argmin Vg(z) = 0. We have
Va(z*) = h(0) + BE,Va(w)

Now, for any fixed zo = x, consider a policy that serves z; A M and reorders till the
first time the queue is empty (let us denote this time by a random variable Z). Then
it is easily seen that

J

S DoBFMz 4> wi— (5 +1)M) + B Va(0)]P(Z = n)

Va(z) <
n=[2Z] j=0 i=1
< [Zﬂjh(x+zwi—(J'+1)M)]P(Z=n)+Vﬂ(0)

n

Rle

[%13=0
00 n J
= wp(e) =Va(@) = Va(0) < D> D haz+Y wi—(j+1)M)P(Z=n)
n=[4] =0 i=1
the expression on the right hand side is independent of 3 and finite almost surely if
E[W] < M. The required condition is thus verified.

Hence for average criteria the cost is independent of the initial state. So we can without loss
of generality assume py = M. So now making use of the results of Section 4.2 we obtain our
main result

Theorem 13 For the average cost optimization problem, if S = — and h(z) is a convex
function, then there exist a threshold based policy which gives the minimum cost.

Proof We have seen that for the discounted cost case the optimal policy is threshold based.
We also know that the threshold is a monotone function of the discount factor (. This,
along with Theorem 12 implies the existence of a threshold based optimal policy for average
cost case as well. .

5 S=+and B=0

We now consider the case where § = + and B = 0. Our starting point is Theorem 3 which
says that if B = 0 then the optimal policy serves x A p and then decides whether to replace
the battery or not. Thus, in this case the Bellman equations become

Vi1 (z,p) = h(z)+g(p) + Bmin{ E, Vi ((z —p)t +w, M) +c3, B, Vi ((z—p) T +w, (p—2)1)}.
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The comparison in the minimization to be done here consists of two two terms Vi ((x —p)T +
w, M)+ c3 and Vi.((x — p)* +w,(p — x)T). Tt is noted from these terms that the optimal
policy should be a function only of z — p, i.e., the decision is same for all (z,p) for which
x — p is same. This structure helps us in accurately characterizing the optimal policy; this
is done below.

5.1 Finite Horizon Discounted Cost

Consider the Bellman equation for the case z < p:
Vier1(z,p) = h(z) + g(p) + B min{ E,, Vi (w, M) + ¢3, By Vi,(w,p — x) }.

Observe that the first term under the minimization operation is independent of x and p.
Now, recall that we showed in Lemma 4 that dika (z,p) is bounded above by a negative
quantity. Since Vi (w, M) < Vi(w, M) + cs, it follows that for each w, there is a value pj (w)
such that Vi (w,l) > Vi(w, M) + c3 for all | = pj(w) and that Vi (w,l) < Vi(w, M) + c3.
Note here that it is possible that p}(w) = 0 but what is important is that, owing to negative
value of dika(amp), the set {l : Vx(w,l) < Vi(w, M) + c3} is connected and hence has a
smallest element that is p; (w). Note also that pj(w) is independent of the state (x,p). By
taking expectation over w, we obtain

Theorem 14 For a fized x < p, there is a quantity pj, such that it is optimal to reorder
battery when x < p < z + p;, and it is optimal to not reorder battery when x +p;, <p < M.

In order to derive the structure of the optimal policy for the case xz > p, we again use
Lemma 4. Consider the Bellman equation for the case x > p:

Visr(z,p) = h(z) + g(p) + Bmin{E,Vi(z — p+w, M) + c3, By Vi(xz — p+ w,0)}.

From Lemma 4, if sup;, % g(l) £ 57, then dika(a:, p) < 57 for all values of k thus implying

that E,Vi(z — p+ w, M) + ¢35 < E,Vi(z — p+w,0). The condition sup, £g(I) < =3 also
implies that p*(w) > 0 for all values of w, thus p* > 0. Hence we have

Theorem 15 If sup; %g(l) < 57 then it is optimal to reorder the battery after serving

whenever x > p — p, for any k.

This result, along with Theorem 14, gives complete structure of the optimal policy when
sup; ¢9(1) < 5.
Now, note that if it turns out that dika(a:,p) > —%% for all values of z and p then

p*(w) = 0 for all w and that, if x > p,

Vi(x —p+w, M) +c3 >Vie(z—p+w,0) Yw

so that we get
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Theorem 16 If inf,inf; %Vk(:ﬂ,p) > 57 for all values of k then it is optimal to never
reorder the battery.

The results obtained here are very similar to those obtained for the case & = — in the
sense that we get a threshold based policy where existence of a nontrivial threshold depends
on the slope of the cost functions.

We now consider the infinite horizon discounted/average costs problems for this case.

For the average cost problem, we need equivalents of Lemma 6 and Theorem 11. Let
p;(B) denote the unique threshold for k-step to go cost function when the discount factor is

8.
Lemma 7 The derivative dika,g(x,p) is mon-increasing function of B for each x, k and p.

Proof True for k = 1 where Vi g(x,p) = h(z) + g(p) independent of 3. Assume it is true
for all n < k then

d _ ) I +BEEVis((@ = p)t +w, M) p<a+pp(f)
d_Vk+1,ﬁ(xap) — ! a _ *
p 9'(p) + Bg; EwVip(w,p — ) P>z +pp(B)

so that the result follows for k 4 1-step cost as well. .

Theorem 17 The derivative %pz(ﬁ) > 0.
Proof Vi g(w,p) starts from Vj g(w,0) at = 0 and reaches
Vi (w, bl 50),0) = Vi (w, M) + ¢

at p = pj 5(w) so that the total decrease between p = pj 5(w) and p = M is exactly c3.
Since d%Vk (z,p) is non-increasing function of 3. It follows that py ;(w) < p; 5, (w) for any
€ > 0, since the total decrease between p = pz’ ﬂ(w) and p = M is exactly ¢z, independent

of beta. .
We can now handle the infinite horizon discounted cost and averag cost problems in way
similar to that done for S = —. In particular, we get counterparts of Theorems 9 and 13.

Theorem 18 If S = +, g(p) is decreasing with inf, g'(p) < —%2 then there is a unique
threshold T such that, for p = M, if x < T then it is optimal to remain idle for the infinite
horizon problem and it is optimal to serve x A M and replace the battery otherwise.

Theorem 19 For the average cost optimization problem, if S = + then there exist a thresh-
old based policy which gives the minimum cost.
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6 Open Loop Control

The key result obtained for the average cost optimization problem was the existence of a
threshold based policy for the case where S = —. The problem with such an approach is that
the threshold depends on the distribution of the arrival process so that the computation of
the threshold becomes hard. We may also look at other suboptimal policies that can bee asily
implementable. This can be done, for example, by restricting ourselves to policies that do
not require the state information. Such policies need not be stationary. A possible decision
problem now would be to find an optimal sequence of 0’s and 1’s where 0 corresponds to
reordering a new battery and 1 means decision of remaining idle. We would like to have
a bound on the long term average cost of reordering while at the same time would like to
minimize the average buffer occupancy cost.

Let {an}n>1, an € {0, 1}, be a sequence of controls so that a, = 1 indicates decision
of remaining idle at n!* decision instant and a,, = 0 implies serving x,, A M and reordering
a new battery. We also require an upper bound on the rate at which the battery can be
reordered. This can be done by letting

1 N
2 a2

where p is chosen so that the system is also stable, i.e., the long term average of given service,

Mlimy o £ 3N (1 - a,) > E[W], ice., M(1 - p) > E[W].
We now have the problem of minimizing

1 XN
lim —an(a)
=1

N—oco N
subject to
N
Y Loz

where a is a control sequence and z,, = (£,_1 — (1 — a,)M)* + w,, is the buffer occupancy
at decision instant n. Without loss of generality we assume that o = 0 so that z; = w;.

Definition 2 ([5]) A function f: {0,1}" — R is multimodular if
fla+v)+ fla+u) > fla) + fla+u+v)
for all a € {0,1}Y and all v,u € F, v # u with

f:{_617327337"'73N76N}
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where
—e = (-1 0 0 0 0),
Sy = 1 -1 0o ... 0 0),
83 = (0 1 -1 ... 0 0),
sy = (0 0 0 ... 1 =1,
eN = (0 0 0O ... 0 1).

Theorem 20 The function fn(a) := xzy(a) is multimodular for each N.

Proof Fix a sample path {w,}i<n<n of arrival process. For this sample path of arrival
process, let 0(a) denote the set of decision instants n with a, = 0 and z,, < M so that
the decision results in an empty queue and that x,+1 = wny1 (note that the set depends
crucially on the sample path of arrival process). An important property is that if j ¢ 0(a)
then fy(a) = fv(a+s;) andif j € 0(a) then fy(a) > fn(a+s;) (since xn(a) > zn(a+s;)).
We now have following possibilities:

e v =35;, 2<j < N: For this case we have following candidates for u:

—u = Sk, k > j: (the case k > j is similar): It is clear that if j ¢ 0(a) then
J ¢ 0(a +u) hence fn(a+v) = fn(a) and fy(a+u+v) = f(a+ u) so that the
required inequality is trivially satisfied for all values of k. Now, if j € 0(a) then
we have that

x k € 0(a + v): This case is studied considering two more possibilities:
- k € 0(a): Then fy(a) = fn(a+wv); this is because then zx(a+v) = zx(a).
Since fn(a+u+v) < fy(a + u), this case is checked.
- k ¢ 0(a): Then fy(a) = fy(a+ u) and since fy(a+u+v) < fy(a+v)
this case is checked.
*x k ¢ 0(a+v): then k ¢ 0(a) because if k € 0(a) then k € 0(a + v) also. Then
fn(a+u+v) = fn(a+v) and since fy(a+u) = fn(a) the relation is verified.

— u = ey: For this case it is clear that fy(a+u) > fn(a) for any control sequence
a. Also, for this case fy(a +v) — fy(a+v+u) < fy(a) — fy(a + ) (this is
because zy(a) —zy(a+en) is exactly xy_1(a) + wy for any control a and since
in our case zy—1(a + v) < xnx_1(a)). This is the required inequality itself.

— u = —e;: Since we are starting with an empty system (xo = 0), this case is also
trivially satisfied as it does not matter whether ag = 0 or 1. Since this also applies
for the case where v = ey and u = ey, multimodularity of the function fy(a) is
established. .

We now state a key result from [5], but first we need the following definition

Definition 3 Let p and 6 be two positive reals. The bracket sequence {a}(0)} with rate p
and initial phase 6 is defined as af(0) = [kp+ 6] — [(k—1)p+6].
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Theorem 21 (Theorem 6, [5]) Under conditions
<1> fr is multimodular,

<2> fr(ai,.-.,ar) > fe—1(as,...,ax), Yk > 1, and

<8> For any sequence {ar}3 a sequence {by} such thatVk,m withk > m, fr(bi,...,bk—m,01,...,0m) <
fm(ala' .. 7am):
and given some p € [0,1], if the functions fi(ai,...,ar) are increasing in all a;, then the

bracket sequence a? (@) for any 6 € [0,1), minimizes the average cost

over all sequences that satisfy the constraint

1
im — > p.
m Z:l an 2P
Now we make the following assumption: The maximum amount of arrival in a slot is bounded
by M. Under this assumption, all the conditions in the above theorem are satisfied (we can
take b, = 0 since W < M). We have thus established the optimality of bracket sequences
(of rate p) for open loop control of the system under consideration.

7 Conclusion

We considered jointly optimal scheduling and power control of a wireless device and for-
mulated it as a Markov decision process problem. We considered the cases of optimizing
finite and infinite horizon discounted costs as well as that of infinite horizon average cost.
The problem becomes hard as the underlying state space is two-dimensional and important
second order properties like convexity or increasing/decreasing differences do not hold. We
established the optimality of bang-bang policy which is threshold based. We also studied the
behaviour of this threshold and obtained parameteric monotonicity results. We then con-
sidered the problem of open-loop control of the system where the decision maker does not
have knowledge of the system state. For this case we proved that using a bracket sequence
based policy results in optimal performance.

There are still some issues that need to be addressed in order to complete the study of
the problem. Some of these are

1. In the study of open loop control, we assumed that the amount of arrival in any slot
is bounded by M. This may not be valid in general. Hence removing this assumption
is also important.
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2. Study of open loop control for the case where S = + so that the decisions to be made
after serving maximum possible is whether to reorder battery or not.

Before concluding, we remark that the finite horizon model considered in this work is
that of a very general interacting system where a change in one state results in corresponding
change in the other dimension. This is, for example, the case in tandem queues where a
departure from first queue results in an arrival to the second queue. The use of the sign
of directional derivative S to establish optimality of bang-bang control for such systems
appear to be natural choice. One study of control of tandem queue that appears to be very
similar to our problem is that of [1] (they consider linear cost functions). However, they
assume that there is always a dummy customer present in the second queue so that the term
corresponding to our (z — M)* term does not show up in their case; this is also the reason
that they are able to show convexity of the value function.

Also, the analysis of the infinite horizon case (with p = M) is applicable to control of
service of a discrete time queue where amount of service in a slot is deterministic (M) and
there is a fixed cost c¢3 on each service and in any slot the server has to decide whether to
serve or not.
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