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Abstract: Let f be a polynomial in Q[X7, ..., X,,] of degree bounded by D and, for ¢t € Q,
H; C C™ the hypersurface defined by f — ¢ = 0. Consider a polynomial ¢ € Q[X7, ..., X,]
and the mapping ¢ : C" — C. Suppose the ideal I generated by (L.grad(f) — grad(¢)) is
equi-dimensional, has dimension 1 and the ideal I + (f) is zero-dimensional. In this case, we
provide efficient algorithmic tools to compute the limits of the critical points of ¢ restricted
to H; when t — 0.

We prove that for a generic choice of a point (resp. a line) the above result apply when
¢ is the square of the euclidean distance to the chosen point (resp. the projection on the
chosen line). Then, we provide algorithms to compute at least one point in each connected
component of HgNR™ which based on the improved computation of the limits of the critical
points of a polynomial mapping restricted to H;. The worst-case complexity of our algo-
rithms is polynomial in D™ in terms of arithmetic operations in Q. We prove it improves
previous strategies based on the use of infinitesimal arithmetic. Practical experiments con-
firm these are the first algorithms dealing with this problem mixing practical efficiency and
asymptotically optimal complexity.

Key-words: Real solutions, Polynomial systems, Singularities, Complexity and efficient
algorithms
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Calcul d’un point par composante connexe sur une
hypersurface singuliére via le systéme de Lagrange

Résumé : Soit f un polynéme dans Q[X;, ..., X,] de degré borné par D et, pour ¢t € Q,
H; C C™ I’hypersurface définie par f — ¢ = 0. Considérons un polynéme ¢ € Q[X7, ..., X,]
et application polynomiale ¢ : C" — C. Supposons que l'idéal I engendré par (L.grad(f)—
grad(¢)) est equi-dimensionel, de dimension 1 et que ’idéal I + (f) ess zero-dimensionel.
Sous ces conditions, on fournit des algorithmes efficaces calculant les limites bornées des
points critiques de ¢ restreinte & H; quand ¢ — 0.

On prouve ensuite que pour un choix générique d’un point (resp. d’une droite) le résultat
précédent s’applique quand ¢ est le carré de la distance euclidienne au point choisi (ou la pro-
jection sur la droite choisie). On fournit alors des algorithmes calculant au moins un point
par composante connexe de Hy N R"™ reposant sur le calcul efficace de limites de points cri-
tiques. Dans les pires cas, la complexité de nos algorithmes est polynomiale en D" en terme
de nombre d’opérations arithmétiques dans Q. On prouve par ailleurs que leur complexité
est meilleure que celle des algorithmes reposant sur 'usage d’une arithmétique infinitésimale.
Quelques expérimentations confirment Defficacité de ces algorithmes qui sont les premiers
traitant ces problémes et mixant & la fois complexité théorique asymptotiquement optimale
et performances pratiques.

Mots-clés :  Solutions réelles, Systémes polynomiaux, Singularités, complexité, algo-
rithmes efficaces
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1 Introduction

Let f be a polynomial in Q[X7, ..., X,] of degree bounded by D and, for ¢t € Q, H; C C*
be the hypersurface defined by f — ¢ = 0.

The core of this paper is to provide an algorithm computing at least one point in each
connected component of HyNR", without smoothness assumptions on Hy, whose theoretical
complexity is asymptotically optimal and whose practical behaviour reflects this efficiency.

Motivation and description of the problem. Computing at least one point in each
connected component of a real algebraic set defined by a single equation is a basic subroutine
to several algorithms of effective real algebraic geometry (see [I8, 19, 20, Bl 6] [7] where study-
ing semi-algebraic sets is reduced to study the real counterpart of singular hypersurfaces).
Note also that such a subroutine is used in [9] to improve partial Cylindrical Algebraic
Decomposition or in [34] to study semi-algebraic sets defined by a single inequality.

Since it has produced asymptotically optimal complexity results, we focus on the critical
point method. This method is based on computing the critical locus of a polynomial mapping
restricted to H reaching its extrema on each connected component of Hy N R™ at a finite
number of points. Thus, the problem of computing sampling points in Hy NR™ is reduced to
solve a polynomial system defining the critical points of the considered polynomial mapping.
In the case where Hj is smooth, a zero-dimensional polynomial system is produced and one
has to compute a rational parametrization, also called Rational Univariate Representation
(see [27, 28]), or geometric resolution (see [I6, [15] [T4, [I7, 24]) to encode the solution set of
this zero-dimensional polynomial system.

Several variants of this method have been provided using either projection functions when
HoNR™ is compact and smooth (see [2]) or without assumptions of compactness (see [36], B5]
and |5, 6] which reduce the study to a compact real algebraic set) or quadratic mappings
(see [29, [0, & B]). When H, is smooth, the worst-case complexity of most of these algorithms
are polynomial in D". Precise analysis show that the best complexity is obtained in [35].
Moreover, in the smooth case, efficient implementations reflecting this nice complexity al-
ready exist (see [33]).

In this paper we focus on the situation where Hj is not smooth. Asymptotically optimal
algorithms using an infinitesimal deformation are already provided in [5] |6, 29] but do not
lead to efficient implementations. The classical strategy consists in studying the hypersurface
defined by f — ¢ = 0 (where ¢ is an infinitesimal) which is smooth, compute critical points
of a mapping restricted to this hypersurface by means of a rational parametrization with
coefficients in the field of rational fractions Q(¢) and compute the bounded limits of these
critical points from this parametrization (see [29, [1] for developments based on the notion
of well-separating elements and [32] for developments based on Puiseux series expansions).
Experiments (see [30]) have shown that the intermediate data of such an approach is huge
compared to the output. This partially explains the fact it is difficult to obtain an efficient
implementation according to the above process of resolution. Moreover, the degree of ¢
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4 Mohab Safey El Din

required to deal with these computations is D™ in the worst-cases which spoils the bit-
complexity compared to smooth cases.

An alternative strategy is proposed in [I]. It consists in the recursive study of imbricated
singular loci on the one hand, and the computation of critical points of a polynomial mapping
restricted to the regular locus of an algebraic variety, on the other hand. This approach
has lead to practical improvements (see [B0, B3]). Nevertheless, its complexity is not well-
controlled.

The goal of this paper is to provide an algorithm whose complexity is asymptotically optimal
and whose practical performances reflect this complexity avoiding computations over an
infinitesimal arithmetic. More precisely, we aim to design an algorithm whose worst-case
bit-complexity is the same when Hg is smooth or not.

Main contributions. Our approach consists in computing directly the bounded limits
(when ¢ tends to 0) of the critical points of a polynomial mapping restricted to the hyper-
surface defined by f — ¢ = 0 without computing an intermediate rational parametrization
with coefficients in Q(e).

Given a polynomial ¢ € Q[X3,...,X,], and considering the mapping ¢ : C* — C sending
x € C™ to ¢(x), consider for t € Q the critical locus K (¢, H;) of ¢ restricted to the regular
locus of H;.
If K(¢,Ho) is zero-dimensional (or empty) and if the ideal I generated by:

of ¢ I of ¢

00X, 0X. U T0X, 90X,
(where L is a new variable) is equidimensional and has dimension 1, our first result (see
Theorem [ below) states that the bounded limits of K (¢, H;) when ¢ tends to 0 are contained
in the algebraic variety associated to the ideal:

(fY+(INQ[X1,..., X))

which is zero-dimensional. We provide algorithmic tools to perform this computation, based
on Grobner bases and geometric resolution. The latter algorithmic solution does not involve
the extra-variable L.

Note that, in the case where H, is not smooth the set of bounded limits of K (¢, H;) when
t tends to 0 strictly contains K (¢, Ho).

Then, we use this result to compute at least one point in each connected component of
the real algebraic investigating two variants of the critical point method proposed in [29, B]
(using quadratic mappings) and [35] (using projection functions) without any assumption
on the smoothness of Hj.

More precisely, we prove (see Theorem [ below) that up to a generic choice of a point

A= (ay,...,a,) € Q", the algebraic variety associated to the ideal:
of of
<f> + (<L8X1 - (Xl - a’l)u cet ,L(?Xn - (Xn - a/n)> N @[Xl, “ee 7X’n,])

INRIA



Computing Sampling Points on a Singular Real Hypersurface using Lagrange’s System 5

is zero-dimensional and intersects each connected component of the real algebraic set HoNR™.
Additionally, given an arbitrary point (pi,...,p,—1) € Q"' and up to a generic linear
change of variables (in the sequel, for A € GL,(Q), f* denotes the polynomial f(A.X)
where X is the vector of indeterminates), for i = 1,...,n — 2, the ideals:

afA . afA afA
.8Xi+1 ’ 8X1'+2 Y 8Xn

<fA7X1_p17"'7Xi_pi>+<L >0Q[X177Xn]

the ideal (f, X1 — p1,..., Xn—1 — pn—1) and the ideal:

ofA ofA ofA
<fA>+ <<L'6§(1 -1, 6§(2 ""&J;( >ﬂQ[X1,...,Xn])

are zero-dimensional and the union of their associated algebraic varieties intersect each
connected component of Ho NR™ (see Theorem Bl below).

Then, we provide complexity estimates for the algorithms relying on Theorem ] and Theo-
rem [l and the elimination techniques of [I7] inspired by [16), 7, T4] and which is generalized
in [25]. They do not require the extra variable L appearing in the above statements and
are polynomial in n, the complexity £ of evaluation of f and an intrinsic geometric degree ¢
which is bounded by D™ (where D is the degree of f). We compare precisely the complexity
of both algorithms and show the one relying on Theorem B is better than the one relying
on Theorem 2l At last, we compare the bit-complexity of the algorithm which consists in
applying the results of [35] and an infinitesimal arithmetic with the one relying on Theo-
rem Bl and show the latter strategy is better. An implementation of this algorithm is already
available in [33]. Experiments have shown it has a practical behaviour at last comparable
to the strategy proposed in [I] and sometimes it is better.

Organization of the paper. The next section is devoted to the proof of Theorem [
stated above. Section Bl is devoted to the design of algorithms computing sampling points
on a real algebraic set defined by a single equation and the proofs of Theorems Bl and Bl
Section Hl is devoted to the complexity analysis of our algorithms and the comparison of
these results with previous works.

2 Computing limits of critical points

Let f be a polynomial in Q[X7,...,X,] of degree bounded by D. For t € R, denote by
‘H; C C" the hypersurface defined by f —t¢ = 0.

Let ¢ : © € C" — ¢(x) € C be a polynomial mapping. For ¢t € R, K(¢,H;) denotes the
critical locus of ¢ restricted to H;. The following result characterizes the bounded limits of
K (¢, H:) when t tends to 0.

RR n° 5464



6 Mohab Safey El Din

Theorem 1 Let L be a new variable, and I C Q[L, X1,...,X,] be the ideal generated by
the polynomial family:
L0 00 of %

90X, 90X, TaX, 09X,
Suppose I is equi-dimensional, has dimension 1, and K (¢, Hy) is zero-dimensional. Then,
the bounded limits of K(¢,H;) when t tends to 0 are contained in the algebraic variety
associated to the ideal

Iy =(f)+(INQ[Xy,...,Xu]) CQ[Xy,..., X,]
and Iy is zero-dimensional.

Proof. Let C C C"*! be the curve defined by I, IT : C**! — C" be the projection sending
(1,...,2pn,0) to (z1,...,2,) and C =II(C).

Remark that f vanishes at each bounded limit y of K(¢,H;) when ¢t — 0, Let y be
such a limit. If y belongs to K (¢, Hp), we are done since K(¢,Ho) C C. Now, suppose
y ¢ K(¢,Ho), then grad,(f) = 0. Thus, y belongs to the set of non-properness of IT
restricted to C' which is contained in the Zariski-closure of C (see [22, Lemma 2 and 3]).
This implies y belongs to the Zariski-closure of C which is the algebraic variety associated
to INQ[Xy,...,X,]. Thus, V(Iy) C C™ contains the bounded limits of K (¢, H;) when ¢
tends to 0.

Consider a point y in V(Iy). As above, we distinguish in the sequel the cases where II
restricted to C' is proper at y or not. If y is a point of C N Hy at which II restricted to C' is
proper, then y belongs to K (¢, Ho) which is supposed to be zero-dimensional. Suppose now
y belongs to the set of non-properness of II restricted to C. From [21], the set of points in
C at which the projection II restricted to C' is not proper is a finite set of points. Then I

is zero-dimensional and contains the bounded limits of K(¢,H;) when ¢ tends to 0.
O

Remark 1 In the case where Hy is smooth, the set of limits of K(¢,H;) when t tends to
0 is exactly K (¢, Ho) while it strictly contains K (¢, Ho) when Hy is not smooth. Thus, the
above result is relevant and useful when Hy is not smooth.

Corollary 1 Let D be an integer bounding the degree of f and ¢. Using the above notation,
the degree of I is bounded by (n—1)(D —1)""! and the degree of Iy is bounded by n.D.(D —
1n-t

Proof. Remark that the polynomial system defining I can be bi-homogenized. Then, the
announced bound on the degree of I is an immediate consequence of [31, Theorem 1]. Since
deg(I NQ[X1,...,X,]) <deg(I) and Iy = (f) + (I NQ[X4,..., X,]), we are done.

O

INRIA



Computing Sampling Points on a Singular Real Hypersurface using Lagrange’s System 7

Algorithmic procedure using Grébner bases. Classical results about Grébner bases
(see 10, Chapter 9]) show that computing a Grobner basis of I with respect to a monomial
Degree Reverse Lexicographic block-ordering with [L] > [X7, ..., X,] and eliminating poly-
nomials having degree greater than 0 in L provides a Grobner basis G of I N Q[X71,. .., X,].
It is now enough to compute a Grobner basis for the ideal generated by the polynomial
family GU {f}.

Algorithmic procedure using geometric resolution. The algorithm of geometric res-
olution provided in [25] does not allow to compute elimination ideals. Nevertheless, it allows
localization without adding an extra variable. Remark that the ideal

of 96 9f %

I= <L'8X1 T ox, U Tex,  9x,

YNQ[X, ..., X,]

contains the ideal J generated by the set A of all (2,2) minors of the jacobian matrix
associated to Jac(f,#). Let P be a prime ideal associated to v/.J which is not associated
to v/I and y be a generic point in the algebraic variety associated to P. Remark that if
there exists ¢ € {1,...,n} such that ;—j;(y) # 0, then y belongs to the curve associated
to I N Q[Xy,...,X,] which is not possible. Thus, to compute a geometric resolution of
INQ[Xy,...,X,] it is sufficient to saturate J by 8‘9—){12 4+ %. This can be done by
giving as input to the algorithm of [25] the following polynomial system of equations and
inequations:

of 2 of 2
A = 4+ 0.
Cax T T, 7
An alternative strategy consists in computing for i = 1,...,n geometric resolutions for:
A, 2 # 0. This avoids the growth of degree induced by the above one but introduces a

9Xi 7
combinatorial factor

3 Algorithms

We focus now on the computation of at least one point in each connected component of the
real algebraic set Hy N R™. In particular, we consider the situation where H, has singular
points. Our strategy consists in using Theorem [Mland the critical point method using either
distance functions (see also [29, [T, B]) or projection functions (see also |36, 35, [2]).

Using the distance function. Given a point A in Q", let ¢4 be the mapping sending
y € C™ to the square of the euclidean distance of y to A:

Y cn — C
(T1,...,Tn) — (551 _a1)2+"'+(1'n_an)2

RR n° 5464



8 Mohab Safey El Din

Theorem 2 There erists a Zariski-closed subset A of C" such that for A € Q" \ A the
algebraic variety associated to the ideal

(f)+ (<L-;—)J;1 - (X1 —al),...,L.a‘i‘(fn — (Xn —ay)) m@[Xl,...,Xn])

(where L is a new variable) is zero-dimensional and intersects each connected component of
the real algebraic set Ho N R™.

The proof is based on both lemmata below. The first one is proved in [29] and ensures that
computing the bounded limits of the critical points of the euclidean distance function to
a point A restricted to H; when ¢ tends to 0 allows to obtain at least one point in each
connected component of Hy NR™.

Lemma 1 [29] Let A be a point of Q" and ¢4 be the square of the euclidean distance to
A. Each connected component of Hy contains at least one point which is a bounded limit of
K(¢a,H,) when t tends to 0.

The following lemma shows that up to a generic choice of A the assumptions of Theorem [T
are satisfied and then we are done.

Lemma 2 There exists a Zariski-closed subset A C Q™ such that for A = (a1,...,a,) €
Q™ \ A, the ideal 14 generated by:

of
La—)(l — (Xl —al),...,L.

of
00Xy,

(Xn - an)

is equi-dimensional, has dimension 1 and K(¢a,Ho) is zero-dimensional.

Proof. From Sard’s theorem, the set of critical values of the mapping:

P CrxC - C»
(x = (21,...,20),0) — é.a’%gl(x)—xl,...,ﬁ.a’?)gn(x)—xn

is a proper Zariski-closed subset A of C™. It is then enough to choose A = (a1, ...,a,) € Q"
outside A and remark that this implies at any point (x,¢) € C* x C

of of

rank(Jac(w)g)(L.a—Xl ax.

- (X7 —a1),...,L. (Xn —an)))=n
to prove that I, is equi-dimensional and has dimension 1.
Proving that K (¢4, Ho) is zero-dimensional for A chosen outside a Zariski-closed subset of
C™ is done by the same way considering the restriction of 1) to the regular locus of H.

O
From Theorem B one can deduce an algorithm computing at least one point in each con-
nected component of Hy N R™ using either Grébner bases or geometric resolutions. This is

INRIA



Computing Sampling Points on a Singular Real Hypersurface using Lagrange’s System 9

based on computing the limits of the critical points of ¢4 restricted to H; when ¢ tends to
0.

Compared to the algorithm proposed to [29], our contribution allows to avoid computations
over an infinitesimal arithmetic. In section Bl we precisely compare both strategies.

In the next paragraph, we deduce an other algorithm to compute sampling points in HoNR"™
adapting the work of [35] to our purpose. Instead of quadratic mappings, we use exclusively
projection functions, which are linear.

Using projection functions. Given a matrix A in GL,(C), we denote by f* the poly-
nomial f(A.X) and by HA C C" the hypersurface defined by f4 —t =0 (for t € Q). We
consider canonical projections:

(1, .y xn) — (T1,...,2;)

Given an arbitrary point (p1,...,p,_1) in Q"' and a matrix A € GL,(Q), let I* (for
i=1,...,n—2) be the ideal:

ofA ofA ofA
(<L8)'(f+1 _178Xf'_+27"'78§( 7X1_pla"'uXi_pi>ﬂQ[X17"'an]>

IA | be the ideal (X1 —p1,..., X, — pn) and I be the ideal:

<L 8fA_1 afA 8fA
10X, T0X, T 0X,

>0Q[X1,...,Xn]>

Theorem 3 Let (p1,...,pn—1) be an arbitrary point of Q"~1. There exists a Zariski-closed
subset A of GL,(C) such that for A € GL,(Q) \ A, the union of the algebraic varieties
associated to the ideals (fA) + IA (fori=0,...,n — 1) is zero-dimensional and intersects
each connected component of the real algebraic set H{ NR™.

The proof of this result is based on the following lemmata.

Lemma 3 Let C be a connected component of Hy and suppose 111 (C) is closed. Then,
either for an arbitrary rationael p1 € Q, C intersects the hyperplane defined by X1 —p; =0
else it contains o bounded limit of K (I1y,H,) when t tends to 0.

The proof follows the one of Lemma [l (see also [29]).

Proof. Since 117 (C) is closed, if its boundary is empty for any rational p; € Q, C intersects
the hyperplane defined by X; — p; = 0. Suppose now the frontier of IT; (C') is not empty.

Choose p € R ¢ II;(C), consider H the hyperplane defined by X; —p =0 and M C C
the set of points in C' minimizing the distance from C to H. Let » > 0 be such that the
set of points T = {z € R"™ | dist(z, M < r} does not meet (Ho N R™)\ C. Denoting
by T/ = {x € R™ | dist(z, M} and by ¢ an infinitesimal, remark that the set of points

RR n° 5464
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(H: UH_.)NT’ is infinitesimally close Ho N7’ and are not at minimal distance to H. Thus
the minimal distance from (H. UH_.)NT’ to H is not obtained on 7”. Thus it is obtained
at a critical point of the projection II; restricted to H. U H_.. Using the transfer principle
and remarking the above reasonning is valid for any r small enough ends the proof.

O
The following lemma generalizes the above one. Given an arbitrary point (p1,...,pn-1) €
Qn 1, fori e {1,...,n— 1} denote by H; C C" the intersection of the hyperplanes defined
by X1 —p1=---=X; —p; =0.

Lemma 4 Let C be a connected component of HoNR™. Suppose for alli € {1,...,n—1} the
projection IL;(C) is closed and for any connected component C' of (Ho N H;) NR™, I1,11(C")
is closed.

Then, either C' contains a limit of K (111, H,) when t tends to 0 or there existsi € {1,...,n—
2} such that C N H; contains a bounded limit of K(I1;11,H: N H;) or Hy N Hy— 1.

Proof. Suppose for alli € {1,...,n—1},1I;(C) = R?. Then C has a non-empty intersection
with Ho N H,_1 which is a finite set of points containing the bounded limits of H; N H,,_;.

Now, suppose there exists i € {1,...,n—1} such that I;(C)) # R’ and consider the minimum
i for which II;(C) # R’. Remark that C' N H;_; # . Consider a connected component C’
of C'N H;. Since C' C C and II;(C) # R* while IT;_;(C) = R}, the projection on C’ on
the X;i-axis is not R.
From now on, C’ is seen as a semi-algebraic set of R"~% and let 7;;; be the canonical
projection m;1; : C"~? — C sending (¥;;1,...,7,) to z;41. Moreover, by assumption,
mit+1(C") is closed. It is now sufficient to apply Lemma Bl and [87, Lemma 10] to C’ and
Ho N H; seen as a hypersurface of C" .

O

Lemma 5 Let V C C" be an algebraic variety of dimension d, Sing(V) be its singular
locus and suppose for i = 1,...,d the projections 11; restricted to the Zariski-closure of
K(II;41,V) \ Sing(V) to be proper. Let C' be a connected component of V NR™. For i =
1,...,n—1 let x be a point in the frontier of 1;(C). Then, either x belongs to I1;(K (11,11, V)\
Sing(V)) else x belongs to I1;(Sing(V)) (where by convention K (Ilz41,V) = V.

We adapt the proof of [35, Proposition 4] which provides a similar result in the smooth case.
Proof. Let us denote this property by £;. We prove it by decreasing induction on i =
d,...,1. First, we prove Q4. Let 2 € R? be in the frontier of II;(C). By assumption, the
restriction of II; to V N R™ is proper, so z is in the image I1;(C). Thus, from the implicit
function theorem, either there exists a critical point y € C of Il; restricted to V such that
ma(y) = x or there exists a singular point y such that I14(y) = x. This proves Qg.

We now assume £, 1, and prove ;. Let thus 2 € R be in the frontier of II;(C) C R'.

Let ¢ be the projection ¢ : R“*1 — R? that maps (x1,...,z41) to (z1,...,2;); for r > 0, we
denote by B, C R? the closed ball centered at x of radius r, and by C, C R**! the preimage
¢ Y(B,), which is a cylinder.

INRIA



Computing Sampling Points on a Singular Real Hypersurface using Lagrange’s System 11

By definition, for r > 0, Hi_l(BT) meets C, so C,. meets I1,11(C). On the other hand, since
x is in the frontier of II;(C), there exists a point in B, that is not II;(C), so there exists
a point in C,. that is not in IT;1(C). We deduce that for » > 0, C, meets the frontier of
;41 (C).
By induction hypothesis, there exists y, € (K (IL;+1,V) U Sing(V)) NC such that II, 11 (y,) €
C,. Applying ¢, we deduce that II;(y,.) € B,. Since this holds for all » > 0, x is in the
closure of IL; (K (II;41,V) N C) U II;(Sing(V). By assumption, the restriction of II; to the
Zariski-closure of K (IT;11,V) \ Sing(V) is proper, so its image by II; is closed. Thus either
z is in IL; (K (I1;41, V) \ Sing(V) N C) C I1;(C) or it belongs to II;(Sing(V)).

g
We identify a linear change of variables to its associated matrix A € GL,(Q) and, given an
algebraic variety 1V C C" we denote by V2 the algebraic variety obtained after the action of
A. In the sequel, Sing(V) denotes the singular locus of V.

Lemma 6 Let V C C™ be an algebraic variety. There exists a Zariski-closed subset A of
GL,(C) such that if any A € GL,(Q) \ A, given any connected component C* of VA for
allic{1,...,n—1}, II;(C*) is closed.

Proof. The proof is done by induction on the dimension d of V. If V has dimension 0,
the conclusion is obvious. Now, suppose the result to be true for any algebraic variety of
dimension d — 1 and let V C C" be an algebraic variety of dimension d.

From [358, Theorem 1], given any equi-dimensional algebraic variety ¥V C C™ of dimension
d, there exists a Zariski-closed algebraic subset A" such that for any A € GL,(Q) \ A" and
i€ {1,...,d} the projections II; restricted to the Zariski closure of K (II;; 1, V*)\ Sing(V#)
is proper. From Lemmad, for i = 1,...,d — 1, if = belongs to the frontier of II;(C*), then
either = belongs to K (IT; 1, V) \ Sing(V#) or z belongs Sing(V4) which has dimension less
than d.

Thus, one can apply the induction hypothesis on the singular locus of V and conclude that
there exists a Zariski-closed subset of GL,,(C) such that for any A’ € GL,(Q) \ A" and for
i=1,...,n— 1 the images of the connected components of Sing(V)A, by II; are closed. It
is now sufficient to choose A such that A ¢ AU A’ to end the proof.

O

Lemma 7 Let (p1,...,pn_1) be an arbitrary point of QL. There erists a Zariski-closed
subset A of GL,(C) such that for A € GL,(Q)\ A, the ideals I* (fori=0,...,n—1) have
dimension 1 and the ideals (f*, X1 —p1, ... ,Xi—pi>—|—IiA have dimension 0 fori=0,...,n.

Proof. The fact that I2 | is zero-dimensional is obvious.
Given (p1,...,pn-1), for i = 1,...,n — 2, f; denotes the polynomial f where the variables
X1,...,X; are instanciated to pi,...,p;. Consider the mapping

e C*xC — cn
(x = (21,...,2n),¥)

/N
~
Q|
Q
[
-
—~
8
N~—
~
Q|
Q
ES
—~
8
SN~—
~_

RR n° 5464



12 Mohab Safey El Din

and the mappings (fori=1,...,n—2)

Y : CrixC — Ccn—i
(x = (Tig1s- .-, Tn)y ) — (Z. 8?{{11 (x),..., L. BB){; (x))

From Sard’s theorem, for i = 0, ...,n — 2 there exist Zariski-closed subsets A; in C"~ such
that for any vector (a;41,.-.,a,) € Q" "\ A; the ideal generated by:

and the ideals

g, L2 g,
(L Xy, ! ox, >

are equidimensional and have dimension 1. Considering the same mappings restricted to
the regular locus of H, allows to prove by the same way that the ideal:

<f>+ (<Laa—){,1 —al,...,L.aa)'(fn —an>ﬂQ[X1,...,Xn])

and the ideals

ofi ofi
i L. — Qig1y.. ., L —an)NQ[X4,..., X,
<f>+(< OXi1 @iyl ax, ) N QX ])
have dimension 0 (for i =0,...,n — 2).
It is now sufficient to perform a linear change of variables A sending the vectors (a1, ..., a,),
oy (0y.0.,0, @541, -5 ap), -+ (0,...,0,a,) to the canonical basis to end the proof and to
remark for i = 1,...,n — 2 that if the ideals

Ofi ‘ afi
(<L.8X—i+1—al+1,...,L.aXn an>ﬂQ[X1,,Xn]>

(resp. (fi)+ (<L'8§<{i1 — g1y L.g)gl —an) NQ[X,... ,Xn])) are equidimensional and

have dimension 1 (resp. 0) then the same conclusion holds for the ideals I (resp. (f#, X; —
pl;aXz_p1>+IZA)
O

Proof of Theorem [Bl From Lemma Bl applied to Hy and to each hypersurface Ho N H;
fori=1,...,n—1 (where H; is the hyperplane defined by X; = p1,..., X; = pi, P1,--,0n
being arbitrary rationals), there exists a Zariski-closed subset A C GL,(C) such that for
A € GL,(Q) \ A the conclusions of Lemmata ] and [ and then Theorem [0 hold. Thus, we
are done.

0

INRIA



Computing Sampling Points on a Singular Real Hypersurface using Lagrange’s System 13

Remark 2 From the algorithmic remarks provided in Sectiond and Theorem[d, one deduces
an algorithm using either Grobner bases or geometric resolutions to compute ot least one
point in each connected component of the real algebraic set Ho NR™.

Given (p1,...,pn—1) € Q"71, denote by f; (fori = 1,....,n — 1) the polynomial f where
the indeterminates X1, ..., X; are instantiated to p1,...,p;. Then, remark that the use of
geometric resolution can be simplified since it is enough to give as input to the algorithm
of [L7] the polynomial systems of equalities and inequations:

ofA OfA ofA
oMU, AR,
8Xi+2 a)(n 8)(iJrl
(forizL...,n—Q)ande:%=---:gg(i:O, %#Oandtoisolatethereal

roots of the univariate polynomial f |.
At last, note that an alternative strategy can be to introduce an infinitesimal €, computing
rational parametrizations for the polynomial systems:

A A A
AL OIA A orr
0Xit2 0X, 0Xit1
(fori=1,...,n—2) and
afA afA 8fA
A— = — = .. = = _—
"= 35 ax, % ax, 70

and compute the bounded limits of the solution sets of these systems when ¢ tends to 0, and
the real solutions of f& | = 0. In the following section we show that the above strategy is
better.

4 Complexity estimates

We provide here complexity estimates for the above algorithms computing at least one point
in each connected component of a real algebraic set defined by a single equation.

The description of the algorithms relying on Theorem ] and Theorem Bl given above does
not depend on any procedure of algebraic elimination. Following the algorithmic remarks
of Section B, one can use Grobner bases which allow to compute Rational Univariate Rep-
resentation following [28] or geometric resolutions. In both bases, the output has the form
of the following rational parametrization

g—%.Xl = ql(T)
q(T) =0, :
g_%-Xn = Qn(T)

from which one can count and isolate the real solutions using variants of Uspensky’s algo-
rithm (see [31] and references therein) or Sturm-Habicht sequences (see [7] and references
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14 Mohab Safey El Din

therein) in time which is polynomial in the degree of the polynomial ¢ in the above rational
parametrization.

Thus, the complexity of our algorithms depends on the one of the algebraic elimination
procedure we use. We focus on geometric resolutions for which a theoretical complexity result
we recall below is provided in [I7] and generalized in [25]. Given a system of polynomials in
Q[X4,...,X,] in generic coordinates

Gr==ga=0, h#0

it computes a rational parametrization of the complex solution set of this system. It is based
on an incremental process of lifing and intersection computing at each step a lifted curve,
encoded by a parametrized geometric resolution, for the Zariski-closure of the polynomial
systems at which n — i — 1 generic coordinated are instantiated:

G==g=0, h#0
In the sequel, the quantity ¢/ (a) stands for alog?(a)log(log(a)).

Theorem 4 [I7] Let (g1, ..,gs, h) be s+ 1 polynomials in Q[ X1, ..., X,] of degree bounded
by D, and L be the complexity of evaluating (g1,...,9s,h). Suppose (g1,...,9n) defines a
regqular sequence in the open subset {x € C" | g # 0}.

There exists a probabilistic algorithm computing a geometric resolution of the Zariski-closure
of the solution set of g1 =---=gs =0, h #0 in a complezrity within

O (n(nL +n*YU(D.5)?)

arithmetic operations in Q where 6 is the maximum degree of the Zariski-closure of the
complex solution set of the intermediate polynomial systems g1 =---=¢g; =0, h #0 and
ts dominated by D".

Given a parametric geometric resolution encoding a lifted curve, the following result [I7,
Lemma 16] provides the complexity of computing a geometric resolution of the intersection
of this curve and a hypersurface, when this intersection is zero-dimensional.

Lemma 8 [I7] Let C' be a geometric resolution of a 1 equi-dimensional ideal I, f be a
polynomial of total degree D such that I + (f) is zero-dimensional.

There exists an algorithm computing a geometric resolution of \/I + (f) whose complexity
1S 1n

O (n(L +n*)U(S)U(D.J))

arithmetic operations in Q.

In the sequel, we show how to use these results to provide complexity estimations of the
algorithms based on Theorems B and Bl to provide at least one point in each connected
component of a real algebraic set defined by a single equation.

INRIA



Computing Sampling Points on a Singular Real Hypersurface using Lagrange’s System 15

We first study the algorithm relying on Theorem B It consists in choosing a generic point
A= (ai,...,a,) and, for all i € {1,...,n} compute first a lifted curve of the Zariski-closure
of the solution set of:

of of of
—(X—a)——(Xl—aZ)—()) 5 —#0
(aXi T 0x; jeltoangsy 0

From [3], these polynomial systems satisfy the requirements needed to apply Theorem H
It remains to intersect this lifted curve with the hypersurface defined by f = 0. Moreover,
given a straight-line program of length £, computing a straight-line encoding the gradient
of f is linear in £ [§]. Combining this discussion with Theorem H and Lemma B, this leads
to the following complexity estimate:

Theorem 5 Let f be a polynomial in Q[X1,...,X,] of degree bounded by D, whose com-
plexity of evaluation is bounded by L and H C C™ be the hypersurface defined by f = 0. The
above algorithm computes at least one point in each connected component of H NR™ within

O (n*(nL 4+ n*)U(D.5)?)

arithmetic operations in Q where ¢ is the maximal degree of the studied intermediate algebraic
varieties and is bounded by D" .

The algorithm relying on Theorem B consists in chosing a generic matrix A € GL,(Q), an
arbitrary point (pi,...,pn_1) € Q"' and for i € {1,...,n — 2} computing lifted curves
encoded by parametrized geometric resolutions for the polynomial systems

8fA - 7(9fA7 - 7 - afA
= Tax S Xim= = Ximp=0 G0
and A A A
ot ot uh
8X2 8Xn 8X1

and to intersect each of these lifted curves with the hypersurface defined by f4 = 0. Ad-
ditionally, one has to isolate the real solutions of the univariate polynomial obtained by
instantiating in f“ the indeterminates Xi,...,X,_1 to p1,...,pn—1. Moreover, given a
straight-line program of length £ [8], computing a straight-line encoding the gradient of f
is linear in £. This discussion leads to the following complexity estimate.

Theorem 6 Let [ be a polynomial in Q[X1,...,X,]| of degree bounded by D, whose com-
plexity of evaluation is bounded by L and H C C™ be the hypersurface defined by f = 0. The
above algorithm computes at least one point in each connected component of H NR™ within

O (n*(nL+n*)U(D.5)?)

arithmetic operations in Q where § is the mazximal degree of the intermediate algebraic va-
rieties studied during the incremental process and is bounded by D.(D — 1)"~1.
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16 Mohab Safey El Din

Remark 3 Let 0 be the sum of the degrees of the equi-dimensional components of the sin-
gular locus of Ho having positive dimension. One can refine the above degree bound by
remarking that the degree of the curve defined as the Zariski-closure of the solution set of:
ofA ofA ofA
o ot arh
6X2 8Xn a*le
is bounded by (D —1)"~1 —0. Thus, while in the smooth case the degree bound D.(D —1)"~!
can be reached, it can not in the case where Hy has a positive dimensional singular locus.

From these results, it appears the strategy based on Theorem B than the one based on
Theorem & degree bounds for the one based on Theorem Blare better than the ones obtained
in Theorem

Comparison with Basu/Pollack/Roy’s algorithm. There exist asymptotically opti-
mal algorithm dealing with our problem since [I8]. The algorithm which is known to have
the best theoretical complexity is the one of Basu, Pollack and Roy provided in [5] (see
also [6, [7]) having a complexity within D®("™) in terms of arithmetic operations in Q. It
is important to precise what influences the constant of complexity which is here as expo-
nent. First, the authors reduce their study to a polynomial system having systematically
(2D).(2D — 1)"~! complex solutions. This degree is larger than our degree bound which is
D™. To solve this zero-dimensional system, operations of linear algebra are performed. Thus,
a part of the constant of complexity comes from the superfleous factor 23". Moreover, in
this algorithm, computations are performed over an arithmetic involving two infinitesimals
which can appear, in the worst cases, with degree (2D).(2D — 1)"~!. Then, an other con-

stant in the complexity of [5] comes from this other superfleous factor ((2D).(2D — 1)"‘1)2.
Taking n = 4 and D = 2, it is easy to see that even there does not seem to be a difference
between the asymptotic complexities of our contribution and [B], our algorithm allows to
gain a factor of 2!2.(4.3%)? (which is greater than 47 million) compared to [5] and this gain
grows when n and/or D grows.

Comparison with the introduction of infinitesimals. The strategies introducing an
infinitesimal deformation using either quadratic mappings or projection functions lead to
compute parametric geometric resolutions (where the infinitesimal ¢ is the parameter). Fol-
lowing [BR, 9], this can be done by an asymptotically optimal complexity using the procedure
which consists in computing an initial geometric resolution Cj obtained by instantiating e
to a generic rational value and perform Rational Reconstruction via Padé approximation.
The complexity of the computation of Cy equals the complexity of computing the geometric
resolutions we return in the algorithms above. Thus the final step of Rational reconstruc-
tion is superfluous. Moreover, the required precision is the maximal of the sum of degree
of numerators and denominators of the reconstructed coefficients. This maximal sum is
dominated in the worst case by D™. Once this parametric geometric resolution is computed,
one has to compute the bounded limits of the encoded solutions when ¢ tends to 0. This
discussion justifies our approach compared to the one introducing an infinitesimal.

INRIA
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Implementation. A first implementation of the algorithm relying on TheoremBlis already
available in the RAGLib Maple package [33]. It is based on Grobner bases computations using
the Gb software [I1] implemented by J.-C. Faugére and Rational Univariate Representations
using the RS software [26] implemented by F. Rouillier. This choice is motivated by the fact
that, at the time being, the most efficient softwares performing algebraic elimination are
based on the algorithms [12, [3] computing Grébner bases.

Practical experiments show its efficiency compared to previous contributions dealing with
the singular case using either infinitesimal deformations (see [29]) or studying recursively
singular loci (see [T]]). Implementing the algorithm using the Kronecker Magma package [23]
is a work in progress.
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