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Abstract: We present in this report a new method for the retinotopic mapping of the
human visual cortex using fMRI. This fast method allows to delineate any human’s occipital
retinotopic visual areas after 30 minutes in an MR scanner. Based on the known retinotopic
properties of the visual cortex and on the procedures described in the literature, we first
detail the experimental protocol we used. We then present the functional data analysis
we perform to get the retinotopic angular maps. The algorithm to get a model of the
cortical surface from the anatomical MR image is also rapidly presented. We then show
the retinotopic maps projected on the latter model and compare them with the literature.
Lastly, we present the choices we made to delineate these areas and extract regions of interest
that can be used for further studying the human visual cortical system.
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Rétinotopie par IRMf chez ’homme

Résumé : Nous présentons dans ce rapport notre méthode d’obtention et nos resultats
de cartographie rétinotopique du cortex visuel humain par IRMf. Cette méthode rapide
permet de délinéer les aires visuelles rétinotopiques occipitales de tout sujet humain apreés
30 minutes dans un scanner d’TRMf. En se fondant sur les propriétés rétinotopiques connues
du cortex visuel ainsi que sur les techniques présentées dans la littérature, nous détaillons le
protocole expérimental utilisé. Nous présentons ensuite ’analyse des données fonctionnelles
efféctuées pour obtenir les cartes rétinotopiques. Nous décrivons rapidement ’algorithme
d’extraction d’un modéle cortical & partir de I'image IRM anatomique. Nous exposons les
cartes rétinotopiques projetées sur ce modéle cortical et les comparons 4 la littérature. Enfin
sont présentés les choix que nous avons effectués pour délimiter ces aires et en extraire des
régions d’intérét utilisables pour toute étude plus précises du systéme visuel cortical humain.

Mots-clés : IRMf, aires visuelles, retinotopie, humain
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1 Introduction

Some estimates put the portion of the cortex involved in vision processings around 50%
in the macaque monkey. The monkey visual cortical surface can be parcellized into more
than 30 distincts areas, according to different criteria: (1) the architecture of the cortical
surface (myelinisation, number of layers,...), (2) the connectivity patterns, (3) the functional
characterisation and (4) the mapping of the visual field. In human studies, only the latter
two are commonly used, as the first two are still invasive or too coarse (even if new imag-
ing improvements such as high quality anatomical MRI and DT-MRI make them more and
more efficient). We are interested here in labelling some areas using criterion (4), i.e. the
retinotopic representation of the visual field on the cortical surface. With such a criterion,
the first “low level” areas were first revealed using fMRI in 1994, starting with the pioneering
study of Engel et al. [7] and followed by many others since [17, 4, 23, 30].

Despite this quite abundant literature on the subject, bringing under control the complete
chain of processing from the experimental part to the segmentation of the retinotopic areas
found on the cortical surface is not straightforward.

We describe in this report the choices we made and compare some aspects of our method
and our results with those published in the litterature.

RR n° 5472
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2 Principles of Vision and Retinotopy

In this section, we briefly describe the primate visual system and the organization of the
visual cortex. For more precise descriptions, see [15, 1, 11].

2.1 The visual system

In primates (in particular in humans), the visual system includes many anatomical elements,
from the eye to the cortex.

The human eye is approximately 2.5 cm long and weighs 7 grams. Six bands of muscles allow
the control of its displacements to probe the environment. Light goes successively through
the cornea, the aqueous humor, and the pupil, whose size is controlled by a muscle, the iris
(giving the eye its external color). Next it passes through the lens, whose shape is controlled
by the ciliary muscles, before entering the vitreous humor. It finally strikes the retina, which
is covered with over 125 million photosensitive receptors of two families: the cones (around
8 millions, mainly concentrated in the center of the retina, the fovea) are responsible for
chromatic and normal lighting condition vision (called photopic), and the rods (around 120
millions, found everywhere except in the fovea), dealing with black and white perception
and low-lighting conditions (called scotopic). These receptors translate lighting information
into electrical information, transmitted to the optical nerves via the ganglion cells. The two
optical nerves cross, forming the optic chiasm, after which information is transmitted by
visual hemifield (separated vertically with respect to the head position): the information
from photons striking the left parts of both retina and corresponding to the right visual field
is brought together to form the left optical tractus (see figure 1).

The vast majority of the optical tracts fibers gets projected to a part of the thalamic
sensory relay system, the Lateral Geniculate Nucleus (LGN), whose axons finish in the
primary visual cortex. The cortex is roughly a sheet of tissue (mainly the neurons soma) that
makes up the outer layer of the brain. The thickness of the cerebral cortex varies from 2.5
to 6 mm. Neuroanatomists have observed that the cortical neurons appear to be organized
in various layers (usually six) tangentially to the surface and also in columns. Globally,
the cortex is made of various areas differentiated histologically as well as functionally. It
is in particular the case for the visual cortical system, whose first areas are located at the
occipital lobe, i.e. at the back of the skull. Various visual areas have already been identified
in humans; we can cite V1 (for Primary visual area), V2 (subdivided in two parts, V2v for
ventral and V2d for dorsal, V3, VP (Ventral Posterior area), V3A (V3 Accessory), V4v,
V5,...An important property of most of these areas is their retinotopic organization, which
allows us to differentiate them as we will see below.

INRIA
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Region of overlap Visual field
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Figure 1: The path of the visual information from the eyes to the primary visual cortex. From
http://homepage.psy.utezas.edu/homepage/Class/Psy308/Salinas/Vision/ Vision.html

2.2 The cortical retinotopic organization

The general cortical architecture is globally consistent across subjects of a given species,
that is the same type of area and the same amount. However, the strong physiognomical
variations of the cortex folds implies an important anatomical variability across individu-
als. Besides, studies of the cortical plasticity lead to the idea that the anatomy-function
correspondence can vary across time for a given subject. Nonetheless, some fundamental
retinotopic properties are stable: these are the fundations of the technique we present in
this report.

First, let us define a central notion in any study of the visual system: the receptive field.
Coarsely, it is “what a perceptual element sees”, as a retinal ganglion cell or a cortical neuron.
The (visual) receptive field of a cell generally corresponds to a small portion of surface in
the fixation plane which, when a stimulation enters it, modifies the response of this cell. For
example, in our experiment, this fixation plane is the screen the subjects look at (see figure
6).

RR n° 5472
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Let us now state properties of the visual areas that define their retinotopic organization.

1) The neurons from different layers of a given cortical column share the same receptive
field.

2) Two points close to each other in the visual field project closely on the retina. After
various steps and following different paths (note that there is no consensus about these
steps), these close retinal stimuli will be analyzed, inside a given area, in neighboring re-
gions of the cortex (see the sketchy figure 3 and the more realistic figure 4 of the macaque
monkey retinotopic map).

Thus, the primary visual cortex in humans (V1), anatomically in the occipital lobe around
the calcarine sulcus, presents a retinotopic organization. The latter is approximately polar:
- when one moves along the cortical surface from a posterior to an anterior position in V1,
the representation in the visual field moves smoothly from the center (fovea) to the surround.
We say we vary the eccentricity.

- similarly, a displacement from the inferior limb of the calcarine to the superior limb results
in the representation moving smoothly from the superior vertical meridian of the visual field
to the inferior part of this vertical meridian. we say we vary the polar angle.

This type of representation can be found in various visual areas, as discussed later. This
correspondance with polar coordinates allows us to define polar-coded stimuli (cf. paragraph
3.3.1).

vertical hemifield quarterfield
meridian

horizontal

meridian

Figure 2: The visual field is split along the vertical meridian into two hemifields, each again
split into two quarterfields along the horizontal meridian.

3) Two adjacent areas on the cortical surface (such as V1 and V2) differ with respect to
their representation of the visual field. This is a crucial point for the differentiation of areas
we are looking for. Indeed, some present a “reverse” or “mirror” representation, the visual
field being projected on the cortical surface as if it was seen through a mirror, whereas oth-
ers have a “normal” representation, consistent with the visual field spatial order. Thus the

INRIA
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representations change chirality! for two adjacent areas, a useful information we will take
into account to detect the border between them.

These are the three fundamental retinotopic properties which allow us to differentiate and
delineate the cortical areas of a given subject.

Figure 3: Schematic illustration of the retinotopic properties of the visual system in primates:
continuity between the visual field and the cortical surface, inversion of the chirality between
two adjacent areas.

2.2.1 Previous work

From previous studies of the cortical retinotopy in humans, in particular those of Engel et
al. [7], Sereno et al. [17], Wandell [28], Warnking [29], we can infer the retinotopic structure
classically found in the visual areas. First, as the two hemifields (the vertical separation of
the visual field) split at the level of the optical chiasma, each hemisphere is only concerned
with the visual information of its opposite hemifield. Second, as found in animals studies,
some areas are split into to parts at the representation of the horizontal meridian. Hence
the limits between adjacent areas correspond to horizontal or vertical meridians.

!In geometry, a figure is chiral (and said to have chirality) if it is not identical to its mirror image, or
more particularly can’t be mapped to its mirror images by rotations and translations alone, i.e. both figures
are related like our left and right hands.

RR n° 5472
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Figure 4: Global retinotopy in macaque visual cortex: a flickering stimulus (left) and its
retinotopic representation in a flattened view of the layer 4C of V1 (right), revealed through
CO staining. Reproduced from Tootell et al. [24]

V1 presents a retinotopy of the complete hemifield. The horizontal meridian projects to the
fundus of the calcarine sulcus, the inferior quarterfield on the upper part of the calcarine
and the superior quarterfield on its lower part. The vertical meridians delimit each side of
V1 with V2v and V2d, the two fragments of area V2. The latter represent the upper and
lower quarterfields respectively. In V2, the representation is reversed with respect to V1
(which is “mirror”), so that the border of them respectively with the so-called area VP and
V3 coincide with the horizontal meridian. Once again, the representation reverses for V3
and VP, until the vertical meridian, after which an other inversion takes places for V3A dor-
sally and V4 ventrally. Figure 5 illustrates this description, which we discuss in section 6.1.2.

We therefore see how the knowledge about the retinotopy on the cortical surface can be
sufficient to delineate the visual areas. In the next section, we describe the experimental
protocole that we have developed in order to build the retinotopic maps of a human subject
using fMRI.

INRIA
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Medial

Ventral

Figure 5: Polar angle retinotopy of the right hemisphere, i.e. the left visual hemifield. The
left-hand side of the figure illustrates the spatial arrangement of differents areas and their
retinotopy, the hemi-circle at the center corresponding to the color code employed for each
angle of the visual field (from Warnking [29]). The right-hand side of the figure shows
results obtained from human fMRI on an unfolded cortical surface by Pr.Wandell’s team,
V3v and V3d corresponding to V3 et VP in the text and on the left-hand side of the figure
respectively.
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3 Experimental protocol

Taking into account the retinotopic properties of the visual cortex we just briefly described
and building on previously published work on the subject, we now define our experimental
paradigm and our stimuli.

3.1 The subject

No constrains are applied to the subject, except those induced by the MR scanner: a com-
plete absence of metal parts in the body, including vascular clips, neuronal implants, pace-
makers, etc...This also excludes glasses, but lenses could replace them if any correction is
needed.

As a rule of thumb, the idea for any global non-pathologic study is to use healthy right and
left-handed men and women. This is the guideline we followed in order to obtain the results
we present in this report.

3.2 The scanner and the presentation device

The MRI scanner we used is located at la Timone fMRI center? in Marseille, France. It is
a BRUCKER MEDSPEC 30/80 AVANCE, with a 3T magnet and a body coil.

The subject lies inside the coil, with an antenna around his head. The visual stimuli are
projected from a video-projector inside the magnet room, protected from the magnetic field
in a Faraday cage. A mirror allows to project the image on a screen inside the coil. The
subject sees this screen by means of mirror placed above his/her eyes (see figure 6).

The stimuli are sent to the video-projector from a PC at a frequency of 72Hz. The video
starts synchronously with the scanner, triggered by the first functional volume acquired.
Actually, the first volumes are classically discarded from the analysis (typically correspond-
ing to 10 seconds) to allow the magnetization to stabilize to a steady state, the stimulation
of interest therefore starts after a few volumes have been acquired.

3.3 Paradigm

Classically, the paradigm in fMRI consists in a series of temporal stimuli the subject watches
and the tasks he performs.

?http://irmfmrs.free.fr

INRIA
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Figure 6: The projection system of our experimental setup

3.3.1 The stimuli

The stimuli we used were programmed in Matlab to generate a video sequence in avi format.
A number of parameters were adjustable.
The aim is to stimulate locally and periodically the visual field of the subject whose gaze
stays fixated at the central point. The basic pattern of our stimuli is a radial checkerboard
similar to those described in the litterature (e.g. [29], [17]). The pattern we used consists in
squares distributed in the radial and the polar dimensions. It takes into account the cortical
magnification, the squares’s size is thus increasing with the eccentricity.
We finally require two families of stimulus:
- The wedge is a conical sector of 80 degrees rotating around the central fixation point.
This stimulus moves in discrete 20 degrees steps in the visual field in a circular clockwise
or anti-clockwise fashion, thus leading to 18 different positions for a complete 360 degrees
rotation (see figure 7).

- The ring is an annulus centered at the fixation point, its size varying with respect to the

Figure 7: The “wedge” stimulus seen in different positions. It encodes the polar angle
coordinate # in the visual field.

eccentricity. Like the wedge it also has two directions of rotation, contraction and expansion;

RR n° 5472
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a complete rotation is achieved in 18 distinct steps. When the annulus reaches its maximal
eccentricity (respectively minimal), it is replaced by an annulus at minimal (resp. maximal)
eccentricity, with an intermediate position of coexistence (cf. the right image of figure 8).
This wrapping around allows to have a close to continuous motion of the stimulus.

Figure 8: The “ring” stimulus seen in differents positions. It encodes the eccentriciy coordi-
nate p in the visual field.

The checkerboard pattern of these stimuli flickers (at 18Hz in our setup) in order to
insure a good neuronal response. Indeed, most of the receptive fields cells in the retina and
the Lateral Geniculate Nucleus -the main inputs for the first visual cortical areas- consist of
two antagonistic regions, the best response of the cells being obtained with a luminance local
contrast between their center and surround. This checkerboard pattern is superimposed on
a mid grey-level equiluminant background to let the cells whose receptive fields do not fall
on the checkerboard at rest.

The size of our videos is 300x300 pixels, leading to a 20.9x20.9 degrees display. This size is
for the moment limited by the size of the coil and the visual stimulation setup. The extent
of the radial maximum reached by our stimuli is 280x280 pixels, giving a maximum radial
opening in the visual field of 19.5 degrees.

Thus, in terms of polar coordinates, the wedge stimulus encodes the polar angle component
whereas the ring encodes the radial component. The complete visual field is then completely
covered, and these two families of stimuli carry complementary information with respect to
the simulation of the visual field.

For each position of the stimulus, we scan a functional volume, yielding at the end of each
stimulation a temporal series S, of images.

3.3.2 Stimulus optimization

Our aim is to design an experimental setup allowing a quick and reliable retinotopic mapping
to accurately delineate the visual areas to be used in further fMRI experiments. We thus
varied two different parameters of our stimulus: the number of sectors in the wedge and
the number of complete rotations (or cycles). The results were presented in [33] and are
described below.

INRIA
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Unifield VS bifield wedge We also used a bifield wedge for two reasons:
- The experiment duration could be divided by two, as we stimulate two distinct portions
of the visual field, thus different cortical locations
- the fixation of the center of the visual field is easier with a symetrical stimulus.
The results are shown and discussed in the results section, paragraph 6.1.2.

3.4 Data acquisition

Two types of data are needed to build retinotopic maps: an anatomical image and the func-
tional volumes.

3.4.1 Anatomical data

The acquisition of the cerebral anatomy of a given subject was done through a 3D-gradient
echo sequence with inversion-recovery. The technical caracteristics of the latter are the fol-
lowing:

- Echo-Time (TE): 5ms

- Repetition-Time (RT): 25msec

- Inversion-Time (IT): 800ms

- Field of view: 256x192x192 mm?

- Acquisition matrix: 256x192x104 (for a resolution of 1x1x1.5 mm?)

- Reconstruction matrix: 256x256x128 (for a resolution of 1x0.75x1.22 mm3)

This leads to a 15 minutes sequence to get a high resolution anatomical image.

3.4.2 Functional data

The functional images were acquired with an Echo-Planar sequence. In order to reduce
the repetition time (RT) and thus the time needed to acquire a functional image, we have
restricted our functional scans to the occipital region of the brain, rather than the complete
head. We first started with 18 3mm thick slices with an inplane resolution of 3mmx3mm,
oriented approximately perpendicular to the calcarine sulcus. The corresponding TR was
1.5s (18 x 83.33ms). We then used a 2x2x2mm? resolution, using 20 slices to cover a suffi-
cient portion of the brain. This last sequence requires 103ms to acquire a slice, leading to a
RT of 2060ms. This RT was slightly increased (to 2111ms) for each image in order to get a
good synchronization between the presentation device (refreshing at 72Hz and showing 18
different images per second) and the volumes acquisition. Indeed, within a TR of 2111ms,
we can present 18 x 2.111 = 38 different images (whereas 18%2.060 does not lead to an
integer number of images). Thus, for 4 complete rotations of the stimulus, the duration is
152 seconds, 2mn32s (the ring in one direction), and 5mn04s for 8 complete rotations (the
wedge in one direction).

RR n° 5472
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Globally, we are then able to acquire all the functional volumes needed for our retinotopic
mapping in 20 minutes including the scans acquired without any stimulation (signal stabi-
lization) and the time for the subject to rest between two stimuli.

INRIA
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4 Functional data analysis

A functional MRI data analysis typically comprises the following steps:

1) The pre-processings for correcting possible defects in the acquisition (head motion, ac-
quisitions gaps between slices,...) and performing some spatial and temporal smoothing of
the data.

2) The statistical analysis: it allows to assess the volume’s elements whose activity is corre-
lated with the experimental paradigm.

3) The study of the results: for confronting quantitative statistical results to qualitative
criteria for example.

In the following, the functional series will be viewed as 4D data (3 spatial dimensions +
time). Each volume acquired within a given RT is seen as an image, and a set of volumes
acquired in a row is called a run or a session.

4.1 Preprocessing

To begin the functional data analysis, we apply different preprocessing steps; indeed, only
the BOLD signal is of interest for activation detection, any other signal is then considered
as noise and should, as far as possible, be removed.

It is necessary to remove the first images from the temporal series. We indeed always
take a few images (typically 5 RT in our case, about 10 seconds) during the MR signal
stabilization phase; the latter, depending on the scanner and the sequence used, is known to
give rise to many artefacts in the images (mainly abnormal high level values in the signal).
There is of course no visual stimulation of interest during these few scans. We then apply
our preprocessing to the remaining images.

4.1.1 Motion correction

The subject’s head motion during a scanning session is unavoidable and may induce artefacts,
leading to a loss of activations or, worst, to false positives, that is to voxels considered as
activated whereas they are actually not. All subsequent analysis or processing on series
comprising motion could be invalid as we cannot identify properly the signal and the voxels.
We proceed in two steps: first we estimate the motion, second we decide to correct for it or
not.

The coregistration, allowing an estimation of the motion, was at first done using the standard
SPM realign function. A reference image Iy is designated by the user and the other images
are registered with it using a rigid transformation 7. A rigid displacement is composed of
a translation and a rotation, thus 6 parameters for a 3D image. The error E between the
reference image Ir and the image I; to realign is the sum of the squares of the intensity

RR n° 5472
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differences of each voxel z:

E? = Z(IR(.’E) — L(T(z)))*

T

E is minimized with respect to T using a least squares technique. At the end of this step,
we can visualize the corrections attached to each 3D image, and thus have an estimation of
the subject’s motion (cf. figure 9).

The estimated motion was in general very small, which raised the question of the need
for such a correction. Following Freire et al. [8], we considered that motion was negligible
when the estimated motion was less than the voxel size. We furthermore used a different
algorithm than the standard from SPM, based on a slightly different similarity measure?, to
estimate the motion. This algorithm leads to a more robust coregistration of the functional
volumes.

4.1.2 Anatomical/Functional images alignement

As we finally display the results of the functional images analysis on a model of the cortex
derived from the anatomical image, the alignment between functional and anatomical scans
is important. There are two main sources for disalignement:

- the subject moved the head between the anatomical and the functional scans. This should
be well corrected by a rigid deformation (rotation and translation).

- as it is often reported in high field Echo Planar Images (EPIs), there could be distorsions
in the functional images that might not be well corrected for by a rigid deformation.

We adressed this question using a non-rigid deformation algorithm, estimating a dense de-
formation field to be applied to the functional images. We used an algorithm developed in
the laboratory [2]. Globally, the estimated deformation field was negligible with respect to
voxels size, and we decided not to apply the correction. The realignement was nonetheless
assessed visually using SPM’s chek reg function.

4.1.3 Correction of the inter-slice gap or slice-timing

A volume is made of different slices that are not acquired at the same time during the
scanning process. Thus, in the case of the interlaced sequences that as we use in our
experiments, a time discrepancy of the magnitude of half the RT can be present between
two spatially adjacent slices of the same volume. A temporal analysis of the raw images
should take into account these differences. A simple solution is to correct for this discrepancy
to be able to apply the same statistical analysis to each slice, then considered as acquired
at the same point in time.

This pre-processing is done by the Slice- Timing method of the SPM software, which moves
some slices in time to get a volume considered to be acquired at the same time point. This
correction works with a temporal interpolation of the time series at each slice using an

3The program we used can be found at http://www-sop.inria.fr/epidaure/software/INRIAlign/

INRIA



Human Retinotopic Mapping Using fMRI 17

translation

1.5 T T T T T

E _
=
_0. 5 1 | 1 1 1
0 100 200 300 400 500 G0
image
rotation
T T T T T
0.5 1
g b
= O g -1
|_1'!
-0.5F -
_1 1 | 1 1 1
8] 100 200 300 400 500 (]
image

SPVED (rwctawa): 1R2AR - 2A0ER002

Figure 9: An example of file produced by SPM during a motion correction of the functional
images. The upper graph shows the estimated values of the 3 coordinates of translation
directions for each image, the lower one shows the 3 estimated coordinates values of the
rotation motion computed. We notice that the motion is larger between each session of 162
images, corresponding to a certain kind of stimulus (for example : ring expanding for the
162 first scans, then contracting for the next 162,...), which seems consistent with motion of
the subject waiting between two sessions. Note that this was not specified to the algorithm
during the motion correction: the estimation seems credible.

interpolation with a sinc function. The algorithm then realigns each slice by changing the
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phase of the signal taken in the Fourier space. This method assumes there is no information
of interest beyond the Nyquist frequency, i.e. the sampling frequency divided by two. The
output of the algorithm is a temporal series of images where each slice would have been
acquired at the beginning of the RT.

In the retinotopic mapping experiment, we can avoid this preprocessing which has no effect
on the phase estimation procedure presented below (cf. paragraph 4.5).

4.1.4 Spatial smoothing

Although surprising at first, a spatial smoothing is commonly applied to fMRI images [9].
The main reason is to increase the signal to noise ratio (SNR), by reducing the effect of
spatially uncorrelated noise. This smoothing also increases the validity of the assumptions
used during the statistical analysis done by SPM, i.e. the residuals of the regression model
can be treated as a Gaussian random field. Lastly, this also helps insuring a better spatial
overlap between activations across differents subjects in multi-subjects analysis.

The Gaussian kernel we typically use has a Full Width at Half Maximum (FWHM?*) equal
to 1.5 times the voxel size. In our experiments, this step highly increases the quality of the
resulting retinotopic maps.

However, this smoothing is not optimal as it does not take into account the geometry of the
cortical surface, thus mixing voxels from different tissues. We have implemented another
approach enabling a smoothing along the cortical surface. This method and the results are
presented elsewhere in [32].

4.1.5 Temporal filtering

Correction of the scanner trend Instabilities of some scanner equipments give rise to
a trend in the signal baseline. Furthermore, aliased physiologically induced effects (cardiac,
breathing,...) also introduce low frequency components in the signal. These confounds can
easily be removed applying a high-pass filter during the statistical analysis of the voxels time
series. The cutting period (the inverse of the cutting frequency) was chosen to depend on the
interval of time separating two equivalent stimulations in a given session (the stimulus period
in our experiments). This interval is classically called the Stimulus Onset Asynchrony (SOA).
We typically used 2.5 times this value (expressed in seconds) to remove every frequencies
lower than 5—4-—.

Low pass filtering To insure better estimates of the statistical model parameters used
in the analysis done at the next step (see part 4.2), a temporal smoothing is performed on
the data to consider as known the residual time series autocorrelations. We use a simple
Gaussian temporal filtering on the data that will be taken into account in the statistical

4The FWHM is linked to the standard deviation o of the gaussian kernel by the formula:

FWHM = o+/8In(2)
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analysis.

We have presented here the different steps of preprocessing we have considered for our
functional images analysis. The problem of choosing which one to use was adressed by the
following algorithm:

1. Run the motion correction algorithm

If the global motion is over the voxel size, apply the coregistration
Else, ignore the coregistration (keep the original data)
2. Spatially smooth the data with a FWHM equals to 1.5 times the voxel size

3. High-pass filter the resulting time series to correct the scanner trend. The cutting
period is proportional to the Stimulus Onset Asynchrony.

4. Temporal low pass filter to remove high frequencies noise. Actually, those steps 3 and 4
are performed within SPM, through the batches described later (see Appendix A).

After this preprocessing, we can go to the voxels analysis using a model linked to our
paradigm. We describe this analysis in the next section.

4.2 Statistical analysis

This stage aims at establishing which functional voxels are correlated to our stimulation.
The method we use can be qualified as:

- univariate: the analysis is performed independently for each voxel (as opposed to multi-
variate analysis which considers all voxels simultaneously)

- differential: answers to a binary question (activated/not activated)

- parametric: some assumptions are made about the linearity of the response with regard
to the stimulation and about the structure of image noise.

As customary in SPM analyses, we describe in this section the three main steps in the
statistical analysis: the model specification, the model parameters estimation and the defi-
nition and estimation of statistical tests to reveal the activated zones.

4.2.1 Specification of a linear statistical model

A classical method, implemented in SPM99, to analyze MR functional images is to use a
linear model, applied at each voxel to measure the hemodynamic response ([9]). In this
experiment, we use a periodic paradigm which we obviously take into account in our model
definition.
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In the following description, we consider a given voxel v and a given session (e.g. clock-
wise wedge) of length T'. The time series of v is noted {S,(%)}i=0...7—1-

Based on our stimulus paradigm (paragraph 3.3.1) and the retinotopic properties (paragraph
2.2), the voxel should only show an activity signal when the stimulus position overlaps the
receptive fields of the neurons in this voxel. As our stimuli are moving periodically and as far
as the response is linear (which is reasonable if two consecutive stimulations are sufficiently
separated in time), the observed signal should also be periodic, with a frequency equal to
the stimulation frequency, noted kg. It is therefore natural to study the discrete Fourier
transform of our time series:

vte {0, T —1} (1)

T_
where ¢, (k) =
t=

i

Sy(t)e™ " Vk e {0,---, T -1}

A simple relation links the stimulus frequency ko to wg, the stimulus pulsation®:

_ 2k07r
T

Wo

We are interested in the part of the signal at the frequency k. The equation (1) could be
written:

Vi € {0, , T =1},  S,(t) = Buo+colko)e T +e(t) @

Bo,0 + Bu cos(wot) + Bu,2 sin(wot)] + €, (¢)

Bv,0 is the mean of the temporal signal. Detailing the formulas, it yealds:

S»(0) = fuo + Bu,1c08(wp % 0) + Bv,28in(wo x 0) + €,(0)
So(T—1) = Buo + Poacos(wox (T'—1)) + Boapsin(wox (T —1)) + €(T—1)
We therefore define two temporal regressors:
cos(wo % 0) sin(wp % 0)
cos(wg x 1) sin(wg x 1)
X, = and X = (3)

cos(wo x.(T -1))

sin(wo x (T — 1))

5The pulsation wp, expressed in radian per second, is linked to the stimulation period Ty, expressed in

seconds, by the simple relation: wg = %
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so that:

Sy = Bu,0Xo0 + Bo,1 X1 + Bu2 X2 + &, (4)

where : - Xj is the temporally constant regressor, i.e. a unity vector of dimension T
(all coordinates equal to 1)
- &, € RT is the residual error, i.e the part of the signal not explained by our
model, corresponding to all frequencies different from k.

Equation (4) can be written in matrix form:
Sy =XB,+&, (5)

The €,(7) are supposed to be independently and identically distributed (#id), following
a N(0,0?) law. This assumption is justified thanks to the high-pass temporal filter applied
during the preprocessing (see paragraph 4.1.5), which removes temporal autocorrelations.
The constant regressor does not play any special role in the remainder. The vectors X; and
X are decorrelated, as Cov(X7, X2) = 0. Furthermore, the regressors are decorrelated from
one session to the other as they are not applied to the same data.
We can get a graphical description of our model via SPM, as shown in figure 10, in particular
with the correlations between the different model regressors X;.

Lastly, within this model we will look closely at two parameters:
- [lew(ko)|I* = B3 1 + B2 5 coding the strength of the frequency ko in the voxel time course,

- ¢ = arctan (g“f) which is an estimator of the fMRI signal phase.

The model is applied to each stimulus, so that for each subject we define 4 models (for-
mally identical) with 2 regressors each (ignoring the constant regressor).

4.3 Model parameters estimation

We are now faced with a classical problem of estimating our regressors coefficients from a
functional data temporal series. This boils down to finding the values of the 3, ; minimizing
the residual error E,. The ordinary least square method is applied. We therefore have
to solve the following problem (cf. equation (5)):

Min€ =|E, |*>=| S, — XB, ||?
5 ©)

Depending upon the model, the computed values can be unique or not. As our matrix X is
full rank, meaning that no regressor is a linear combination of the others, the estimations
are unique and the results are thus reliable. The calculation to be done is the following (the
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Statistical analysis: Design orthogonality

nii) CosRinaCont
ni1) SinkingGaont
N2l CosRingExp
n(2) Sin RingaExp
ni 31 Costedgeclock
ni3) Sinwedgeclock
ni+) Cosvedgesnti
ni+) Sinvedaesnti
ni1) constant

ni2) constant

n(3 constant

2
il
=
=
Rl
=
I
=

Sni1) CosRingCont
Snf1 ) SinRingCont
5ni2) CosRingExp
Shi2 ) SinRing Exp
53} CosWedge Clock
Sni{3) SinWedge Clock
Sni4) Cos'Wedgebnti
Snfd ) SinWedgeAnti
Sni1 ) constant
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Sni3) constant

Sni4 ) constant

desigr arthogonality

Measure : abs. value of cosine of angle between columns of design matrix
Scale : black - colinear {cos=+1/-1)
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gray - not orthogonal ar colinear

Figure 10: Graphical description of the statistical model. The upper graph represents the
SPM design matrix, in which each column corresponds to the values of a given regressor
across scans. The 4 right columns are the constant regressors. The lower graphic shows the
orthogonality of the design matrix, i.e. the correlation between the regressors of our model.
They all appear to be independant as expected (white color).
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v index is dropped to simplify notations, but this is done for each voxel):

A necessary condition (and also sufficient as we are considering a quadratic positive definite
form) for minimizing equation (6) is :

T-1
=23 (—z;)(Yi = Bo — Brz1 — Baza) = 0 vy € {0,1,2}

t=0

o
oBj

This corresponds, up to a scale factor of 2, to the j-th row of the equation X TY = (X T X)B,
called the normal equation.
Thus, (X T X) being invertible (as the matrix X is of full rank), the least square estimation
of B is:

B=(X"X)'X"y

Under the asssumption of Gaussianity for the residuals and assuming besides their indepen-
dence, this estimation is the one of maximum likelihood and also the best linear un-biased
estimation of B. In other words, this means that among all estimators that are linear com-
binations of the data with a mean equal to the true value of the parameters (E(B) = B),
its variance is minimum.

4.4 Statistical tests

This step consists in producing statistical tests on the parameters 3 estimated in the previ-
ous paragraph in order to compare the relative contributions of each regressor and to decide
whether a given voxel activity is explained or not by our model. In our case, we are led to
perform an F-test on the § coefficients. We will deduce from this test a mask of the voxels
to keep in the last step.

In our study, we defined three slightly different tests that can be applied to every voxel.

Global test
The first test, quite classical, allows to answer the question: “is our global model of regres-
sors accounting well for the signal variations at the voxel considered?”. It is called “effect
of interest” in the SPM language. The constant regressors beeing excluded, we test for the
null hypothesis:

(H(]) : ﬁl = Oandﬁg =0and... andﬂg =0

H, is equivalent to the nullity of the norm of the coefficients ¢, (kq), implying that no signal
contains any significant energy at the fundamental frequency of the stimulus.
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The alternative hypothesis is:

(Hy):3i€{1,..,8 | B;#0

meaning that our model “explains” at least a significant part of the signal, or in frequency
terms that a significant part of the signal contains energy at the fundamental frequency of
stimulation.

To be able to do a statistical test, we need an additional assumption on the (;: they are

supposed to follow a Gaussian law A (0,0'). They are therefore all independent (as they
8

come from Fourier decompositions) and Gaussian. Then: Z B2~ o 2x2(8).
i=1
The global model residuals variance is estimated with the sum of the residuals divided by
their degrees of freedom. By assumption, ¢; ~ N(0, ), we then have:
T-1 T 2
1 ? E'E - 52 XT—q

T—¢q ¢ T—¢q T—q

t=

o

where T — ¢ is the number of degrees of freedom remaining in €. Here, =12 (the 8 §; plus
the 4 constant regressors).

The respective variances of the residuals and the §; are identical (¢ = o ), as they correspond
to the global variance of the signal S,. Besides, the residuals and the § are independant
thanks to the Fourier decomposition of the signal (equation 1), the Fourier coefficients being
independent.

The statistical test thus relies on:

8
DB
i=1

[ — 8
F= ETE
T-12

This ratio is estimated then compared to the p-value f of the corresponding Fisher law
F(8,T —12)5. Any voxel verifying ' > f (unilateral right test) does not follow Hy, so its
signal is partly explained by our model. Such a voxel will be part of the “effect of interest”
magk. Figure 11 presents typical F values for the wedge stimulus.

Specific tests
The other two contrasts we defined are more “local” contrasts in the sense that they are linked

61t shall be noted that the way SPM computes the degrees of freedom is slightly more complicated because
it takes into account the high-pass and low pass filtering applied by SPM; this leads to non integer values
for these degrees of freedom, but the approximation used here is sufficient, the threshold values computed
being very close to the theoretical values.
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Figure 11: An axial slice of the values of the statistics F for the wedge stimulus, in a global
test. The values under the theoretical p-value computed for p = 0.01 are discarded. The
colored voxels are those forming the analysis mask.

to only one familly of stimulus (wedge or ring). They respectively test the assumptions’
(H{") : B = 0and B’ = 0 and B = 0and B} = 0
and

(H}) : B* = 0 and 3* = Oand f5° = Oand f5' = 0

They allow to check if the respective model of each type of stimulus explains well the ob-
served signal. The corresponding statistical tests are, as previously, F' statistics, this time
of law F(4,T — 6). Specific “wedge” and “ring” masks can then be derived.

Globally, we prefer to check our results with each specific mask separately, as the two
families of stimuli can be viewed as independent. We however considered the global mask as
neurons activated by one familly of stimulus (e.g. the "wedge") should also be activated by
the other (e.g. the "ring"), the portion of the visual field globally covered by both stimuli
beeing strictly identical.

We wrote a serie of scripts to automate this computing steps using SPM99 (defining the
model by hand is time consuming and repetitive if you scan many subjects). Those scripts
define the model, the contrasts and statistics in the SPM99 syntax, call the SPM99 function

"wd, wi and rd, ri are respectively notations for wedge direct or indirect and ring direct or indirect.
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used for the regression step and the statistics to estimate. An example of those files and an
explanation of the parameters to tune for their usage is given in Appendix A.

Interpolation in the anatomical referential

At this stage, we apply an interpolation of the resulting § and mask images in the referen-
tial and format of the anatomical image (see section 5). This is useful to display easely the
following results on the meshes resulting from the anatomical segmentation.

4.5 Angular values computation

The last step in the functional data analysis consists in recovering, for each voxel included
in the statistical mask computed previously, the phase of the signal, which is linked to the
stimulus position that induced the voxel’s response.

According to our paradigm and the construction of our model, this would be relatively
straightforward without the hemodynamic filtering. Indeed, as seen previously, ¢ = arctan( g—f
is an estimator of the signal phase, corresponding to a unique stimulus position in the vi-
sual field. But the response we are faced with is filtered and delayed by the hemodynamic
response, making the underlying position estimation more difficult. However, taking advan-
tage of the two directions of rotation for each familly of stimulus allows to estimate, for each
vozel, this hemodynamic delay.

Let us consider a given supra-threshold voxel v, and define the following notations:

- 0% (respectively #7) is the angle coding for the position of the stimulus rotating positively
(resp. negatively) in the visual field.

- ¢ (resp. ¢7) is the periodic signal estimated phase for the stimulus in positive (resp.
negative) rotation.

-7t (resp. 77) is the “expected” signal phase, i.e. the delay of the neuronal response (close
to zero at our temporal scale), linked with the position % (resp. 87) of the stimulus by the
relation 6+ = 7Fwy (resp. 6~ = 77 wp) where wp is the stimulus pulsation. We have the
relation 77 = 2 — 7.

- tp, is a delay in the recorded BOLD response, that is the hemodynamic delay at the voxel
v plus the acquisition delay linked to the corresponding slice in the volume. We assume
that this delay is identical for the two directions of rotations of the same stimulus, which
appears to be reasonable®. By the way, this delay could also comprise some physiological
aspects as lateral propagation effects that could reasonably be assumed to be identical in
both directions of rotation.

8Notice that this assumption is valid concerning the slice acquisition delay because our stimulus time
course is precisely synchronized with the volumes acquisition, making each slice acquired with the same
delay with respect to the stimulus change of position in both directions of rotation.
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0~ =0 — wot), —=- —= signal phase: ¢~

6t = 0 + wyt,~€——— signal phase: ¢

Figure 12: Description of the stimulus positions in the visual field linked to the periodic signal
measured phases. This sketch refers to the wedge stimulus. The red (respectively green)
color corresponds to a positive (resp. negative) rotation. € is the angle corresponding to the
stimulus position in the visual field inducing a simulation of the neurones included in the
voxel considered, t; is mainly due to the hemodynamic delay of this voxel, wy the stimulus
pulsation. The conjunction of the estimated phases in the periodical signals, ¢T and ¢,
allows to evaluate the values of 6 and tj,.
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We thus have :
¢+ =7t + 1t

_ ot
—w—0+th

¢~ =1+t
=2r—7t +1
— 0+
—27T—w—0+th

We can remove the term 27, useless here as our results will in fine be defined modulo 27.

So: N B
=210 (7)

o+ = wo(tt —77) ®)
2
The hemodynamic delay is defined modulo 7 by equation (7), but the ambiguity is removed
by the fact that the stimulus frequency is low enough to allow the hemodynamic delay value
to be, expressed in terms of stimulus position angle, between 0 and 7 (modulo 27).
At the end of this step, we are thus able to evaluate at each voxel concerned by our stimulus
the value of the angle (thus the underlying position) of the stimulus giving rise to its activity.

As for the “statistical model” part, this phase estimation step was automated using a Matlab
code. It leans on the SPM99 interface to select the images (that is the 5 images, the F-values
image and the SPM mask). This script furthermore avoids some problems we were faced
with using the “imcalc” function implemented in SPM which allows to apply any mathemat-
ical formula to an image. Indeed, this SPM99 code restricts the resulting image to be of
integer values, sometimes leading to numerical problems and loss of information despite of
a trick called the scalefactor®. At the end, we get a floating point image for each family of
stimulus (wedge and ring).

4.6 Results visualization

We can now visualize the images obtained through the functional processing and the sta-
tistical analysis described above. The first point to check is whether the angles values we
found are properly located inside the cortex in the anatomical image with respect to a priori
knowledge. We also check for the regularity of the angular values, as these angles should
vary smoothly along the cortical surface.

9For more information about the SPM-Analyze  format, see http://www.mrc-
cbu.cam.ac.uk/Imaging/analyze_ fmt.html
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Figure 13: Angle values obtained for the ring stimulus, overlaid on the anatomical image.
This map seems reasonably smooth along the cortical surface of the occipital lobe. The
angles correponding to low excentricity values (fovea) are close to the occipital lobe, and
we move further inside the brain as the excentricity increases, which is a global property of
human retinotopy.

We have thus presented in this section the processings done on the functional data in order
to extract the relevant informations to establish the retinotopy of a given subject.

A first observation of the resulting maps is even already possible at this step. However, the
latter is not sufficient as it is laborious to follow the cortical surface in a 3D volume. In the
next section, we briefly describe the Brainvisa software we use to extract a model of each
hemisphere of the cortical surface, on which we project our angular maps.
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Figure 14: Angle values obtained for the wedge stimulus. This map also looks reasonably
smooth along the cortical surface. We can easily check that the two visual hemifields project
respectively to the contralateral hemisphere, a well-known property of human retinotopic
maps of the first visual cortical areas.
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5 Segmentation of the cortical surface

The aim of this section is to describe how to extract the cortical surface from the high
resolution anatomical image. The cortex can indeed be considered as a surface, compounded
of two connected components, one per hemisphere. Basically, we could see the cortex as a
strongly folded sheet of tissue. It is thus a 2D surface embedded in 3D space. Ideally, finding
this surface in the MR anatomical image comes down to determining the grey level value
of the voxels corresponding to the cortex in the brain. Actually, many image distorsions
prevent us from applying this straightforward procedure: (i) because of their relatively large
size, the anatomical voxel often holds different tissues that are averaged -this is called the
partial volume effect; (ii) depending on the sequence used, some tissues do not differentiate
clearly in the image; (iii) heterogeneities in the coil also lead to a non-uniformity of the grey
level in the image (bias), changing the grey level of a given tissue across the volume.

To perform this segmentation, we use the Brainvisal® software presented, e.g., in [3]. The
first step of the algorithm we used is precisely meant to correct for the bias we mentioned
above. It is then followed by a histogram analysis to detect the values for the different
tissues we are interested in recovering the cortical surfaces, morphomathematical operations
are then applied to the image to get a mask of each hemisphere, which are then segmented
with regards to the grey and white matters, and finally the interface between the latter are
tesselated. We further detail these steps in the next paragraphs.

5.1 Bias correction

If one observes a standard quality grey-level MR-anatomical brain image, it seems that each
tissue is represented homogeneously. However, taking a closer look reveals that it is not the
case, as we mentioned above: our visual system is used to correct for this kind of luminance
variations. But a computer program is not able to compensate for these inhomogeneities;
there is thus need to correct for this lack of uniformity, which is unfortunately not only
linked to the scanner and the sequence (in which case measuring it once with an appropriate
fantom would be sufficient to describe it) but also subject dependent.

To compute an intensity correction, the Brainvisa algorithm is based on a model of the
observed intensity:

O(z) = I(x)F(x) + N(x)

where : [ is the intrinsic intensity of the tissue,
F the spatial bias,
N the acquisition noise,
O the observed intensity.

The aim is to best estimate the spatial bias F', supposed to be spatially smooth which

10This free and open sources software, developped at the CEA-SHFJ, Orsay, France, can be found at
http://brainvisa.info/index.html
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Figure 15: Bias correction of the anatomical image. The left image is the original one
presented axially, the right one the result after the bias correction. The latter provides a
more uniform grey-level value for each tissue. The colormap used here represents the white
matter in red, showing the correction changes.

is reasonable with regard to the MR acquisition process. The algorithm is based on the
minimisation of the following energy U:

U(Fco) = KsS(FcO)+ KrR(F¢) + Ky M(FgO)

where S(F¢O) is the resulting image entropy, R(F¢) a function mesuring the spatial smooth-
ness of the correction field Fz and M (F¢O) a quadratic measure of the discrepancy between
the original image mean and the corrected image mean. This latter term prevents the algo-
rithm to converge to a null correction field. The constants Kg, Kr and K allow to weight
each criterion of the energy. The optimization method implemented relies on a stochastic
scheme. For a more detailed presentation of this method, see Mangin 2000 [13].

In order to judge the quality of the result, one compares visually the two images (original
and corrected) and specially checks for the homogeneity of the white matter grey level (see
figure 15).

5.2 Grey-level histogram analysis

We wish to evaluate automatically the grey levels of the different tissues we are interested
in, here to distinguish mainly three classes: grey matter, white matter and the other brain
tissues. Once again, the latter values differ strongly across scanners, MR sequences and
subjects. The algorithm implemented in Brainvisa performs a grey level histogram analysis
based on the scale-space theory (see for instance Koenderink 84,[12], Witkin 83 [31]) and
relying on the two following invariant properties:

- There are three peaks in this histogram: one for the background, one for the grey matter
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and one for the white matter, the order being always the latter;

- These peaks account for the largest amount of voxels.

We give an overview of the algorithm, detailed in [14]. Each tissue class should produce a
specific mode in the image grey level histogram, and the modes order is constant across im-
ages. Starting from the study of scale space images derived from a mixture of two Gaussian
distributions, one notices a structure linking the trajectories of the order ¢ derivatives ex-
trema to those of the order ¢ + 1 derivatives. This structure is always present independently
of the Gaussian parameters, if we take a large enough order of derivatives, depending upon
the case. With our MR images, the first two derivatives of the histogram are sufficient for
the two modes of interest (white and grey matter). Assuming the modes to be relatively
symmetric, the means are given by the minima of the second order derivatives and the stan-
dard deviations correspond to the maxima of the closest first derivatives. The algorithm
thus uses these informations to group the trajectories using a notion of cascades and, after
an automatic characterization of the sequence used to acquire the image (Inversion Recov-
ery sequences show very distinct histograms for instance), the algorithm estimates the grey
and white matter modes. Figure 16 illustrate the result of the scale space analysis of the
histogram of one of our images.

5.3 Brain mask computing

A first binary image is computed by thresholding the original image with the values found in
the previous step; this masks takes into account the voxels corresponding to the white and
grey matter (mask=1) and remove the others voxels (mask=0). This is however insufficient,
many other elements being kept (the eyes, meninx,...). A parameterized erosion process is
simulated in order to whittle down this binary image. This erosion gives rise to different
connected components, from which the largest one is kept as a brain seed. A dilation process
is applied to this seed to recover the brain. Figure 17 illustates these steps. As for the bias
correction, the resulting mask should be checked visually onto the original image. For our
retinotopic experiments, care was mainly pointed on the occipital lobes (at the back of the
brain) where the first retinotopic cortical visual areas are located. As one can easily notice
in figure 18 on the coronal and sagittal views, the cerebellum is included in the mask. An
algorithm, based on Chamfer distances and computing a Voronoi graph, allows to classify the
mask into three distinct parts: the cerebellum, the left hemisphere and the right hemisphere.
Separating the two hemispheres is particularly important for our studies, as the visual areas
are mainly located on the medial sides (between the two parts). The final result is shown
in figure 19.

5.4 Grey matter/white matter classification

The last step before building the meshes is to compute, using the mask and the histogram
analysis, a classification of the tissues in each hemisphere mask. The result does not only
come from a mere thresholding but includes a markovian regularization: a voxel with inter-
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Figure 16: Histogram analysis based on the scale space theory. The grey levels are shown
horizontally and the scales vertically (on a log-scale). The red curve is the grey level his-
togram of the image, the caption of the figure indicates the colors for the trajectories of the
minima (m) and the maxima (M) of the first two derivatives.

mediate grey level is assigned preferentially to the majoritary class of voxels surrounding it.
The result is shown in figure 20.

5.5 Cortical surfaces extraction and functional maps projection
From the mask computed previously, we extract two cortical surfaces in 3D space (one per
hemisphere), and we then project our angular maps onto these two surfaces.

5.5.1 Cortical surface model

The cortical surface of a given hemisphere is modeled using the grey matter/white matter
interface. The latter is detected on the segmented mask presented above during the grey
matter/white matter classification in each hemisphere. The surface is further constrained
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c) D) &

Figure 17: Illustration of the different steps for the brain mask computation. A is the
original anatomical image. B is the thresholded image: the thresholds were extracted from
the histogram analysis. C is the result after the first erosion on B, D the largest connected
component in C and E the final brain mask after dilation.

to have a spherical topology. A close to standard marching cube algorithm is used to com-
pute a triangular spherical mesh. Finally, a decimation is applied to the mesh, including a
smoothing to avoid artefacts due to the underlying discretization. The decimation strength
depends on the trade-off between the final expected quality of the mesh with respect to the
segmentation and the mesh size.

The top-left image in figure 21 (¢ = 0) shows the result of the meshing for a given hemisphere.
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Figure 18: Visual check of the mask quality, along three directions: axial (top-left), coronal
(top-right) et sagittal (bottom). We check that the mask correctly fits the sulci and the
gyri, especially in the occipital part of the brain we are mostly interested in (location of the
first visual areas)
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Figure 19: Brain mask, separating the two hemispheres and the cerebellum

Figure 20: Grey matter/White matter classification in the two hemispheres.

5.5.2 Functional data projection

This stage consists in the attribution of a functional (scalar) value to each vertex of the
mesh. Different methods can be used:
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- The voxel value that contains the current vertex.

- Move in 3D along the normal to insure being inside the cortex, our surface being an inter-
face with the white matter).

- Average the values from different voxels in a sphere centered at the current vertex.

- Average the values from the voxels crossed by the surface normal defined at the current
vertex along a given distance supposed to be the cortical surface thickness.

The result changes with the method used. We generally prefer the last because it is mean-
ingful with respect to the columnar organization of the cortex (the cortical columns are
indeed orthogonal to the surface, thus locally oriented along its normal) and empirically
leading to more complete maps. The sub-method used for the averaging also plays a role.
We generally used a corrected mean to exclude voxels out of our statistical mask whose value
is set beyond [—7, 7] (typically at —3.2).

All the methods mentioned are implemented in the Anatomist visualization software we
used.

5.6 Cortical surface inflating

The cortical surface shows a complex geometry, mainly through its highly folded configura-
tion, making the results visualization particularly awkward inside the sulci. Two different
techniques, based on unfolding the cortical surface, are usually used to improve the visualiza-
tion: flattening it or inflating it. In both cases however, distances and/or angular distorsions
are unavoidable.

In this study, we used the second method, inflating the cortical surface of each cerebral
hemisphere. The algorithm relies on an energy minimization allowing to compute an inflat-
ing force at each vertex of the mesh. This force is made of three components:

- a strictly speaking inflating component, along the current vertex normal,

- an “elastic” component, trying to maintain the distances between neighboring nodes,

- a smoothing component, moving each node toward its neighboring vertices.

The inflating is the result of a trade-off between these three components. The texture map-
ping applied to the original mesh (presented above) is only done once, as the evolution of
the mesh keeps the same vertices neighbors, thus cancelling the need for another projection
on the resulting mesh. The algorithm further allows to save images of the process during the
energy minimization, thus allowing an easy tracking of the sulci and gyri along the process.
The global result is satisfying, although perfectible notably when the curvature is locally
large. Figure 21 presents some images of a left cortical surface at different stages of the
inflating process.

We have thus presented the different steps allowing an efficient visualization of the func-
tional processing results on the cortical surface. We can now move forward to the final step
of the retinotopic mapping, that is exploit the data to (i) study the retinotopic maps of a
given subject, (ii) delineate the primary cortical visual areas.
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i=50 i=200 i=500

Figure 21: Different stages of the inflating algorithm on a given left cortical hemisphere, i
indicates the iteration step.
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6 Results

We are now able to visualize our angular maps projected on a mesh of the cortical surface
and to inflate the latter to avoid the problems due to the folds.

In this chapter, we first show the qualitative aspects of our retinotopic maps, comparing
our results to the literature. Our angular maps resulting from different stimuli, show a
good reproducibility and provide the optimal stimulation to use with respect to different
parameters. Lastly, we explain the method used to delineate the visual areas based on
retinotopic criteria.

6.1 Retinotopic maps

Thanks to the extraction of the angle maps from our two families of stimuli, the ring and the
wedge, on one hand (see section 4) and the construction of models of the cortex geometry
on the other hand (see section 5), we are now able to render the eccentricity and the polar
angle maps on the subject’s cortical surfaces respectively, and to further infer some general
information regarding the organization of human occipital retinotopic areas.

6.1.1 Eccentricity maps

General results The ring stimulus is used to get the phase-encoded eccentricity map,
mapping the cortical responses to a ring located at various eccentricities. Our stimulus ex-
tends up to a maximum of 16.5 degrees.

As a general qualitative result, we find, for every subject tested, the classical pattern in
which the foveal representations lie in the occipital poles and as eccentricity increases, the
representations appear further anterior and medial.

In [27], Wade etal. also reported an isolated foveal representation anteriorly to the V1/V2/V3
areas. We confirm the presence of this foveal patch in our maps for every hemispheres anal-
ysed. Figure 22 shows an eccentricity map for one hemisphere.

Foveal sensitivity The eccentricity maps on the cortical surface are smooth and qualita-
tively match what we expected to see from other studies.

However, the extreme occipital pole is hardly fully covered of angular values, whereas we
can expect here a foveal representation. We wondered if the periodic stimulation paradigm
we use was sensitive enough to foveal stimulus position. To answer this question, we used
a classical block design to contrast a 5 degrees eccentricity stimulation with a uniform grey
field fixation (see figure 23). Each condition was presented 10 times, each block lasting 8
TR (or 16,888 s).

The analysis is performed classically with a linear regression on the box car function
representing the stimulation (1 during foveal presentation, 0 otherwise) convoluted with a
classical hemodynamic response model from SPM. No spatial smoothing was performed on
the data, to prevent any blurring effect. We present in figure 24 the comparison between
the t-map drawn from this block design experiment and the angular values computed from
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Figure 22: Example of the eccentricity map in a medial view of a left occipital lobe. The
left figure shows the original surface and the right one an inflated view. We can clearly see
the isolated ventral foveal activation reported by Wade etal. [27], located beyond hV4 if we
also use the polar angle map to segment the areas (see below). The color gradient going
to blue at the border of the map does not correspond to an angular representation but is
actually an Open GL interpolation bug that cannot be changed under the current version
of the Brainvisa plateform.

4 cycles (contracting and expansing) of the ring stimulus. We compared directly the results
in slices of the 3D volume to avoid any problem that could arise from the cortical surface
extraction or the projection of the functional data onto it. The comparison is presented here
for a single axial slice, but the result is qualitatively equivalent for any slice of the volume:
there is a global overlap between any value in the eccentricity map coding for a foveal ring
position and supra-threshold t-values from the block design foveal stimulation. This is in
particular the case in the ventral foveal representation, beyond V4, mentioned above. At
the very pole of the occipital lobe, we do not find any significant t-value, as we could expect
from the eccentricity map. This lack of signal at this precise anatomical location is also often
present in the litterature’s figures of eccentricity maps, though this point is generally not
discussed. It is nonetheless quickly discussed in a footnote in [17]. One reason could come
from small eye movements, making the signal very low in the macula; a lack of power in the
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Figure 23: The block design used to map the foveal representations in the occipital cortex.
Blocks between two foveal stimulation blocks, the null conditions are uniform mid-grey field

with the red fixation cross.
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Figure 24: Comparison between (A) the t-map, contrasting foveal stimulation blocks versus
uniform grey field fixation blocks (3.2 is the t-value of p=0.001) and (B) the eccentricity map
derived from the 4 cycles ring stimulus, in an axial slice. The t values above the statistical
threshold in (A) completely match the low angular values in (B).

measurements and the different analysis processes could also explain this missing “center of
gaze” representation.
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6.1.2 Polar angle maps

General results Stimulating a subject using the wedge stimulus allows to get his polar
angle map, mapping the cortical activity implied by a cone located at different position
around the center of gaze. From previous neurophysiological studies, it appears that the
boundaries of early retinotopically organised visual areas are defined by reversals in the rep-
resentation of the polar angle. This stimulus is thus sufficient to segment retinotopic visual
areas.

As for the eccentricity maps, the general pattern of representation of the visual field on the
cortical surface is smooth, according to the definition of the retinotopy. From the literature
agreements, we can expect the following for one hemisphere:

- V1-also called the “striate” cortex with respect to its markedly laminated anatomy and
its 11 layers (rather than the customary 6 in other areas) and by opposition with the next
“extrastriate” areas- has a complete contralateral hemifield representation, covering the cal-
carine sulcus. The horizontal meridian lies in the fundus of the latter and the representation
smoothly changes to the superior vertical meridian in the ventral lip of the calcarine sul-
cus and to the lower vertical meridian in the dorsal lip of the calcarine sulcus respectively.
These vertical meridians define the borders of V1 with the two distinct parts of V2. The
representation in V1 is qualified of mirror, as the visual field is projected on the cortical
surface as if seen through a mirror (see section 2.2).

- V2 is divided into two distinct quarter-field representations, the upper contralateral quad-
rant being situated ventrally to V1 (V2v for V2 ventral) and the lower contralateral quadrant
dorsally (V2d for V2dorsal). Unlike V1, the representation in V2 is non-mirror. In other
words, the polar angle gradient along the surface is reversed with respect to V1. The borders
of V2v and V2d with respectively V3v and V3d are defined along the horizontal meridian
representations.

- V3, akin to V2, is split into two quadrants. V3d follows V2d as one moves dorsally and
shows another lower quarter-field representation; V3v, also called VP for Ventral-Posterior
because it was suspected to be distinct from V3d in monkeys studies, follows ventrally V2v
and shows an upper visual field quadrant. We chose to call this portion of the cortex V3v
instead of VP, as this separation between the two aim at being less and less supported in
the monkey litterature and as no evidence was presented to distinguish them in humans (for
a more complete discussion, see Zeki’s paper about “improbable areas” [34]). The represen-
tation in both parts of V3 is reversed with respect to V2, thus mirror like V1.

- V3A, located dorsally to V3d, shows a complete contralateral hemifield non-mirror repre-
sentation.

Figure 25 clearly shows the patterns detailed above and generally found in human fMRI
retinotopic papers.

Beyond the ‘“great agreement zone” Beyond V3A dorsally and V3v ventrally, maps
and conclusions are getting less consensual in the human fMRI retinotopic mapping com-
munity.

In the dorsal occipital region, another quarterfield representation was reported in Van Oos-
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Figure 25: Polar angle map on a left hemisphere. We find the general angular values pattern
described in the text and reported in the litterature.

tende et al. [26] and later named KO, or V3B in Smith et al. [20], whereas a complete
hemifield representation was afterwards reported by Press et al. in [16] at the same location
(following Smith and colleagues, they called it V3B). Tootell et al. also reported in [23] and
[22] another area next to the V3A /V3B region, called V7 and supporting an upper quarter-
field representation. Yet, Press et al. later report in [16] a complete hemifield representation
in this area V7.

Our results in this portion of the cortical surface are less reproducible from subject to sub-
ject and often lack signal, probably because we reach the accuracy of our method which
performs too fast retinotopic maps aquisition to provide enough signal (only 8 complete
cycles for each rotation direction of the wedge, without any additional averaging of runs).
These issues should be resolved with a more sensitive data acquisition (for instance using a
surface coil), with more cycles in the stimulus presentation or an averaging of signals across
different acquisition sessions and maybe with further improvements in the data processings.
Moving ventrally beyond V3v, we also find some retinotopic signal, but the visual field rep-
resentation and the labelling is once again not consensual here. Hadjikhani et al. reported
in a Nature article [10] a quarterfield representation, labelled V4v, followed by a complete
representation they called V8 (supposed to be a color sensitive area). But the authors only
present one dataset with a V8 fovea, whereas later publications from this group (see for
instance Tootell and Hadjikhani, Cerebral Cortex, 2001 [25]) show retinotopic maps not
always consistent with this result. In [27], Wade et al. reported a complete hemifield repre-
sentation sharing a vertical meridian with V3v.
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According to our data, our conclusions are closer to those from Wandell’s laboratory, as
shown in figure 26. The V8 assumption seems invalidated by the absence of foveal represen-
tation for each polar angle values in this portion of cortex beyond V3v.

But once again, more reliable signal is required in this ventral region of the occipital cortex
to draw a solid conclusion.

Figure 26: Example of hV4 polar angle and eccentricity maps. These results seem consistent
with a complete hemifield representation beyond V3v.

Wedge stimulation optimization As we mentioned in paragraph 3.3.2, we tested differ-
ent conditions for the wedge stimulus in order to optimize our stimulation process. Following
Warnking [29] and Slotnik and Yantis [19], we tried a bifield wedge, for two main reasons:
- the stimulus being symmetrical with respect to the fixation point, the subject would be
helped maintaining its gaze in the center of the display,

- the stimulation could run twice quicker.

Besides, a three wedges (or more) stimulus would lead to more difficulties with the signal
phase interpretation. Indeed, the analysis remains globally the same, but the results show
a phase ambiguity: a given value of the phase of the BOLD response corresponds to two
locations in the visual field. However, the prior knowledge about retinotopic maps shows
that this ambiguity only appears with the vertical position, other positions being uniquely
defined on each hemifield, thus in each hemisphere (see paragraph 2.2). The vertical position
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“Unifield” Wedge “bifield” 80° Wedge “bifield” 40° Wedge

Figure 27: The differents wedge stimuli tested.

can be disambiguated taking into account the expected local smoothness of the maps.

We first compared the final maps obtained with the classical 80 degrees unifield wedge,
a 40 degrees and a 80 degrees bifield wedge as shown in figure 27. Figure 28 shows the
results we obtained with these bifield wedge stimulation with respect to the unifield wedge
on a representative hemisphere. The rotation velocity for the bifield wedge was twice that of
the unifield wedge. This is probably the explanation of the convergent results we obtained
for 3 different subjects, where the bifield stimuli give less comprehensive maps than the uni-
field. Indeed, if the stimulation frequency is too high, the low pass filter of the hemodynamic
response removes these high frequencies, including the fundamental stimulation frequency,
in many voxels. Besides, the higher quality achieved with the 40 degrees bifield wedge than
with the 80 degrees also comes from the hemodynamic filtering, preventing the signal to
return to its baseline between two stimulations. This phenomenon is supposed to occur
twice as much with the 80 degrees wedge than with the 40 degrees.

To strictly isolate the bifield versus the unifield wedge comparison, we did another experi-
ment on 3 different subjects, using the same rotation velocity for each stimulus. Figure 29
shows the result for such a comparison on a representative hemisphere. Maps qualitatively
look much closer to each other in this comparison than in the previous one, but the amount
of supra-threshold voxels is still higher for the unifield stimulus. The reason could come
from the eye movements of the subject, twice more likely to lead to unexpected stimulation,
considered as noise, thus modifying the signal time course, than with the unifield stimulus.
However, as we are not yet able to measure eye movements during the experiments, we can
not quantitatively confirm this assumption.

As a conclusion for this multiple comparisons with the wedge stimulus, the unifield wedge
with a rotation frequency of 1/38 Hz was kept for its higher accuracy.
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“Unifield” Wedge “bifield” 80° Wedge “bifield” 40° Wedge

Figure 28: Comparison of polar angle maps projected on an inflated left hemisphere with
respect to different stimulations. The unifield stimulus clearly leads to more signal, thus
angular values, than the bifields, rotating at twice the unifield wedge velocity.

¢da

“Unifield” Wedge “bifield” 80° Wedge “bifield” 40° Wedge

Figure 29: Comparison of polar angle maps projected on an inflated left hemisphere with
respect to different stimulations. The unifield stimulus leads to more activations than the
bifields, however rotating at the same velocity.
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6.2 Reproducibility

Beyond the confrontation of our maps with the results from other labs, one way to assess the
robustness of our retinotopic mapping procedure is to study its reproducibility, inter-subjects
but also intra-subject.

6.2.1 Inter-subjects reproducibility

As already discussed in paragraphs 6.1.1 and 6.1.2, our maps are in agreement across sub-
jects, as we globally find the same patterns of angular values representations, at least in the
portion containing V1, V2, V3 and V3A.

6.2.2 Intra-subject reproducibility

Intra-session The stimulus optimization we have detailed in the previous paragraph al-
lows us to check for the reproducibility of the maps in a given subject within the same
scanning sesssion. Figures 28 and 29 illustrate this intra-session reproducibility of a given
subject, using different stimulus parameters. The red crosses are linked for each image,
showing the high quality alignement of area borders (here the lower boundary of V1) thus
revealed. The differences in the maps result only in a lack of significant signal at some voxels,
to be mainly linked with the changes in stimulation as discussed in the previous paragraph.

Inter-session The reproducibility of the maps derived from a given subject through dif-
ferent scanning sessions was also assessed for different subjects. The results for one of them
are shown in figure 30. The different maps are computed independently for each session.
The realignement between different structural T1 images acquired at each session is done
using the standard SPM coregistration algorithm, registering session N (N > 2) anatomical
scan on the corresponding data for session 1. The transformation found is then applied to
the angular maps computed with the data from the sessions 2,3, etc., and all the results are
displayed on the inflated mesh of the left grey matter-white matter interface. These results
show the good intra-subject and inter-session reproducibility of our processing chain, even
using a basic registration procedure. Indeed, even if the maps do not completely overlap, the
angular patterns are equivalent and the areas segmentation that we would get from these
maps are equivalent. This inter-session reproducibility was systematically found.

6.3 Area delineation

Beyond the study of the retinotopic pattern on the cortical surface, this retinotopic mapping
method allows one to delineate the different retinotopic areas revealed. We first present the
Visual Field Sign method we tried and then quickly describe a manual procedure we can
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Session 1 Session 2

Figure 30: Intra-subject inter-session maps reproducibility. The maps from session 2 were
realigned in session 1 coordinate system using the anatomical images coregistration transfor-
mation. The maps are qualitatively identical, showing the high reproducibility of the whole
procedure. The main differences are “holes” in the maps due to a loss of signal to noise ratio
in some voxels. The red crosses show a linked position in each image, located on a point of
V1 foveal and upper vertical representations.
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use to delineate properly the visual areas.

6.3.1 Visual Field Sign maps

In [18], Sereno et al. introduced an automatic method combining the excentricity and polar
angle maps to construct the Visual Field Sign (VFS) map, allowing a direct delineation of
the retinotopic cortical areas from electro-physiological data. The technique was then suc-
cessfully applied to fMRI retinotopic maps in [17] and [29], and implemented in a volumetric
fashion in Dumoulin et al. [6].

The Visual Field Sign is computed from the gradients of the excentricity (noted Vp) and
the polar angle (noted V) maps computed on the cortical surface. The formula is:

VFS = sign(det(dv))

where 1) is the function mapping, for each point on the cortical surface, its position in the
visual field, as shown in figure 31. The detailed formula is thus:

VFS = sign(det(Vp,V6,N))

where N is the exterior normal to the cortical surface.

Taking into account the retinotopic properties of the visual cortex, this sign will change
between two neighboring areas, allowing us to easily delineate them.

The gradient directions of both functions p and 0 (defined on the cortical surface) are esti-
mated at each vertex of the underlying mesh with a least square method, using the neigh-
borhood information of the current vertice. Formally, we look for the vector V' minimizing:

|6F — V6X]||

- F' is the function p or 8, 0F is a local variation of F',
- 6X is a local variation of the cortical surface coordinates.

By definition of the gradient :

dF = VFdX
= dF" =dX"VF"
= VFT = (dXdXT) " dXdFT

This computation is done at each vertex of the mesh, directly on the cortical surface, mod-
elling it locally as a plane orthogonal to the normal N. We made this computation on the
inflated surface, avoiding problems with locally high values of the curvature (where the local
plane approximation of the surface would not be valid anymore).

We first encountered a problem with this computation, many gradients being close to zero.
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Figure 31: Schematic representation of the ¢ function, linking points defined on the cortical
surface to the corresponding prefered position - supposed to be the center of an ideal voxel’s
receptive field - in the visual field.
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A) Polar angle map

B) VFS map C) VFS map after angular maps smoothing

Figure 32: Visual Field Sign maps (see text). A) shows a polar angle map projected on
an inflated left occipital cortex. The area boundaries were drawn by hand, based on the
angular gradients. Images B) and C) represent respectively the results of the visual field
sign computing, based on the original polar angle and eccentricity maps and after a surface-
based smoothing of the angular maps with a gaussian kernel (o = 3mm) in C). Red (green)
color indicates a non-mirror (mirror) local representation. The smoothing does not globally
improve the global result; the red cross even shows a position where the original VFS (left)
performed better.
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Indeed, the cortical mesh is much more precise than the original volume of the functional
data. We have thus oversampled our original angular maps on the mesh, often giving rise
to close to null variations between two neighboring vertices. To solve this problem, we con-
sidered a higher order neighborhood. For instance, the 2nd order neighborhood of a vertice
v is made of the neighbors of the neighbors of v, without its first order neighborhood and
v itself. Depending on the degree of the mesh precision (increasing the latter globally de-
creases the distance between nieghboring vertices), it was found to be useful to use a third or
even higher order neighborhood to have a more reliable estimation of these gradients. This
indeed solved the problem that led to null gradients at many vertices. However, a second
problem remained: the VFS map obtained was still noisy with respect to the delineation
we wished to get. We therefore tried to smooth the ring and wedge angular maps on the
cortical surface using an appropriate surface-constrained smoothing method as described in
[21], which was supposed to avoid this problem. It actually did not enhance sufficiently the
results (see figure 32).

Looking closer at the data on the surface, it appeared that our angular maps were not
as regular as they were supposed to with respect to electrophysiological data, explaining
the problems we encountered with this visual field sign computation. Besides, oral commu-
nications with other laboratories applying the retinotopic mapping techniques and trying
the VFS led us to the conclusion that this method is not robust enough for fast acquired
retinotopic maps. Let us recall that our technique allows the acquisition of these maps (ec-
centricity and polar angle) with 15 minutes of functional scans, which is considerably less
than what is usually reported in the litterature (cf [33] for a comparison).

Finally, looking closely at the results shown in the literature using the VFS computation,
it often reveals the same noisiness in the VFS maps. This review led us to look for an
alternative way to define our retinotopic areas.

6.3.2 Manual area delineation

In order to get a correct delineation of our visual retinotopic areas, we can use a manual
area definition, mainly based on the polar angle map of the subject. Indeed, this map gives
the information of angle reversion needed to delineate properly connex areas.

This method allows us to correct for the noise found in our VFS map -which can nonetheless
be used as a starting point- and could also be used to completely delineate the retinotopic
areas solely based on the polar angle values, allowing an even faster functional scanning
session if needed.

We adapted the SUMA!! software to our needs, allowing to draw on the inflated cortical
surface and to save the 3D vertices coordinates from the original (non inflated) surface.
This adaptation mainly involved data formats and coordinates system conversion between
the different softwares we use. We then perform a “back-projection” consisting in the at-
tribution, for each vertex, of a subset of voxels in the original volume, according to the

11goftware, developped by Saad and Cox at the NIMH, NIH; documentation and binaries are freely
available at http://afni.nimh.nih.gov/sscc/staff/ziad/SUMA /SUMA _doc.htm
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projection technique used to map the functional values on the cortical surface. We typically
use an integration (i.e. an averaging) of the values met at different voxels from the vertice
considered (lying on the grey matter/white matter interface) to a certain distance along the
local normal to the surface; this distance is supposed to match the cortex thickness, typically
3mm. This technique allows us to derive volumic Regions Of Interest (ROIs) from surface-
based defined regions, for instance the voxels subset supposed to represent V1. These ROIs
can then be used for any further experiment characterizing more precisely these retinotopic
visual areas.

We are able to delineate retinotopic areas of any given subject, using 15 minutes func-
tional scans and an anatomical image. This however requires some time consuming and
probably somewhat less reproducible manual editing than an automatic delineation. We
might further try other approaches like [5], using a model for each angle map and warping
these models onto the actual measurements, or [6], allowing a volumetric visual field sign
computation (even if the resulting VFS maps of the latter technique are not as smooth as
expected).

kkk

The retinotopic maps we obtained are globally in agreement with the related literature

and our results confirm some cutting edge questions in the field, as the presence of a ventral
fovea representation beyond V3v.
Beyond this mapping aspect, we can derive from these retinotopic maps ROIs that can be
used in further experiments exploring the human cortical visual system. As our acquisitions
are fast enough, other functional scans can be performed within the same scanning session,
the retinotopic mapping allowing a functional definition of ROIs.
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7 Conclusion

Based on methods published in the literature, we have detailed our method to obtain a
human individual retinotopic map of the occipital cortex using fMRI, from the generation
of the stimuli to the visualization of the results. The acquisition time is below what is gen-
erally described and the resulting maps are consistent with those published. These results
furthermore show a reliable reproducibility, across and among subjects.

This method allows us to (i) study the retinotopic representations in the human occipi-
tal cortex, which could lead to define new retinotopic areas in this region of the visual
cortex and (ii) define Regions Of Interest (ROIs) that can be used for further study and
functional characterization of the low level visual areas thus revealed.

However, our technique also shows its limits to deepen the knowledge on retinotopic rep-
resentations beyond the consensual areas around the calcarine sulcus. This issue might be
addressed using a more robust signal in terms of signal to noise ratio, either from the ac-
quisition point of view using for instance a surface coil or from the signal processing aspect,
averaging signals from multi-sessions recordings of the same subject. These technical and
methodological issues shall be adressed in upcoming reports. Besides, the retinotopic ar-
eas segmentation is still not completely automatic, which could mainly raise the question
of reproducibility of the ROIs derived for further analysis. We will therefore also explore
more reliable techniques than the visual field sign computation we implemented, for instance
warping a model on our maps as described in [5].
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8 Appendix
A SPM batches

As mentioned in paragraph 4.2, we use SPM99 batches to specify our statistical model and
the statistical tests to perform. Three files are needed:

- do_ stats.m, which specify what SPM should do -in our case specify and estimate a model
and estimate contrasts- and some paths and filenames of interest.

- subs_model.m, where the temporal filters to apply and the model regressors are defined.
The functional images to load are also specified there.

- subs_ contrast, where the contrasts to estimate are defined.

These batches are then read by SPM calling the command spm_ bch(’do_ stats’). The 3 files

for a given analysis are shown next. Parameters to tune are indicated with some comments.
To understand further this batch system, you can refer to the code spm_bch _man.m.
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a) do_stats.m

analyses = struct( ...
‘type’, [1 2],
Yindex’, [1 1],
‘work_dir’, [1 1],
‘mfile’, [1 2]

type = {’model’,’contrasts’, ’defaults_edit’,’headers’,...
‘means’,’realign’,’normalize’, ’smooth’};

% work_dir = cellstr(sdirs);
work_dir = { .
’/results’... %% PATH 1

};

Y

mfile = {
’/matlab_tools/subs_model’,... %% PATH 2
’/matlab_tools/subs_contrast’... %% PATH 3
};
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b) subs_model.m

nb_slices_TR = X ; %% TO BE FILLED

TR = X ; %% TO BE FILLED

nb_scan_per_sess = X; %% NBR OF SCANS PER SESSION
nb_sess = 4;

fMRI_T = nb_slices_TR;
fMRI_TO = 1;
sps = [1;
hf_cut = [];
for sess = 1:nb_sess
sps = [sps nb_scan_per_sess];
hf_cut = [hf_cut X]; %% Stimulation Period in sec times 2.5
end

Do Tttt ot o to Toto To o Toto Toto o 1o o To s To Yoo to o To o To Fo Fo o Yo o o o oot Fo o oo o o o Fo o Fo o T o o o To o Fo o o o o o Fo o o
F1 = spm_get(’Files’, ’/fonc3’,’xretino*.img’); %) PATHS & NAMES

F2 = spm_get(’Files’, ’/fonc4’,’xretino*.img’); %) TO SPECIFY

F3 = spm_get(’Files’, ’/fonch’,’xretino*.img’);

F4 = spm_get(’Files’, ’/fonc6’,’xretino*.img’);

% To define the model estimation parameters, refer to spm99/spm_fmri_spm_ui.m

model(1l) = struct( ...

’types’, 4, ... ¥ Specify and estimate a model

’global_effects’, ’None’, ... 7% Global normalization

’burst_mode’, 0, ... % 54727

HF_fil’, ’specify’, ... Y’ High-pass filtering

HF _cut’, hf_cut, ... Y Cutoff period (sec) (SOA_max*TR*2.5) for each session

’LF_fil’, ’Gaussian’, ... % Low-pass filtering

JLF_cut’, 4, ... % case ’Gaussian’

’int_corr’, ’none’, ... Y% intrinsic autocorrelations (Vi)

‘now_later’, 1, ... Y%-Estimate now or later?

’stop_writing’, 1, ... J Current directory contains existing SPMstats
% files 1-0 (stop - continue)

’trial_fcon’, 0, ... J% -Generate default trial-specific F-contrasts
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% specified by session?
% To define the model design, refer to spm99/spm_fMRI_design.m
% and spm_get_ons.m

JRT’, TR, ... % ’Interscan interval secs’

’replicated’, 0, ... % are conditions replicated 7

‘nsess’, nb_sess, ... /% Nb of sessions

’nscans’, sps, ... /% Nb of scans

files’, F1 F2 F3 F4, ... Y% Functional scans for each sessions

conditions_nb’, [0 0 0 0],
conditions’, [0 0 0 0],

‘regressors_nb’, [2 2 2 2], ... Y get user specified regressors
‘regressors’, [1 2 3 4],

’parametrics_type’, ’none’,’none’,’none’,’none’, ... Y} Parametric modulation
’parametrics’, [],

’stochastics_flag’, [0 0 0 0], ... 7% stochastic designs

’stochastics?’, []

);

A1l = cos(2*pi/18*(0:nb_scan_per_sess-1));
A2 sin(2*pi/18*(0:nb_scan_per_sess-1));
db_reg = [A1;A2]°;

regressors(1l) = struct( ...
’names’, ’cos_ring_cont’,’sin_ring_cont’, ... %) REGRESSORS NAMES
’values’, db_reg ... %ARRAY (num_scans x num_regressors)

)

regressors(2) = regressors(1);
regressors(2) .names = ’cos_ring_exp’,’sin_ring_exp’;

regressors(3) = regressors(1);
regressors(B).names = ’cos_wedge_clock’,’sin_wedge_clock’;

regressors(4) = regressors(1);
regressors(4) .names = ’cos_wedge_anti’,’sin_wedge_anti’;
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c) subs_contrast.m

%% F test for the 4 ring regressors (sessions 1 and 2)
conl = [1 0000000000 0];

conl = [conl; [01 000000000 011;
conl = [conl; [001 00000000 011;
conl = [conl; [000 10000000 0]];

%% F test for the 4 wedge regressors (sessions 3 and 4)
con2 =[00001000000 0];

con2 = [con2; [0000010000O0 0]];
con2 = [con2; [0000001000O0 0]];
con2 = [con2; [0000000100O0 0]];
contrasts(1) = struct( ...
’names’, ’F(ring)’, ’F(wedge)’, ... %% With respect to STIMULI ORDER

Jtypes7’ 7FJ’ JF7,
’values’, conl,con2 ...

)
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