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Abstract: We interpret Intersection Types as the closed sets of some Zariski topology on pure
A-terms. In this view, the parallel or operator introduced by Boudol is the multiplication for an
underlying ring structure. We propose a new calculus which extends pure A-calculus along the same
lines as relative numbers Z extend natural numbers N, the ring operations expressing computation
rules on terms.

Thus, types are interpreted as the zeros sets for some notion of polynomial ideals (algebraic
sets). Terms properties (strong normalisation, confluence, full abstraction) are investigated. Among
similarities with Algebraic Geometry, we suggest that terms of interest, such as normalising terms
or convergent programs are rare; divergence is a generic property for programs.
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Vers une lecture géométrique des calculs

Résumé : Nous interprétons les types intersection comme des fermés pour une topologie de
Zariski sur les \-termes. Dans cette lecture, le ou paralléle de Boudol est la multiplication d’une
structure d’anneau sous-jacente. Nous proposons un nouveau calcul qui étend le A-calcul pur et se
compare a ce dernier comme ’anneau des entiers relatifs se comparent aux entiers naturels.

Ainsi, les types sont vus comme ’ensemble des zéros d’idéaux de polynomes (ensembles algé-
briques). Nous étudions certaines propriétés connues comme la confluence, la normalisation forte
et le probléme de ’adéquation compléte dans ce nouveau contexte. Parmi les similitudes avec la
géométrie algébrique que nous pouvons suggérer, la normalisation forte ou la convergence des pro-
grammes sont des pripriétés rares ; leur opposées doivent étre considérées comme des propriétés
génériques des termes étendus.

Mots-clés : géométrie algébrique, lambda calcul, full abstraction, modéle
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Toward a geometric view on computations

Philippe Audebaud
February 4, 2005

e interpret Intersection Types as the closed sets of some Zariski topology on pure A-terms. In
this view, the parallel or operator introduced by Boudol is the multiplication for an underlying ring
structure. We propose a new calculus which extends pure A-calculus along the same lines as relative
numbers Z extend natural numbers IN, the ring operations expressing computation rules on terms.

Then, types are interpreted as the zeros sets for some notion of polynomial ideals (algebraic
sets). Terms properties (strong normalisation, confluence, full abstraction) are investigated. Among
similarities with Algebraic Geometry, we suggest that terms of interest, such as normalising terms
or convergent programs are rare; divergence is a generic property for programs.

Introduction

Type assignment systems (t.a.s.) have proved powerful when studying properties of pure A-terms
[T, 2, 8, [7]. In this view, types are meant as formulae, logical properties of terms. If logical formulae
are assigned to terms on the syntactic side, which meaning do have this relationship, from the
semantic side? Let us restrict the query to concrete interpretations as subsets of some topological
space. It is usely accepted that formulae are interpreted as open sets. Stone [I7] and Tarski [I8]|
discovered that topological spaces allow for complete models of intuitionistic propositional logic.
Later, Smyth [16] (see also Abramsky [I]) remark that open sets are analogous to semi-decidable
properties advocated for this approach. Holmes [I3] although emphasises a the converse view as
closed sets. Let us have a closer look in the specific area of t.a.s.. Assume types o are generated
by the following grammar

o = wltloAclo—o

where ¢ ranges over a denumerable set of type variables, and come together with some preorder
relation <. We recall that a topology O on A is a family of subsets of A containing the empty set
and A, closed under finite intersections and arbitrary unions; the family F = (A \ 0),co represent
the closed sets for this topology, and is in turn closed under arbitrary intersections and finite unions.
How precise the description of the topology should be ?

Given any interpretation [¢t] C A for each type variable ¢, it is extended inductively by

[cAT]=[0o]N]7]

and
[o — 7] = [0] — [1] = {e[Va € [0].(ea) € [7]} = Nue[s){el(ea) € [7]}

*ENS Lyon and INRIA Sophia-Antipolis
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4 Audebaud

A preliminary observation is that F, :  — (za) is the sole construction involved on terms. This is a
key point in every normalisation proof by way of reducibility candidates. Next, for the interpretation
to be closed by finite or arbitrary intersections it is sufficient to require that F, !(V)) of any closed
subset V' is still closed. Therefore we do expect at least these applications to be continuous with
respect to the topology we are looking forward.

Take [t] = 7 € F for all ¢, which is a fair assumption since we cannot discriminate within type
variables. Then, for all o, [¢] € F is built as an arbitrary intersection of Fj '(r) where @ € A
range over sequences of terms. Let us take a fresh symbol X as variable, and define (X @) to be
a monomial. Let us say e € A cancels the monomial M (X) = (Xa) if M(e) = (eu) € n. Now,
[l = V() ={e[VM € I.M(e) € 7} is expressed as the set of (common) zeroes of some family T
of monomials. Given a family (Ij) of sets of monomials, Ny V (I}) = V(Uilk), so the collection
of such sets of closed under arbitrary intersection. For this collection to represent the closed sets
of some topology on A, it requires also V(I) UV (J) to be identified with some V(K), where K is
some set of monomials depending on I and J. By definition, we must have K C I N J. But, since
eeV(IH)UV(J)iff e e V(I) or e € V(J), there is no way to find such a K if we stay on our former
collection of monomials. A possible approach would be to assert a priori the collection of V ({M})
to form the sub-basis of elementary closed subsets for the topology we are looking ahead (see [19]
for example). Anyway, this does not provide a concrete construction for K.

Let us instead extend the monomial definition with a new operation M; * M5 and a new symbol
1 in such a way our monomials now form a (multiplicative commutative monoid for thexlaw. We
take K to be the set of all monomials My * M j,where M; € I and Mj; € J, shortened K = I * J.
Then V(I)UV(J) CV(INJ). Since IxJ CINJ, weget V(IINJ) CV({IxJ). IfegV({I)UV(J),
there exists M; and M such that M;(e) € m and M;(e) ¢ 7. Introduce the operationxon terms as
well together with the constant 1 and let E D A for the resulting set. Let us assume 7 satisfies the
property:

(7 prime) Va,b.a+be 7 impliessacmrorben

Under this assumption, we get M;(e) x M j(e) & 7, hence the condition e € V(I * J) which ensures
V(I)UV(J) =V(I«J). For the empty set to be represented this way, it is sufficient to assume
1 ¢ msince @ = V({1}). Last, E = V({e}) as soon as there exists some e € 7, taken into account
as some constant monomial.

To sum up, provided the extended calculus E and the various conditions on m C E, types can
be interpreted as closed sets of some particular topology for which any closed set is the set V(I) of
common zeroes for a family of monomials. The reader would have recognised that we come close
to the definition of algebraic sets as zeroes sets of polynomial ideals in the context of Algebraic
Geometry. Before going any further in this direction, let us ask ourselves whether it is worthwhile?
Assume 7 denote the set of convergent terms for some convergence predicate e ||. The (7 prime)
condition is translated into, whenever a * b ||, then a || or b |. In this particular reading, the a % b
coincides with the parallel construct a||b introduced by Boudol [4] . However, it is worth noticing
that ourxoperation does not rely on any intended meaning, as far as syntax is concerned. More
precisely, our understanding is that the parallel behaviour is rather a property than part of the
definition of this operator. Instead, since the A-calculus carries precisely the notion of computation,
the new operation a * b should represent a new computation scheme over terms, called thereafter
multiplication.

Yet, the set E is not a ring, the addition operation being missing. So let us introduce a + b
together with the new constant 0 such that the resulting extended calculus E turns into a commu-

INRIA
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tative unitary ring, embedding A. (Informally, E compares itself to the ring of relative numbers
Z generated by natural numbers N, A-abstraction being the major source of expressiveness... and
problems.) The particular case when 7 collects convergent terms leads naturally to the condition
(a+b)Jif a | and b |. In that case, addition is interpreted as a conjunction as in [I0]. (Beware
that this definition is sensible: if a 1}, then a + (—a)) 1}, while it can be simplified to 0! Therefore,
we cannot argue up to algebraic equalities.) More abstractly, the whole conditions on 7 express the
fact that it has to be a prime and proper ideal of the ring E. When 7 = (0) is the ideal generated by
0, the corresponding topology is known as the Zariski topology, where polynomials are simply finite
sums of the previously described monomials. This observation emphasises the additional condition
we put on E to be an integral domain: 0 # 1 and the ideal (0) is prime.

Our goal in this article is simply to collect the basics properties of the extended calculus E
and to ensure that we are provided with a model rich enough to study term properties, which was
our initial motivation. We shall concentrate ourselves on strong normalisation, confluence and full
abstraction problems.

Section 1 presents the calculus, the reduction relation and typing judgement. Polynomials and
the few elements from algebra required to interpret types are object of section 2. Next, we study
strong normalisation and confluence along the lines of our algebraic model. The section 4 addresses
the full abstraction problem. Discussion of further matters concludes this article.

1 The computations ring E

To save space, we lean on introduction for the presentation of the material and address the defini-
tions with no further explanation. The extended terms (terms for short) are defined by the following
grammar

e == zx|Az.e|(ee)|0|lle + e] —ele x e,

where x ranges a given denumerable set of variables Var.

We keep the current usage, both from the pure A-calculus where application associates to the
left, and from the mathematical structures, where operations + and * associate to the left and * has
stronger precedence than +. Moreover, A-calculus operations (abstraction and application) have
precedence over ring operations (+, *). As usual, a — b stands for a + (—b).

In this article, both structure cohabit, as different layers over terms. For example in (\z.(z +
x)Ay.y) the out-most layer is an application, while 1 + Az.x is a ring expression. As a matter of
consequence, most definitions from Commutative Algebra will keep identical hereafter.

If A CE is any set of terms, A is an ideal if it is both a (commutative) additive subgroup of E
and contains every product a * e where a € A and e € E. A is a sub-ring if it is both an additive
subgroup of E and an unitary monoid with respect to product. Given S C E, the ideal generated
by S, denoted (S), is the smallest ideal which contains S; it is equally defined as the intersection
of all the ideals containing .S, since this construction preserves the ideal structure.

1.1 Reductions

Besides the usual S-reduction, we introduce two sets of reduction rules. Algebraic reductions consist
in left to right orientation of the usual equations, expressing (E, +, x) being a commutative unitary
ring:

RR n° 5492



6 Audebaud

(0+) e+0—e

(C+) e1 +ey — ey +ep

(A+) (e1 4+ e2) +e3 — e1 + (e2 +e3)
(I+) e1+(—e1) =0

(—0)  —0—0

(=) —(—e)—e

(=+)  —(exte2) = (—e1) + (—e2)
(0%) ex0—0
(1) exl—e

(Cx) €1 % e — €9 * €1

(Ax) e1 * (eg xe3) — eq x (eg x e3)
(D) ex(e1+ex) mexe +exey
(=) e1* (—e2) — —(e1 x e2)

The set of algebraic reductions is denoted ALG. The notation e —,j, €’ will be used for the
reflexive and transitive closure of this set of reductions.

The second set of reduction rules, denoted HOM captures the homomorphic nature of e — (ec)
and the fact that 0 and 1 are overloaded as constant functions in the context of A-calculus:

(x app) (axbec) — (ac) x (be)
(+app)  (a+bc) — (ac) + (be)

(—app)  (—ac) — —(ac)
(Lapp) (lIe) — 1
(Oapp)  (0c) =0

So far for the reduction rules. We let —stands for binary relation which is the transitive closure
of the pre-congruence built on all the above reduction relations.

Proposition 1 (Confluence) The relation —enjoys confluence: for all e,e1,eo € E, whenever
e—» e1 and e — ey there exists ez such that e; — ez and es — e3.

Proof Variant of the usual Tait-Martin Lof method, along the explanations given in [T0]. O

This property will be discussed also at the end of section Hl

1.2 The set of types and its preorder.

Given a denumerable set TypeVar of type variables, ranged over by ¢, and the type constant w, we
define the set Type of types o generated by the following grammar

o = wltloAolo—o

INRIA
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The set Type is provided with the preorder < presented as the smallest binary relation such that
i. < is both reflexive and transitive;
ii. oAnT<piff o < pand 7T < p;
iii. for all type o, 0 < w;
iv.o' <ocand 7 <7 imply 0 -7 <0’ — 75
V. 0 —w S w— w;
vi. (0= T1)A (0 —=p)<o—(TAp).

The rule (v) is worth noticing. It is not a particular instance of rule iii). It has been introduced
in [4] for the strict calculus. We take this relation into account in this article for expressing the
idea that w — w retains the least piece of information that we could get for a term; typed within w
otherwise. In other words, let = stands for the symmetric closure of <. Then 0 # w iff 0 < w — w.

1.3 Type inference

The design of the inference rules is an important matter. In this article, we take the point of
view that any type should be interpreted as a set of terms which is invariant under algebraic
computations. Thus, a type is meant to be an additive sub-group. As for the multiplication, given
a of type o, and e any term, we expect e * a to be of type o too. Therefore, a type is meant to be
an ideal. This is taken into account by rules (R....). So the constant 0 belongs to any type. But
1 belongs to none, except w; assuming otherwise would lead to ex 1 € ¢ for all e, as soon as 1 € o.
Hence, e € o, since types are also expected to be stable by reduction.

Notice also that we have restricted the rule (w) in such a way free variables of term e must be
declared in the context A for the judgement A I~ e : w to be allowed. The other rules are the usual
ones.

Ax:obe:
(= 1) ﬁl;’)\:v.ezo—ilb
a:o — e
(— E) Al—(abG:T
(Tw) % FV(e) C FV(A)
Fe: <o
(T'<) AAA:—UZU
(0) AAFFO:U
R R ey
AFa:0AFb:o
(F+) AFa+b:0
RR o 505 - ZGF: . *Ab}_: Z: -
(TA) AFe:cAte:T

AFe:oNT
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vl.
V1.
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As usual, we write A I e : p if there exists a proof ending with this judgement along the lines of
the above inference system. Assuming the last rule applied is neither (TA), (T<) nor (Tw), exactly
one inference rule applies, depending on the structure of term e. Let us define A F° ¢ : p for any
derivation which ends with a structural rule.

Proposition 2 (Structural Analysis)

Whenever A e: p, then An, p1...pp such that pr A ... App < p and Vi. A F e : p;.
AF*0: p always.

AFSx:piff (z:p) €A

AR dze:piffp=c—717and A,x:0F e: 1 for someo,T.

AR (ab):piff AFa:0—pand AFb:o for someo.

AR a+b:piff AFa:pand AFDb: p.

AR —a:piff AFa:p.

AFfaxb:piff AFa:por AFb:p.

Proof The sensible part is point i) which actually relies on solving the types inequalities v A § <
p— 7and (A, v — ;) < p — 7. We hide the details which develop themselves as usual in the
context of t.a.s.. O

Lemma 1 (Reduction) [f At e:0 ande — ¢ then Ak e : 0.

2 Zariski Topologies on E

In Algebraic Geometry, Zariski sets are defined as sets of common zeroes for a family of polynomials.
In the current context, we have both to define an appropriate notion of polynomial P(X), and
provide accordingly a meaning to the relation P(e) = 0.

2.1 Polynomials

In the introduction, we saw the importance of applicative terms (eu). Although very well known,
Parigot’s strong normalization proof of the Au-calculus [15] in our understanding of the importance
of sets of sequences of termsfor the purpose of building our topology. Later references both based
on this idea are [3, @] among many others.

Let E<“ stands for the set of finite sequences ¢ of elements of E, extended with a new symbol 0,
not to be confused with the empty sequence. Define as Y the free commutative monoid generated
by E<“. For X fresh variable, define X° =1, X¢ = (Xé) and X7 = X? x X9, for p,q € ¥p. A
term ex XP, where e € E and p € X, is called a monomial with coefficient e € E. The degree d°(XP?)
of the monomial X? is defined by d°(X") = 0, d°(X®) = 1 and d°(XPT9) = d°(XP) + d°(X9). To
keep consistent with the usual terms, an elementary test, or test for short, is a monomial X? with
d°p =1 and a linear form is a finite sum ), e; * XP* where d°p; < 1.

As usual, a polynomial is defined as a sum of monomials. The set of polynomials over E is
defined as E[X] and ranged over by letters P, Q, ... Given P,Q € E[X], P+Q and P*(Q are defined
the usual way, thus providing E[X] with a commutative unitary ring structure.

Given a set S of polynomials, the ideal generated by S, written (S) is the set of polynomials
ST * P;, defined as finite sums where each P, € S.

INRIA
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2.2 Zeroes of Polynomials

If ab = 0 implies a = 0 or b = 0, the ring is said to be an integral domain; this is equivalent to (0)
being a prime ideal. Rephrasing a = 0 as a € (0), we extend the classical definition to P(e) € ,
where 7 is some proper prime ideal form E. In the following lines, m will be assumed implicitly
with the required conditions.

For I € E[X]ideal, define V(I) = {e € E|VP € I.P(e) € ©}. To keep consistent with the
usage in Algebraic Geometry, V' (I) is said to be an algebraic set. Conversely, given S C E, define
I(S) ={T € E[X] | Ve € S.T(e) € w}. Since 7 is an ideal, whichever S, the set I(S) is an ideal of
E[X]. By construction, 7 C I(S) is always true. Therefore, we shall always assume any polynomial
ideal contains w. The following proposition has been sketched in the introduction. In the following,
a ideal generated by (elementary) test is called a tests ideal. In this paper, we concentrate on these
test ideals which appear to be sufficient; therefore, more general polynomials are not considered
anymore in the sequel.

Proposition 3 (Zariski topology) The collection of V(I), where I ranges over all the test ideals
from E[X] are the closed sets of a Zariski topology on E.

Note 1 By construction, any polynomial is continuous wrt his topology. So is (ee) for all e € E
as a particular case. This result compares with Ghilezan [12], where a topology on A is built (for
each context A) with basis (VA ,s)seType and Va o = {e | A F e : o}. In both cases, A-abstraction
does not seem to be continuous. And as far as the application is concerned, the sets Va , could be
read as being closed as well, with the same continuity result.

3 Generic interpretation

Let R C E sub-ring closed by reductions, and 7 prime and proper ideal of R, with respect to the
induced ring structure. Define the following conditions

(stable R) For all e € E such that FV(e) C {z1,...,2,}, e(R") C R.

(hereditary w) whenever (et) € 7 then e € 7.

(sat 70) For all 4 € R, (0u) € 7.

(sat m7—) Whenever (a@) € 7 then (—aa) € 7.

(sat m+) Whenever (ai) €  and (b)) € 7 then (a + bu) € .

(sat mx) Whenever (au) € m and (ba) € R then (a *bu) € . (and the symmetric case.)

(sat 73) Whenever (e[a/x]a) € m with a € R then (A\x.eatt) € 7.

The saturation properties (sat 7 . ..) come with no surprise for the reader. The stability condition
(stable R) on the ring R, is required for the typing rule (w). (hereditary m) ensures the non
emptyness pf the following interpretation.

We first provide an interpretation of types along the lines of:

i. [w] = R and [t] = 7 for each type variable ¢;

RR n° 5492
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ii. [oAT]=[o]N]7];
ili. [0 — 7] ={e € n|Va € [0].(ea) € [7]} = [0] — [7].

The interpretation is extended to contexts by [¢] = {id} and [A,z : o] = {s[a/x]|s € [A],a € [0o]}.
Elements s € [A] are substitutions, but we allow ourselves to use the applicative notation e(s) =
e(a,...,an) as well.

Proposition 4 For all o, [0] is a R-ideal, such that [0] C 7 if 0 # w. For all 0,7, if 0 < 7 then
0] € [7].

Given A, e and o such that FV(e) C FV(A), define A F e : o if ¢([A]) C [o]. The interpretation
of judgement A e : ¢ is thus well defined by [AFe:0]=AFe: 0.

Proposition 5 (Generic interpretation) If Al-e: o then AFe:o.

Proof Under the above assumption on the pair (R, 7), this proof proceeds as usual. O

Note 2 Assume we want to use this framework to prove confluence. The condition (stable R)
cannot be fulfilled unless we take R = E. Then, the requirement that 7 is an ideal prevents us from
considering type interpretations as subsets of terms which have the confluence property. Therefore,
due to the presence of the multiplication x, we cannot apply the method suggested in [I1], which
justifies the direct proof in section [l

In |T4], Paolini and Ronchi Della Rocca propose a formal presentation of different A-calculi,
based on a notion of input values. Such a set is closed by substitutions involving values, closed by
reduction and contains variables. The latter condition is not part of our conditions on R in general,
but is satisfied in the next section.

4 Strong normalisation

Owing to the previous analysis, the strong normalisation issue for E can be dealt along the same
lines as for pure A-calculus. Let us consider the differences first.

Due to the presence of associative-commutative rules in [E, we cannot expect a straightforward
notion of strong normalisation. Observe that given any term e, the set {e’le =} €'} is finite. Let
us define e > €’ iff e =3 €/, and e = ¢ if e — €’ applying any reduction rule, but no associative
or commutative one. Clearly, any reduction path e —* ¢’ can be described as an alternation of >
and = steps, in a unique way. Let (e —* ¢’) stands for the number of = steps in the reduction,
and call this integer its length. Then e € E is strongly normalising if there exists an upper bound
le]l € N to the lengths of reduction paths originated at e. This definition extends the classical one
since e > e is the only possibility for pure A-terms.

We restrict the typing rules by dropping (Tw). As a matter of consequence, type constant w
never occurs in any judgement A e : o in the resulting system. Hence, condition (stable R) can
be dropped as well. Notice moreover that A - 1 : ¢ iff 0 = w. Therefore our type assignment
system does not accept the constant 1 any more, although it is strongly normalising according to
the previous definition. Our position is that 1 cannot be accepted to have any particular property.
This is consistent with the usual approaches where a special constant | or € is introduced. The
difference is however that we do not use any ordered structure, as the reader may already have
remarked.

INRIA



Geometric view on computations 11

Lemma 2 The set R of strongly normalising terms plus 1 is a sub-ring of E.

Proof The subset of rules we chose for algebraic reductions prevents us from using a (more) simple
polynomial interpretation. Our choice seemed more naturral wrt mathematical usage, and requires
instead the usual recursive path ordering on which it is then possible to reason inductively. O

Let us consider the R-ideal my generated by the terms (zuz) with @ € R. This ideal is well
defined and proper, could be prime as well, but is not guaranteed to satisfy the former saturation
properties. We take for 7 some maximal ideal which includes 7y and avoid the multiplicative set
{1}. This ideal exists as a general result of Abstract Algebra. Moreover,

Lemma 3 The ideal 7 is a prime and proper R-ideal which satisfies the saturation conditions.

Proof 7 is maximal hence prime. 1 ¢€ w by construction: 7 is proper. Let us consider the condition
(sat 3). Takea € R such that (e[a/x]u) € . If (Ax.eatt) & 7, since 7 is maximal, there exists p € 7
and b € R such that 1 = (Az.eat) *b+ p. But then 1 = (e[a/z]a) *b+ p € 7 which is absurd. Other
cases are similar. O

Proposition 6 If A e : o within the restricted type assignment system, then e € R, hence ¢ is
strongly normalising.

Proof First [o] C 7 is always true in that case. By proposition B, we get e([A]) C [¢] C 7 C R.
We can check also that w9 C [0] which means that every [o] hasvariables. Thus e € R as well. O

5 The Full Abstraction Problem

In this section, we are concerned with programs, which means that we interpret our calculus in
the set E%of closed terms. Clearly, E° is a ring; so we take R = E°. According to some evaluation
mechanism, we expect programs to be evaluated to values. Following the classical approach, we
may define the set 7y C R of values according to the grammar:

v = Az.elexv|vxe| —vjv+ [0

but it should be clear that 7 is defined equivalently as the ideal generated by the set of (closed)
A-abstractions.

RR n° 5492



12 Audebaud

We now define the evaluation of programs using notation e |} v is such a way that saturation
conditions are actually part of the definition of 7:

(Value) Uvj?
hooN ST
(App —0) (((())2)) i ?
s
(App——) (__(23 ﬁ Z
(App —%) (a“()a li Zg“ﬁ f R nd the symmetric case

We say that the program e has a value or converges, denoted e |, if there exists v € 7wy such that
e | v according to the previous rules. Otherwise, the program e diverges, e f} for short. Let us
notice that 1 is both closed and divergent according to these definitions.

Lemma 4 Let 7 = {e € R|3v € mg.e |} v}. Then 7 is a prime and proper ideal of R.
Proposition 7 (Convergence)
Vee R Fe:w—wiffeecniffel (1)

Proof Proposition B provides the necessary condition. To prove the condition is sufficient, we
proceed by induction on the evaluation rules; as for the base case, by induction structural on
values. 0

5.1 Canonical elements

The generic model shows the [o] = V(I) for some ideal I which is generated by elementary tests. A
priori, I is not finitely generated, due to the interpretation of the arrow type. Following [T}, 6] we
look for a family (ey, Vo )oeType, Where e, € R and V, € R[X], such that

L be,:7iff o<y
II. Ye € R.V,(e) Jiff Fe:o.

These two conditions express the fact that both sets of rules which occur on the syntactical side
(o0 < 7 and e : o respectively) are expressible in the calculus itself. As far as convergence is
concerned, we need also to represent the predicate e |.

Let us have a closer look at property II. It asserts the existence of V.., (X ) such that V. (e) |
iff - e:w — w. We have already 7 = V({X)), and the test X should be sufficient for this purpose.
Actually, we need a bit more, since each V, carries also the property: if V,(e) || then V,(e) = I,
where I is the identity combinator.

INRIA
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Assume the existence of V(X) € R[X] such that

V(e)is a ring homomorphism : E — R with kernel 7w (2)
Vee R Vie) iff Fe:m (3)

Then we define the elements (e, V) by induction on o as

e ¢, =1and V,(X) =1,

o co_r =2.(Vy(2)er) and V. (X) = V(X) + V. (Xe,);

o conr =€y e and Vo (X) =V, (X) + V. (X) - I.
Proposition 8 The family (es, Vo )ocType Satisfies conditions I and II.

Proof Follows [I0], proving the more precise condition (IT’) stating - V,(e): 7 — v —diff o < 7
and v < 0. O

Proposition 9 (Completeness) For all A, 0 and e € E such that FV(e) CFV(A), Ak e:o iff

e([A]) C [o].
Proof = results for the tuple (R, ) satisfying the conditions of the generic model. The converse
part is proved, once again, as in [I0]. O

Towards full abstraction, we restrict ourselves to a precise notion of observation context. Given
e € Ewith FV(e) = {z1,...,z,}, a valid test for e is any context C[] = P([](s)) where P(X) € R[X]
and s substitution such that s(z;) € R for each ¢ = 1,...,n. The chosen definition for tests may
seem more restrictive, but it is already known that these contexts are actually sufficient (see for
example the detailed proofs of []). Let us define on E the pre-orders

Typability a C7 biff for all A,0 A+ a: o implies A b:o;

Observation a C© b iff C[a] || implies C[b] |} for any valid test C[].
Let T'Fs: Afor T'F s(z) : o for all (x:0) € A. Then

Lemma 5 (Paste) IfT'Fe(s) : 0, then IATFs: A and At e:o.

Proof By induction on the derivation tree T' I e(s) : o. O

Theorem 1 (Full abstraction) C7=CC.

Proof If AF a: o and A ¥ b: o, we show the test C[] = V,([]sa) where sa is defined by
ST,4:r = ST, €7, separates a and b: Cfa] | and C[b] . Conversely, the proof is by induction on
P ::= e|(X@)|P = P|P + P using completeness and the fact [w — w] = 7 is a prime ideal and the
previous (Paste) lemma. O
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Note 3 In [4, [T0], call-by-value is introduced in the syntax. Although for different purposes, this
is required in both cases in order to establish full abstraction results. The delayed introduction of
the element V € R[X], and thus in E as a matter of consequence, is not intended to argue that
such a feature is useless. We rather expect to get a closer look at the precise mechanism which
is required toward this result. In fact, V(a) + b expresses the requirement that computations of a
converges, while it diverges otherwise, whichever the computation of b. One could have introduced
another operator as well: say V'(e) reducing to I in spite of 0. Then (V’(a)b) would express the
fact the computations are made in sequence. The latter has the same operational behaviour as the
construct seq(a;b) presented in [5]. As far as no side effect is added to the calculus, the effect of
the former term is the same, without constraining any order on the way computations are done.

Since the the full abstraction results requires the introduction of the V operator, for the proofs
to be valid, one needs first extending the syntax with the new term constructor V(e), where e € E.
This introduction requires also additional reduction rules. The whole system is presented and
studied in the full version of this abstract.

Conclusion

The generic model presented in section Bl provides a uniform framework for the study of term
properties. The attentive reader may already have observed that the full apparatus is not absolutely
required for the current purpose, since type interpretation does not involve more than elementary
monomials (X@), which make them appear as simple as hyper-plan intersections. Actually, our
motivations for introducing right now the full structure are manifold.

As shown in the introduction, the parallel operator appears quite naturally, introduced by our
topological analysis, and suggests a different approach to concurrency, where terms are pieces of
computation which are combined along the universal rules of algebra: terms can be added or
subtracted (reversed) as in any group structure. Product of terms leads us, along the same lines
as for Algebraic Geometry, to localisation of computations by making terms of less interest (for
instance divergent programs) invertible. The classical technique of localisation of a ring has a
intuitive meaning in the present context: informally, this can be viewed as expressing the idea that
it is possible to see locally a program as convergent, even terminating, while it is a fragment of a
bigger program which can be divergent as well: running the Unix program date at the shell prompt
is a suggestive, although not necessarily accurate example of such a situation.

Our calculus is based on the idea that computation should be allowed in each type o, hence
the rules which ensure ¢ has an additive group structure. This syntactic presentation has strong
consequences, and allow a quite simple interpretation for types. In the meantime, this approach
leads to a very coarse analysis with respect to terms. For example, the least closed set which
contains a term e exists in the model: it is the algebraic set built from all the polynomials cancelled
by e and is well known as the closure of e. Of course we cannot restrict ourselves to elementary
monomials anymore. Type assignment systems do not provide a type for this generic point, while
the present presentation offer a richer notion of type, as far as term properties are concerned.

The present extended calculus is actually the result of our reading of [], toward an attempt
to clarify the many steps of these proofs, their relationships, and also to come closer to the point
where the requirements for call-by-value abstraction for one side, and parallel operator for the other
were required. Although we agree call-by-value comes quite naturally in programming languages
(as well as in mathematics), our various readings do not prove it is strictly necessary by itself
as far as full abstraction is concerned: in |10, 4] this construction is only required for tests, not

INRIA
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for characteristic terms strictly speaking. So we were convinced it should be worth narrowing
the very place where something more in order to get completeness. The present approach aimed
at showing that this result is part of one-to-one correspondence between sets of terms (algebraic
sets) and polynomial ideals. Our presentation expresses, with no formal proof, that we need the
existence of some homomorphism V which is not representable in the initially defined ring E[X].
Comparison with algebraic geometry may provide interesting guidelines or more, toward deeper
models of computation.

Another observation comes to mind. Returning to section B, the pair formed by 7 (interpretation
of w — w) and the multiplicative set of divergent terms play with respect to R a role similar to
the pair [D — D], L wrt a Scott domain solution D of the equation D = [D — D], in Abramsky’s
interpretation of the lazy A-calculus. This observation strongly emphasises an alternate approach
outside ordered structures. We expect to put this observation at work through the use of the (ring
of) approximants; still a convenient notion net of terms require some work in order to express
accordingly the proper idea of approximants.

As a whole, we feel this framework is worth being studied more deeply and we intend to address
the above points more precisely.
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