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Abstract: We obtain error bounds for monotone approximation schemes of a stochastic
impulse control problem. This is an extension of the theory for error estimates for the
Hamilton-Jacobi-Bellman equation.

For obtaining these bounds we build a sequence of stochastic impulse control problems,
and a sequence of monotone approximation schemes. Extending methods of Barles and
Jakobsen [2], we give error estimate for each problem of the sequence. Using these bounds
we obtain the result. We obtain the same estimate on the rate of convergence as in the
equation without impulsions [3], [2].
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Estimations d’erreur pour un probléme de controéle
impulsionnel stochastique

Résumé : Nous obtenons des estimations d’erreurs pour des schémas d’approximation mo-
notones d’un probléme de controle stochastique impulsionnel. Ceci constitue une extension
de la théorie des estimations d’erreurs pour ’équation de Hamilton-Jacobi-Bellman.

Pour obtenir ces estimations, on construit une suite de problémes de controéle stochastique
impulsionnel, et une suite associée de schémas d’approximation. En étendant la méthode
de Barles et Jakobsen [2], on donne une estimation d’erreur pour chaque probléme de la
suite. On utilise alors ces estimation pour obtenir le résultat. Nous obtenons les mémes
estimations que pour ’equation sans impulsions.

Mots-clés : Equation de Hamilton-Jacobi-Bellman, controle stochastique impulsionnel,
différences finies, estimations d’erreur.
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1 Introduction

The aim of this paper is to give error bounds for approximation schemes of the impulse
control problem. More precisely we consider the following equation

max{ sup L (z,Du);u(z) — Mu(z)} =0, z € RV, (P)
a, €A
where
L(z,Du(z)) = L*(z,u(x),Du(z), D?u()),
Lei(z,t,p, X) = —trla®(z)X]—b¥(x)p+ c¥ (x)t — f¥ ().
and
Mu(z) = k + infecpn {ue +€) + e(6)),
k>0, CIRf—”R_;_, (1)
c(0) =0, (&1 +&) < (&) +clé2)
Here A = {a1,...,an} denotes the set of controls, assumed to be finite. The coeflicients

(a®, b, ¢, f@) are, for each a; € A, bounded and Lipschitz functions RV — SV x RV x
R xR, where SV denotes the set of N x N symmetric matrices. Under classical assumptions,
(P) has a unique bounded viscosity solution, denoted u. The regularity of v depends on the
properties of the coeflicients a, b, ¢, f. We refer to [13], [14] for the existence, the uniqueness
and the regularity of u.

Then we consider monotone approximation schemes of (P), of the following form:

max{S(h, z,un(x), un); un(x) — Mup(z)} =0, = RN, (S)

where S : RY x RV x R x C,,(RY) — R is a consistent, monotonic and uniformly continuous
approximation of sup,, ¢ 4 L% (z, Du(z)) (see section 2). We will denote u, € Cy(RY) the
solution of (S), which is the approximation of u, and h € R" the mesh size. This abstract
notations was introduced by Barles and Souganidis [4] to display clearly the monotonicity of
the scheme: S(h,z,r,v) is non decreasing in r and non increasing in v. Typical approxima-
tion schemes that we will consider are Classical Finite Differences [20], Generalized Finite
Differences [7] and [6], and Markov Chain Approximations [20].

Until now, results on convergence rates for monotone approximation schemes of the
equation without impulsions have been obtained; i.e. for the following equation:

sup L% (z, Du(x)) =0, r e RN, (2)
a; EA

and the related scheme
S(h, z,up(x),us) =0, r € RY.

Error estimates for this equation have been obtained by Krylov [18],[19] and these results
were extended by Barles and Jakobsen [3],[2]. Moreover, results on convergence rate for
monotone approximation schemes of a particular Isaac equation have been obtained by the
authors [5], and by Jakobsen [16], [15].
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4 J. Frédéric BONNANS , Stefania MAROSO , Housnaa ZIDANI

Using the method introduced by Ishii [14], to prove the existence of a unique viscosity
solution of (P), we approach (P) by a sequence of cascade problems (Pn), n > 1,

max{sup L (x, Du(z)); u(r) — Mu,_1(x)} =0, x€RYN, (3)
where, for n = 0, we have equation (2). Let u,, the viscosity solution of (Pn). In the same
way we approach (S) by a sequence of cascade schemes (Sn), n > 1,

max{S(h, z,un (), un); un(x) — Mupp-1)(r)} =0, z¢€ RV, (4)

where, for n = 0 we have equation (S0). Let uy,, denote the solution of (Sn).

Using the methods introduced by Barles and Jakobsen [2], upper and lower bounds of
Uy — Upp, for all n < 400, are obtained. The upper estimate of u, — up, is easier to obtain
than the lower. The proof involves a “Krylov regularization” of (Pn), i.e. the perturbed
equation

max{ sup L% (x + e), Dus,(x)); uy, (z) — Munl(ﬂc)} =0,
a;,le|<e

and its viscosity solution uf,. A regularization of u{, by convolution gives an approximate
smooth sub-solution of (3), denoted u,., which is also an approximate sub-solution of (4).
So, by using the consistency property, we obtain the upper bound of u,, —up,, after choosing
an optimal parameter of regularization. Then, we consider u — up and we do the following
decomposition

sup (u(z) — un(w)) < sup(u(z) — un(2)) +sup (un () — tnn ()

+ st;p (unn(z) — un(x)),

for all n in N. Finally, choosing the optimal n, we obtain the result.
To obtain the lower estimate, we start by giving lower bound of u,, — up,, for n € N. We
introduce the following switching system which approximates (3)

max (L (2, Do} (2))s o (a) — min (] (2) + } o (@) = Muna(a)} =0, (5)
VED)

forz € RV, and i € T = {1,..., M}, ¢ > 0. For literature on the switching systems, see
[8], [10], [11] and [12]. We consider the viscosity solution v™ = (v7,...,v};) of this system,
and give an estimate of the rate of convergence of v" to u,,. Then we consider a perturbed
system

mase{ inf L (@ + ¢, Du(@)): wf* (z) — min{uy“(z) + £} (©)

e|<e JF

WP () — Muy 1 (2)} = 0,

for all i € 7 and € RY | and its viscosity solution w" = (w7¢, ... w?s). We regularize w"*
by convolution obtaining w,,., and this function allows to build a local super-solution of (3).

INRIA



Error estimates for a stochastic impulse control problem 5

Then, by applying the consistency and the monotonicity of the scheme, we obtain the lower
bound of u,, — up,. Finally, since

sup (un(z) = (@) < up (un(z) = () + 5Up (i (@) = 1 (2))

+ sup (un(z) — u(z)),

choosing the optimal n, we obtain the result. With our result, we can prove an upper bound
of |h|*/? and a lower bound of |h|'/® for classical finite differences scheme and for generalized
finite differences scheme. We note that we obtain the same error estimates as in the case
without impulsions [3], [2].

The paper is organized as follows: section 2 introduces the notations and gives the main
result. Section 3 introduce the cascade approximations of (P) and (S). Section 4 obtains
upper bound of u,, — upy, for all n < +o00, and Section 5 gives lower bound of u,, — up,, for
all n < 4o00. Section 6 is devoted to the proof of the main theorem. Finally the Appendix
gives some auxiliary theorems which are used throughout the paper.

2 Notations and main result

We start by introducing some notations we will use in the article. By |-| we mean the standard
Euclidean norm in any R™ type space. In particular, if X € SV, then |X|? = tr(XX ),
where X ' is the transpose of X, i.e. |X|is the Frobenius norm. If g is a bounded function
from RY into either R,RM, or the space of N x P matrices, we set

lglo :== sup [g(x)].

zERN
If g is also Lipschitz continuous, we set
l9(z) — g(y)|
[9]1 ;= sup , lgl1 == lglo + [g]1-
zyyiRN |{E - yl
zFy

We denote by < the component wise ordering in RY, and by < the ordering in the sense of
positive semidefinite matrices in S(IV). The space Cy(RY) (resp. Cp;(RY)) will denote the
space of continuous and bounded functions (resp. bounded and Lipschitz functions) from
RY to R.

Given g € Cp (RV)M | M > 1, we denote by L, an upper bound of the Lipschitz constant
of g, Ly := max;—1,... m|gi]1-

We will use a sequence of mollifiers (p. ). defined as follows:

pe(x) = e Np(a/e), (7)
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6 J. Frédéric BONNANS , Stefania MAROSO , Housnaa ZIDANI

where p € C*°(RY), [onp=1, supp{p} C B(0,1) and p > 0. We define the mollification
of g € Cy(RYN) as follows:

@)= [ gfa=eppe)de. Q

Moreover, if g is Lipschitz continuous, then

|9(x) — ge(x)| < Lyge. 9)
If g € Cp(RY) (resp. Cp (RY)), then we have
[D'ge(z)| < Ce'lglo.  (vesp. Ce''glo), Vi=1,....n. (10)
>From [14], we have the following properties on M, defined in (1).
Proposition 2.1 Let u,v : RN — R. Under assumptions (A1)-(A2) we have:
(1) If u < v in R, then Mu < Mv in RV,
(2) M(tu+ (1 —t)v) > tMu+ (1 —t)Mwv; t € [0,1].
(8) M(u+c)=Mu+c, forceR.
(4) |\Mu — Mvlo < |u—vlg for all u,v € C(RY). O
The assumption we use on equation (P) are as follows:

(A1) For all o; € A, the matrix a® can be written a® = 10% 0", where 0% isa N x P
matrix. There exists a constant K such that, for all a; € A,

¢ >1 and |o%

1+ 0%

1+ |Cai

1+ [f

1 < K.

(A2) 1> sup, {[o* 7 + b1}

Assumption (A1) ensures that all equations we will use are well-posed; assumption (A2)
ensures that all solutions are Lipschitz and bounded functions. Without assumption (A2),
we have that all solutions are Holder and bounded. All our results can be extended to this
case.

Result of [14, Theorem 4.2] gives the existence of a viscosity solution of (P). Moreover,
generalizing, in the obvious way, proof of [1, Theorem 3.5], which involves only first order
impulse control problem, we obtain the following proposition.

Proposition 2.2 Under the assumptions (A1-A2), (P) has a unique viscosity solution u in
Cb,l(RN). In particular we have

lulo < sup |f*o. O
a;

INRIA



Error estimates for a stochastic impulse control problem 7

Let C' > 0 a constant, and consider the following equation:

max{sup LY (z, Du); u(z) — Mu(z)} =0, z € RY, (PC)

a;

where L7 (z,r,p, X) = L% (z,r,p, X) — Cc® (x). We have then the following lemma, which
is given without proof.

Lemma 2.3 u is a viscosity solution of (P) if and only if u+ C is a viscosity solution of
(PC).0

Remark 2.4 In the sequel we assume that f*i(x) > 0, for all © and «;, since that slightly
simplifies the proofs; however, using lemma 2.3, all our results are easily extended to the
case when f is not nonnegative.

We now state assumptions on the discrete scheme (S), which approaches the equation

(P):

(S1) Monotonicity: S(h,z,r +m,u+m) > m+ S(h,z,r,v)
forall he RY, r € R, m >0, z € RY and u,v in C,(R") such that u < v in RY.

(S2) Regularity: for all b € RY and ¢ € C,(RY), z — S(h,z,¢(z),) is bounded and
continuous; r — S(h,z,r,¢) is uniformly continuous for bounded r, uniformly with
respect to z € RV,

(S3) There exist n,k; > 0, i € J C {1,...,n} and a constant K, > 0 such that for all
h € RY and z in RV, and for every smooth ¢ € C"(R") such that |D¢|o is bounded,
for every i € J, the following holds:

sup L% (2, Dg) — S(h, z, 6(x), ¢)| < KeQ(9),

where Q(¢) := - ,c; D ¢lo|h|™.

(S4) If v is solution of
max{S(h,z,v(x),v);v(z) — Mv(z)} =0, (11)

then vv is solution of
max{S(h,z,vv(z),vv) + (v — 1) f(x); vv(z) — vMuo(z)} =0, (12)
where v is in (0,1), and f defined in equation (P).

(S5) Let C' > 0 a constant. If v is solution of max{S(h,z,v(x),v);v(z) — Mv(z)} = 0,then
v+ C is solution of max{Sc(h,z,v(z),v);v(x) — Muv(z)} = 0, where S¢ is defined as
S, with the term f%i is replaced by f% + ¢*iC.

RR n° 5606



8 J. Frédéric BONNANS , Stefania MAROSO , Housnaa ZIDANI

Example 2.5 An example of a numerical scheme which satisfies these assumptions is the
standard Finite Difference Scheme when N = 1, defined as:

S(h,x,r,¢) =
sup {~a® (2)A0(@) — b5 (@)51-9(x) + b (2)d-0(a) + ™ (@) = [ (@)}, (13)
where
brp() = PEEN =@ Ny Hath) ~20(@) + @ —h)

h ’ h? ’

and bY (x) = max(b*(x),0), b% (z) := max(—b*(x),0). Clearly assumptions (S1), (52),
(S4) and (S5) are satisfied. For the consistency hypothesis (S3), we obtain, from a Taylor
exrpansion,

Q(¢) = |D*¢|h + | D*¢|h?, (14)
i.e. ko =1 and ky = 2.

We will say that a function v € C(RY) is a sub-solution (resp. super-solution) of the
scheme (8S) if

max{S(h,z,v(z),v);v(x) — Mv(z)} <0, (resp. >0), for all z € RV,
The next proposition is a first step for proving uniqueness of solution of (S).
Proposition 2.6 Let S satisfy (51-55), and u, v be the solutions of

max{S(h, z,u(x),u);u(z) —Y1(x)} =0, x € RY, (15)
max{S(h,z,v(z),v) + g(z);v(z) —P2(x)} =0, = € RY, (16)

where 1, Vo and g are elements of Cy,(RY). Then,
lu — vlo < max{|glo; [¥1 — ¥2lo}- (17)
Proof. Since u and v are solutions of (15) and (16) respectively, we have that
max{S(h, 2, u(), ) u(x) - 1 (@)} <0,

max{S(h,z,v(z),v) + g(z);v(z) — Y2(x)} > 0,
for all z in RY. Since max{A; B} — max{C; D} < max{A — C; B — D}, (15) and (16) imply
0 < max{S(h,z,v(z),v) + g(z) — S(h,z,u(z),u);v(z) — Pa(x) — (u(z) — 1 (x)}.
Hence we have the two following cases.

a) u(z) —v(z) < P1(z) — Y2(z), which implies u(z) — v(z) < [¢1 — Y2lo.
b) S(h,z,u(z),u) <0, and S(h,z,v(zx),v) + g(xz) > 0. Then S(h,z,v(z),v) + |glo > 0, and

INRIA
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applying the monotonicity, S(h,z,v(z) + |glo,v + |glo) > 0. By [3, Theorem 2.1], obtain
u(z) —v(z) < |glo-
Combining the two cases we have

sup (u(z) —v(x)) < maX{Slip g9(w); sup [Y1(x) — Ya2(2)]}-

x

The converse inequality is obtained in a similar way. O
We can give now the uniqueness result.

Proposition 2.7 There exists a unique solution uy € Cy(RY) of (S).

Proof. Let u; and vy, be solutions of (S). By (S4), vuy, is a solution of
max{S(h, z, vup(z),un) + (v — 1) f(x); vup(z) — vMup(z)} =0, 2 € RV,
for v € (0,1). Apply proposition 2.6 to obtain
lvun, — vplo < max{|(v — 1) flo; [vMup — Mopo}.

By [1, Theorem 3.5], we know that |[vMup — Mup|o < [vup, — vi|o, and hence |vup, — vp|o <
[(v —1)flo. Letting v go to 1, we have the result. O
We set, J being defined in (S3):

kz‘ kz
¥ :=min< — ‘= 1mi . 1
7 m{} il %19{32-_2} (18)

We explain briefly how we obtain our main result. In the following we build sequences
(Pn) and (Sn), n > 0, of equation of type (3) and (4) respectively, which approximate (P)
and (S). Then we have that the sequence of viscosity solutions w,, of (Pn), n > 0, converges
to u, and the sequence of solution wup, of (Sn), n > 0, converges to u,. We will give these
rates of convergence. Finally, for each n we give an upper and a lower bound of w,, — upy,
and we use these bounds to obtain (19).

We state now our main result.

Theorem 2.8 Assume that (A1-A2) and (S1-S5) hold. Let u € Cp ;(RY) and uj, € Cp(RY)
be the unique viscosity solution of (P), and the unique solution of (S), respectively. The
following two bounds hold:

—C|h]2 <u—up < ClH|7, (19)

where C' is a bounded constant, which depends on K defined in (A1), and on the rates of
convergence of u, and Upy,.

Consider now the finite difference scheme given in example 2.5. We have the following
result:

RR n° 5606
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Corollary 2.9 Let u the solution of (P), for N = 1, and let uy, the solution of (S), with S
defined as in (13). The following two bounds hold:

—C|hM® < u—wup < ClH)V2, (20)

where C' is a bounded constant, which depends on K defined in (A1), and on the rates of
convergence of u, and Upy,.

Proof. Applying (14), we obtain v = 1/5 and 4 = 1/2. Then we can use the precedent
theorem to obtain the result. O

Remark 2.10 Corollary 2.9 can be extended to the Finite Differences scheme in dimension
N > 1 [20], and to the Generalized Finite Differences scheme in dimension N > 1 [6], [7].
The bounds that we obtain are the same as (20), where now h is the vector of space steps
along each component of x.

3 The cascade approximations

In this section we will present the approximations of (P) and (S), and we will study their
main properties.

3.1 Cascade for the HIB equation

We will approach equation (P) by a sequence of obstacle problems. We will use the same
methods as in [14, Proof of theorem 4.2], to prove that the solutions of the sequence of
equations converge to the solution of (P).

By remark 2.4, we have that « = 0 is a viscosity sub-solution of (P).

Consider the following problem:

sup LY (z, Du(z)) =0, =RV, (PO)

a;

Under assumptions (A1-A2), this equation has a unique viscosity solution ug in Cj;(RY).
Since u = 0 is a viscosity sub-solution of (P0), the comparison principle (see [14, Theorem
3.3]) implies 0 < ug. Consider the following problem:

max{sup LY (x, Du(z)); u(x) — Mug(z)} =0, =RV, (P1)
Since Muy is continuous, under assumptions (A1-A2), there exists a unique viscosity solution
uy of (P1) in Gy (RY). Similarly, for n = 2,3, -, let u, € ObJ(RN) be the unique viscosity

solution of
max{sup L% (z, Du(x));u(z) — Mu,_1(x)} =0, xcRY. (Pn)

[e23

Tt is easy to check that u; is a viscosity sub-solution of (P0). By the comparison principle,
u; < ug. Moreover, we know that u = 0 is a sub-solution of (P1) in R, and then 0 <

INRIA
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u; < ug in RY. Proposition 2.1,(1), implies that Mu; < Muy, then we can say that us is
a viscosity sub-solution of (P1), and also us < u; in RY. By induction over n, we obtain:

0< - <up < <uy <up <up. (21)

We can see that, if |uglo < k, then wug is a viscosity solution of (P) and then we refer
to [3], [2] for error estimates. Suppose now that |uglo > k&, and let 1 € (0,1) such that set
pluolo < k.

Theorem 3.1 We have that, for all n,

Up — Unt1 < (1 —p)"|uolo- (22)
Proof: Let n € N, and 6,, € (0,1] be such that

Up — Unt1 < Optiy, in RY. (23)

(By (21), this holds at least for 8,, = 1.) Rewriting (23) as (1 — 6,,)u, < up4+1, and using
proposition 2.1, get

(1 =0n)Mup + 0,k < (1 —60,)Muy, + 0, M0 < M[(1 — 0,)un] < Mugpq. (24)

We now prove that
(1 - 077, + ,uon)un+l S Un+2, (243)

where u,42 is the viscosity solution of (Pn+2). Since w,q1 is the viscosity solution of
(Pn+1), and f~(x) > 0, for all x and for all «;, we have that (1 — 6, + pub,)upt+1 is a
viscosity sub-solution of sup, L% (x,Dv(x)) = 0. Moreover, by the construction of the
sequence (21), and by (24), we have

(1 =0, + pbp)unt1 < (1 —0p)unt1 + pbnluolo, (25a)
Mupi1 > (1= 60,) Muy, + 0, k. (25b)

Taking the difference between (25a) and (25b), and knowing that w,.1 is the viscosity
solution of (Pn), we have

(1 - 011 + Hgn)u77,+1($0) - Mun—!—l(mO)

< (1= 6n)unt1(zo) + u0nluolo — (1 — Opn) Muy,(z0) — Ok
S (1 - on)un+1($0) + onk - (1 - gn)Mun(xO) - onk S 0.

So we can say that (1—6,, + ud, )u,+1 is a viscosity sub-solution of (Pn+2). The comparison
principle implies (24a), or equivalently

Un+1 — Un+2 S 977,(1 - ,U/)un+1- (26)

RR n° 5606



12 J. Frédéric BONNANS , Stefania MAROSO , Housnaa ZIDANI

As in [14, Proof of theorem 4.2], by the inequalities up —u; < ug in RY, we obtain u; —us <
(1 — p)uy in RN, Then we can take §; = 1 — 1 and we obtain us — uz < (1 — p)?us, and by
induction we have

Upy1 — Unyo < (1 — ,U')n+1un+1 <(1- /v‘)n+1|u0|0- O (27)

By (21) and (22), we can find a function u € C(R"), such that |u, — ulp — 0, when
n — 4o0o. Proposition 2.1 and the stability of solutions imply that u is a viscosity solution
of (P). Then we can say that u,, converges to u, the unique viscosity solution of (P), when
n — +oo. We want to estimate an upper bound of u,, — u for an arbitrary n. By (22) and
since (1 — ) < 1, we obtain that, for all n > 0,

+oo _ n _ n
Up — U < Z(l - ,u)i|uo|0 = %Wob = %WMO' (28)

3.2 Cascade for the numerical scheme

As we have done for the equation (P), we will approach (S) by a sequence of equations.
Let uno € Cy(RY) be the unique solution of

S(h, x,up(x),un) =0, xcRY. (S0)

Since Muy is continuous, there exists a unique solution uy; € Cy(RY) of

max{S(h, z,un(x), up); un(x) — Mupo(x)} =0, 2 € RV, (29)
For n =2,3,---, we note up, the unique continuous and bounded solution of
max{S(h, z, up(x),un); un(x) — Mupm_1)(z)} =0, =RV, (Sn)

The function uy; is a sub-solution of (S0), and then up; < upo in RY. Using remark 2.4
and assumption (S5), we verify that u; = 0 is a sub-solution of (29) in RY, and then we
have 0 < up; < upo in RY. Proposition 2.1 implies that 0 < Mup1 < Mupg, then ups is a
sub-solution of (29), and hence uxs < up; in RY. By induction on n, we obtain

0< - <upp < Supz < upt < upp. (30)

As in subsection 3.1, we suppose that |uglo > k. Then, since ung — ug, we have also
|urolo > k and we can choose u € (0, 1) such that p|uplo < k, and p|upolo < k.

Theorem 3.2 For all n we have

Uhn — Up(nt1) < (1 — )" [unolo- (31)
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Proof: We use the same methods as in theorem 3.1, taking some 6,,. The unique difference
is that we have to show that (1 — 0,, — 6, )up(n11) is a sub-solution of (Sn+2), which can
be written

max{S(h,x,un(r), un); un(x) — Muppin(r)} =0, x€ RY.

With the monotonicity of S, we obtain the result. O
We have proved that up, converges to the solution uy, of (S), for n — +o0o0. Moreover we
have

—+oo
. 11— )"
Upp — Up < Z(l — 1) lunolo = %W}zob- (32)

4 The upper bound for the cascade problems

In this section we will use the methods of [3], [2], to obtain an upper bound of u,, — up,, for
all n. We start with the case n = 0, and then we will study the general case n > 1. Finally,
we will use these estimates to obtain the upper bound of u — uy.

4.1 Problem without impulsions
Consider the problem (P0) and its viscosity solution ug € Cj,;(RY). Let

[c*]1]uolo + [f*]1
L, :=su : —.
o 1 07 — b,

We recall here the result of [17, Lemma A.1].
Lemma 4.1 L,, is an upper bound of the Lipschitz constant of ug. O

Consider the scheme (S0) and its solution upy € Cp(RY). We recall that L* and S
satisfy assumptions (A1-A2) and (S1-S5). An upper bound of ug — upo has been obtained
in [3]. Here we need to rewrite some ideas of this paper, in order to detail constants which
appear in various proofs. The auxiliary equation (see [18])

sup L% (z + e, Dug(z)) =0, z e RV, (POP)

a;EA,le|<e

has a unique viscosity solution u§ € ObJ(RN ). Let ug. the mollification of u§, defined as in
(8). We give now a lemma useful in the sequel.

Lemma 4.2 Let g € Cp,;(RY), and its mollification g.. Set e = |h|7. Then, J being defined
in (53), i
Q(ge) < [J|Kelglolh]™. (33)
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Proof: Using (10), get
Qlse) = Kelgly S Al = Kolglo 37 AP0~

icJ icJ

Since (1 — i) + k; > 7, for all i € J, we obtain the result. O
We recall here the result of [2, Proposition 3.2], where we detail some constants.

Proposition 4.3 Let ug € C,(RY) the viscosity solution of (P0), and upo € Cp (RY) the
solution of (S0). Then we have

ug(x) — upo(x) < Colh?, VaeRY, (E0)
Co = |J|Kcluglo + R, (34)
where R depends only on the constant K of assumption (A1).

Proof: In [3] the authors verify that ug. is a classical sub-solution of (P0). By the consis-
tency hypothesis (S3), (10) and lemma 4.2,

S(h, z,upe(), uoe) < Quoe) < |J|Keluglolh]?, =z € RY.

Monotonicity implies that uge — |J|Kc|u§lo|h|” < upo- By [3, Lemma A.1], we have that
|ug — uge| < Re, where R depends only on K defined in (A1). So we have the result. O

4.2 Problem with n impulsions, n > 1

Consider now the problem with n impulsions (Pn), for n > 1, and its viscosity solution
un € Cp (RY). We generalize here the method of [3], by introducing the perturbed equation

max { sup L% (x + e),Du;,(x));us (x) — ./\/lun_l(x)} =0, (PnP)
a;,le|<e

that has a unique viscosity solution uf, € Cj,;(RY). The next result, proved in the appendix,

gives upper bounds of Lipschitz constants of wu,, and us,.

Lemma 4.4 Let u,, and uf, denote the viscosity solutions of (Pn) and (PnP) respectively,
for n > 1. Then we have
Ly, = Ly,, (35)

n

[c® 1 |uglo + [f*']

Lye = max (Ly,; SBLP T oo 2 = b O (36)
Using the same methods as for sequence (21), we can show that
0<--<uf, < - <uf <uj. (37)
Combining with (36), get
0< - <Ly <+ < Lyg < Lys. (38)

The following result is proved in the appendix.
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Proposition 4.5 Let u,, and uS, be the viscosity solutions of (Pn) and (PnP) respectively,
and Ay, v be defined in (61). Then

[un —ugplo < Aun,u;ﬁ
Relations (38), (61), (21) and (36) imply the following result.
Lemma 4.6 0<--- <Ay, ye < < Ayyug < Ayyug. O

Proof: This follows from the expression of coefficients A, e, i = 1,...,n, given in (61),
combined with lemma 4.4 and relation (38). O

We can give now the error estimate.

Proposition 4.7 Let u, € Cp(RY) be the unique viscosity solution of (Pn), and un, €
Cy(RYN) the unique solution of (Sn), n > 1. Then we have

Un () — upn () < Cplh|7, (En)
Cn = C'nfl + 14un,uf1 + Lufl + Lu0~ (39)

Proof: For all n € N and € > 0, we denote by u, the mollification of uf,. We prove the
proposition by induction over n. Take n = 1. We show that uj. — Cy|h|’ — Ly,€ is a sub-
solution of (29). Applying the classical methods (see [3], [2], [5]), since L., = L,,, we have
that u1e — Ly, € is a classical sub-solution of (P1). Using the consistency hypothesis (S3),
proposition 4.3, the equality Q(u1c — Ly €) = Q(u1e), and the monotonicity of S, obtain

S(h7 x, ule(x) - -[iuoe - Q(ule)a Ule — Luo6 - Q(ule) S 0
ure(2) = Luge — Colh|T < Mupo(x).

We deduce that u1(z) — Ly, e — max{Co|h|?, Q(u1.)} is sub-solution of (S1). By lemma 4.2,
and by (37) and (34), we obtain

Q(ui) < [JIKc|uflo|h|" < |T|Kcluglolhl” < Colh[".

Then max{Co|h|7, Q(u1c)} = Co|h|7, which implies u(z) — Co|h|? — Ly,e < upi(x), for all
x. Hence, with (9) and proposition 4.5,

ui(x) —up1(z) = ur () —ui(xr) + ui(x) — uie(x) + uie(xr) — upi(z)
< Auyus €+ Lyce + Lyge + Colh|.
Setting € = |h|7, we obtain that (39) holds for n = 1.
Now we suppose the proposition true for n — 1. The same methods as before, the as-
sumption of induction and lemma 4.4 give us the result. O
So we have obtained that, for all n > 1, u,, — up, < Cp|h|7. We set
Dy :=Cp —Cnot = Auyug, + Lug, + L.
Lemma 4.6 and relation (38) imply that D,, < Dy, and hence, by (39):
Cn, < Co + nDy. (40)
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16 J. Frédéric BONNANS , Stefania MAROSO , Housnaa ZIDANI

5 The lower bound for the cascade problems

In this section we will use the methods of [3], [2], to obtain a lower bound of u,, — upy, for
all n. We start with the case n = 0, and then we will study the general case n > 1. Finally,
we will use these estimates to obtain the lower bound of u — uy,.

5.1 Problem without impulsions

Consider problem (P0) of solution ug € Cy;(RY), and the scheme (S0) of solution upg €
Cy(RY). We recall that L and S satisfy assumptions (A1-A2) and (S1-S5). A lower bound
of ug — upo has been obtained in [3]. Here we need to rewrite some parts of this paper, in
order to give explicit bounds of constants which appear in the different proofs. Consider the
following switching system, which approaches (P0),

max{ L (2. Do?(a))so (o) — min{of (@) + £}} = 0, (S50)

JF

forzx e RN, ieZ={1,...,M},and £ > 0. Let v° = (v,...,9%,) be the unique viscosity
solution of (8S0), v° € Cp;(RY)M. By remark 2.4, we have that (0,...,0) is a viscosity
sub-solution of (SS0), hence 0 < v{(z), for all i € T and z € RY.
For every i, v{ converges to ug, when ¢ — 0. We rewrite here the result of [2, Theorem
2.3], which give this rate of convergence.
Lemma 5.1 Let ug and v° be the viscosity solutions of (P0) and (SS0) respectively. Then,

for all i, we have
0 <o) —up < CO3, (HO)

where C' depends only on K, defined in (A1). O

5.1.1 Error Estimate

Consider the following perturbed switching system (SS0)

max { IiI\l<f L (x + e, Dw®(z)); w®(z) — m;n{w§° (x) + €}} =0. (SSOP)
e|<e j#i
We denote by w’ = (wf<, ..., w)5) the unique viscosity solution of (SSOP) in Cj ;(RY)M.

We have 0 < w¢(x), for all i and for all .
The following result is proved in the appendix.

Lemma 5.2 Let v° and w be the viscosity solutions of (SS0) and (SSOP) respectively.
Then, max; [v) — w|g < €A0 y0c, where Ayo yoe is defined in (61). O

Consider v defined in (18). We have the following result.
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Error estimates for a stochastic impulse control problem 17

Lemma 5.3 Given g € Cy(RY), its mollification g, and ¢ = |h|*Y, we have that, for J
defined in (S3),
Q(ge) < [J|Kclglolh|™. (41)

Proof: By (10), we know that

Q(ge) = Kelglo Y e 7 |hl* = Kelglo Y [pP0 7027,

i€J icJ

Since 3(1 — i)y + k; > v, for all i € J, we obtain the result. O
We recall here the result of [2, Theorem 3.5], where we detail some constants.

Proposition 5.4 Let ug € Cy (RY) be the viscosity solution of (P0) and upg € Cp (RY)
the solution of (S0). Then, we have

uno(x) —uo(x) < Colhf2, VxRN, (E0)
Co = [J|K|Jw*|o + R, (42)
where R depends only on K defined in (A1), and J is defined in (S53).
Proof: We recall the ideas of [2, Theorem 3.5]. We set

m := sup {uno(y) — g0()},
yERN

where go = min;e7 w%. Computations of [2, Theorem 3.5], combined with lemma 5.3, gives
m < |J|Kcwi|o|h|2, (43)

where J is defined in (S3). Applying lemma 5.1, lemma 5.2, and (43), we have that, for all
1 €7,

sup (uno(w) — tio(¥)) < m + sup (wg; (x) — wi*(x)) + sup (wi* (z) — v}(x))

+sup (v7 () = uo(@))

< |TIEwlo Y e TRl 4 Ce + Ayo yoee + CIY3,
ieJ
where C' depends only on K defined in (A1). Choose ¢ = |h|*2 and [ = 4¢L,,0-, where Lo
is an upper bound of the Lipschitz constant of w"¢. By lemma 5.3, we have

sup (uno(x) — uo(x)) < Ro(2|h[*2 +[h|2) + | J|Kc|wg®lo|h [,

where Ry depends only on K defined in (A1). Setting R = 3Ry, we obtain the result. O
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18 J. Frédéric BONNANS , Stefania MAROSO , Housnaa ZIDANI

5.2 Problem with n impulsions, n > 1

We generalize here the methods of [3]. Consider problem (Pn) and its solution u,, € Cj,;(RY),
defined in section 3.1. We know that Lo is an upper bound of the Lipschitz constant of u,,
for all n.

Then consider the scheme (Sn) of solution us, € Cy(RY), defined in section 3.2. We
recall that L% and S satisfy assumptions (A1-A2), (S1-S5). Consider the following switching
system which approach (Pn):

mas L% (2, Do (2));0f (2) — min{o (2) + £);00@) ~ Mun 1(2)) =0, (85

j#i
for z € RV and i € T = {1,...,M}. Under assumptions (A1-A2), (SSn) has a unique
viscosity solution v™ = (v}',...,v%,) € Cp (RV)M. By remark 2.4, it is easy to see that

(0,...,0) is a viscosity sub-solution of (SSn), and that v™ is a viscosity sub-solution of
(SS(n-1)), for all n. We can build, then the following sequence

0<-+ <of(x) <+ <vj(z) <vf(a),

for all ¢, and for all x.

5.2.1 Convergence of the switching system

Using the same methods as in [2, Theorem 2.3|, we introduce an auxiliary switching system

max{sup L% (z + e, Dv}*(x)); vi"*(x) — IJH;?{U;LE () + L300 (x) — Mup—1(x)}, (44)

le|<e
and denote by v"¢ = (v€, ..., v7) its viscosity solution in Cy;(RY)M. As before, we have
that n +— v*(x) is non-increasing, for all ¢ and for all x.

We can give now the following result about the convergence.

Proposition 5.5 Let u,, and v™ be the solutions of (Pn) and (SSn) respectively. Then, for
all i, we have

0 S 'U;’L — Un S Hv",vneél/Ba (Hn)
where Hyn yne is defined in (61).

Proof: We start by giving the proof for n = 1. Consider w = (u1,...,u1) (a vector with
M components equal to u1). Then, for every ¢, we have:

L% (xz,Duy(x)) <0

ui(z) <up(x) +¢ = uy is a sub-solution of (SS1) = wuy () < v (),

up(x) < Mug(x)

for all z € RY, i € Z. We show that, for all i, vL — Ce~2 — L, ¢ is a sub-solution of (P1),

where
C = Cylsup(lo“ o+ [b% |0 + |c*|o)- (45)
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With classical methods (see [3], [2], [5]), we have that v} is, for all 4, a sub-solution, in
the classical sense, of
L% (x,Dv(x)) =0, V2 € RV, (46)

The definition of switching system implies that |v}¢ — vj¢| </, for all i, 5. Combining with
(10), we obtain

C
|Lo"i(x,Dv€1j(x)) — L% (z, Dv)(2))] < —,Vi,jeL, etVzxe€ RV,
€

Since v’; is a sub-solution of (46), this implies

C
L% (z, Dv;(x)) < = Vij, andVae RV, (46a)

Consequently v}; — Ce~? is a classical sub-solution of sup,, L* (z, Dw(z)) = 0. Moreover,
by the definition of the auxiliary system, we have that v}¢(z) — Mug(z) < 0, for all i € Z,
and for all z € RY. Let u be the mollification of ug, defined as in (8). Then, we have
vl (x) — Muge(z) < 0, which implies v}, (z) — Mug(z) < Ly,¢, and also

vY(x) — Lyge — Ce? — Mug(z) <0, Vo € RY.

€1

Hence, for all z € RY, we have

SUDPq, L (CE, D(velz - C)(it)) < LUDG,
vl (z) — Mug(x) < Ly,e+ C.

So v}, — Ly,e — C is a viscosity sub-solution of (P1), and we have v, (z) — Ly e — C < uy(z),
for all z € RY. Finally we obtain

C, .
v} (x) —ui(z) < e—g s;lp(b—az

0+ [0

0+ |c*

0) + (LUO + Lyie + 141)171)16)67

for all z in RY. Minimizing with respect to €, obtain
v (@) — ui(x) < Hyr e 03

The result for n > 1 can be proved similarly, using L,,, , = Ly, as an upper bound of the
Lipschitz constant of wu,_1. O

5.2.2 Error Estimates

Consider the following perturbed switching system which approaches (Pn),

mase{ inf L (¢ -+ e Dul(x)) s x) ~ min{uy(x) + £}
e|<e JF#i
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wi(x) — Mup_1(z)} =0, (SSnP)

and its unique viscosity solution w™® € ObJ(RN )M . As before, we can prove that 0 < --- <
wle(z) < - < wlf(x) < wd(x), for all i and z. Let g" := o™, v, w"¢. Then, we set

Lgn := max (SUP [ca]il,%n]'% i_ {(J:]]ll ) Luo)' (47)

i, 1-

We have the following results, which are showed in the appendix.
Lemma 5.6 Let g" :=v", v™¢, w™*. Then max;[g}']1 < Lgn. O

Lemma 5.7 Let v", v"™ and w"® be the viscosity solutions of (SSn), (44) and (SSnP)
respectively. Then, we have

mlax|vgZ — 0o < Ayn ynee, max [ — wi€lo < Ayn wnee,
where Ayn yne and Ayn yne are defined in (61). O
The following result in proved in theorems A.1 and B.3.
Lemma 5.8 Let g' :=v', v, w', and let L, be defined as in (47). Then
Ly << Lgp<Lg,

A’U",U}"5 S s S Av17w1€ S Av07w0€,

Apn gne <--- < Avl’vu < A,UO’,UOE. 0.
We can give now the lower bound.

Proposition 5.9 Let u,, € Cy,;(RY) the viscosity solution of (Pn) and let up, € Cp (RY)
the solution of (Sn), n > 1. Then we have

Upn () —un(z) < C, |0, VYV eRY, (En)
C, =C, 1 +12Lyne + 4Ly, + Ayn wyne + Hyn yne (6Lyne )3, (48)
Proof: The proof is by induction over n. Let n = 1, and let

m = set%pN{Uhl(y) -9}, (49)

where g = min;c7z w);. For [ >0, let

my = set%pN{Uhl(y) —9(y) —19(y)},
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where ¢(z) = (1 + |z|?)*/2. Let z be such that m; = up1(zo) — g(xo) — ld(xo). Then we

have also m; = un1(zo) — wl, (xo) — Ip(x0), where wl; (z0) = minjez wl; (o). After some

computations (see [2, Theorem 3.4]), we can say that, if € < (6L,.)" 1, then

w(y) — n;in{w}é(y) +1} <0, Yy e B(zg,2e). (50)
J7Ft0

Then, equation i¢ in the system (SS1P) becomes

max{lil‘gf L% (y + e, Dw; (y)); wi (y) — Mug(y)} =0, y € B(wo, 2€). (51)

We have to study two cases.
CASE 1: There exists Z € B(xo, 2¢) such that

wE(T) = Mug(z), ie. w(z)=k+ irglf{uo(f +&) + (&)}
Then, for all y € B(xzo, 2¢),

Wiy () + A(Luse + LugJe > b+ inf{uo(y +€) +e(6)).

Counsider now Mupo(y) — Mug(y). By proposition 5.4, we have that Mug(y) > Mupo(y) —
Cy|h|X. Then, we obtain

Wil (y) + 4(Lore + Lyg e + Colh|X > k + f{unoly +€) +e(€)},  Vy € Blao, 2).

Since up1(y) < k4 infe{uno(y + &) + ¢(€)}, for all y € B(zo, 2¢), hence
up1 (o) — wl, (x0) < 4(Lype + Lyy)e + Colh[2 + Lyice = (5Ly1e 4+ 4Ly, )e + Co|h[2,

which implies
my < (BLy1e + 4Ly, )e+ Colh|E — Ip(x). (52)

CASE 2: For all y € B(xg, 2¢), we have
wis (y) < Muo(y).
The classical methods (see [2], [5]) imply that

sup L (xg, Dw’; (20)) > 0.

S E’io
We can apply the consistency hypothesis, to obtain
—ClL < S(h, wo, (w}y, +16)(x0)), we;, + 1) + Q(we;, + 19)

= 8(h, zo, (wes, + 1) (x0), wey, +10) > =Q(wg;, ) + O(D).
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Monotonicity implies that

S(h, o, (wh, +16)(w0), whi, +16) < S(h,@o,un (x0) = mu, wy — m)
—my + S(h, xo, ur1 (o), wn1)

—mj.

VARVANIVAN

The last inequality follows from the definition of (S1). Then, we have
mi < Qwg,) + O(D). (53)

CONCLUSION:
By (52) and (53), we obtain that

m; < max {5Lw16 + 4Ly, )e + Colh|2 — 1p(z); Q(wl;,) + O(1) }

Then, if | goes to 0, we can conclude that

< {5 L + 4Luu)e + Colh2s Koo Y et
i€J

Hence
1 1
Upl — UL = Upl — We; + We; — U

<m+wh —wi€ +w — v} +of —uy

< max {(5Lw16 + 4Lu0)e + Qo|h|l; Kc|w15|0 Z 61_i|h
ieJ

:

If we set € = |h|2, and ¢ = (6Lw'c), as in the case without impulsions, we obtain

L+ Lyee 4 Ayt gprce + Hyr 113

upy —uy < max{(12Ly1e + 4Ly )R> 4 (Co 4+ Hyr e (6Ly1c) )| h]2;

(TLy1e)|BP2 + (| T Ke|w o + Hyt e (6L ) ?)|R]2}.

Since |J| K |w'¢|p < |J|K.|Jw’|o < C,, the “max” is realized by the first term. Then we have
the result.

Suppose now that (En) and (48) hold for n — 1. The same methods as before, the
induction and the fact that L,,, , = L,,, give the result. O

We set

D, :=C, —C,_  =12Lynec + 4Ly + Ayn + Hy(6Lyne) /3. (Dn)

n

Lemma 5.8 implies that
Qn < Qo + nQo- (54)
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6 Proof of theorem 2.8

Before giving the proof of theorem 2.8, consider the following result. Let ¢ : R — R,
é(z) = a® + bz, where 0 < a < 1, b € RT. Let m := min,en¢(n). Then we have the
following elementary lemma that we state without proof.

Lemma 6.1 (i) ¢ attains its minimum over R at r := log, (— IL), where —b/Ina > 0,

since a < 1.
(ii) If —t= > 1, then r <0, and hence m = ¢(0) =1 < — .
(iii) If —3= < 1, then

m < ¢([r]) =al"l +b[r] <a” +b(r+1) = ;& +b(1oga (5a) + 1)- R

Proof of theorem 2.8, page 7 We start by proving the upper bound. Consider the
following decomposition:

sup (u(z) — un(w)) < sup (u(z) = un(w)) + sup (un(2) = unn(z)) (55)

x

+sup (upn () — un(x)),

x

for all n < +o0. Using u — uy, <0, Uy — upp < Cplh|7; Unp — Unoo < (1;")71 |urolo, and (40),
obtain

sup (u(z) — up(z)) < (Co +nDy)|h|7 + wwhob. (55Db)

x

Let ¢(n) = (Co +nDo)|h|7 + (1_:)n |unolo, and let m := min,en ¢(n). Applying lemma 6.1
and the fact that » < [r] <7+ 1, we obtain that

~ b 5 Doulh|” .
Cu—uns <00+<m<710m>)|’1|”’ i T 2 1

o u—up < {— m(llj—gu) +Co + Do(log(lu) ( M) + 1)} |h|7, otherwise.

" Tunolo In(T—p)

Hence we have the result. We prove now the lower bound. Consider the following decom-
position:

sup (un () — u(w)) < sup (un(w) = wnn (7)) + SUP (unn () = un(w)) (56)

+sup (un(x) —u(z)),
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for all n < 4o00. Since up, — Unn <0, Upy —up < C, |02, up —u < (17#“)n |uolo, and (54), we
obtain

1 _ n
up —u < %|u0|0+go|h|7+ngo|h|7. (56b)
Applying lemma, 6.1, we obtain that

D, . Dyplh|> .
e up —u < <QO + m) |hI2, if _Iuoloollil(l—#) 21

D Dy |h|2 .
o up —u < [— s + o —I—Qo(log(lu) (— m) + 1>} |h]|X, otherwise.

Hence we have the result. O

A The upper bounds of Lipschitz constants

Proof of lemma 4.4 page 12. We prove this lemma by induction. Let n = 1, and set

Mme, :=supd(z,y) = sup {ui(z) —ui(y) — dlz — y> — ex(Jz* + [y*)}.
T,y z,yeRN

Let m., = ¢ (w0, yo). By Ishii’s lemma (see [9]), there exist X, Y € SV such that

0 < max{sup L (yo, u1(yo), py, Y ); u1(yo) — Muo(yo)}

[e23

— max{sup LY (xo, u1 (o), Pz, X ); u1(x0) — Mug(z0)}, (57)
where
Pz = 26(xo — Yo) + 2€120, Dy = 26(x0 — Yo) — 2€1Yo, (58)

<)0( _OY)<5<_II }I)+2el(é?). (59)

0 < max{sup[L~ (yo, u1(y0), Py, Y) — L (x0,u1(x0), pe, X)|;

Then, (57) implies

u1(yo) — Muo(yo) — u1(zo) — Mug(wo)}-

We can reduce us to study two different cases.
CASE 1: u1(yo) — Muo(yo) — (ur(zo) — Mug(zo)) = 0.
This last inequality implies that w1 (o) — u1(yo) < Luy,|To — yo|- Then we deduce that

Mey < Lu0|x0 - yO| - 5|l‘0 - yO|2' (60)
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Setting 7 := |z¢ — yo|, and noting that max, (L,,r — 6r*) = L} /46, we obtain

2
Me, < 450.
Applying [17, Lemma 2.3], for fixed ¢, we have that
lim me, = sup {ui(z) —ui(y) — 8|z — y[*} :=m,
€1—0 z,y€ERN
and hence 9
< o,
="
Then we have, by definition of m,
L, 2 N
ui(z) —w(y) < = +ole —yl", Yo,y e R

L2 .
Use mins <ﬁ + 0|z — y|2) = Ly,|z — y|, to obtain

ur(z) —ur(y) < Ly |z —y|, Y2,y € RY.
CASE 2: sup,, L™ (yo,u1(y0), py, Y) — sup,, L (xo, u1(z0), pa, X) = 0.
This is the standard case (see [17, Lemma A.1]), and we have that

[ Jaluilo + [f*']x N
ui(x) —u <su - — |z —y|, Vz,y,€ R".
1( ) 1(y) aip 1— [O’al]% _ [bal]l | |

In conclusion, we obtain

[e® 1 |ualo + [f* ]
L,, = max<q L,,;su .
' { S P

Since by (21) |u1]o < |uolo, using the definition of L, we have L,, = L.
We compute now L,;. With the same methods as before, we obtain

[ Tafuilo + [f*]x
Lys = Loyy;
= i P T g e

In this case we have not estimate between |ug|o and |u$|o, hence we must give the result in
this form.
Suppose now that lemma, is true for n — 1, i.e.

[c*J1lus,_qlo + [f*]1
Lunes = Loy Lu,_, = max (L“";SEP 1 — [0 — [b™i]y )

Applying the same method as before, we can show that

[c*Tifun—1]o + [f* 1
L, =max(L,, ,;su .
(om0 T e = By )

Induction and definition of (21) give the result. The same for L,.. O
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Proof of lemma 5.6: We start by computing L,1. We set

me, = sup ¢i(z,y) = sup  {vj(z) —vi(y) — dlz —y[* + ex(xf* +[y|*)}.
4,T,Y z,yeERN €T
Let m = ¢;(z0,y0),i-e. (J, zo,yo) attains the supremum. Let A := {i € Z, (i, z0,yo) attains the supremum}.
Then, by [2, Lemma A.2], there exists 79 € A, such that v} (yo) < minjui, {vj(yo) +(}. The
definition of viscosity solution, and Ishii’s lemma imply the existence of X, Y € SV such
that
max{ L (zo, v}, (x0), pzs X); v}, (0) — min{v}(xo) + 1}

v} (20) — Mug(zo)} <0,

0
o (40), Py X); 03 (o) — Muo(yo)} > 0,
where p,, p,, X Y satisfy (58) and(59). The we can reduce us to study two cases.
CASE 1: Vi (y0) — Muo(yo) — (vj, (= ) Mug(z0)) = 0.

This last inequality implies that v} (20) — v}, (y0) < Lu, |20 — yo|- From now on, we continue
as the case 1 of the precedent proof, and we have

vi(z) — v} (y) < Luglz —y|, Vo,y e RN, Vie T

3

max{ L% (yo, v;

M: Lo (y07 U}O (yO)apya Y) — L%o (iCOa U}O ($0)7Pm7 X) > 0.
This is the standard case (see [2, Lemma A.2]), and we have
e Talvilo + [f*h

vl(@) ~ i) < swp

K3

|t —y|, Va,y,e RN, Vie T
i 1= o] = [b*h

Then we obtain

[ alvilo + [f*]y

1= o]} = by

The same computations lead us to obtain Lvu, and L,:.. For n > 1, we apply exactly the
same method. We only need to recall that L,, , = L,,. O

L, = max (Lu07 sup

Theorem A.1 The sequences (Lyn)n, (Lyne)n, (Lyne)n are non increasing.

Proof: We prove this theorem for (L,=),, the other cases are similar. Using lemma 5.6,
and since (v]'),, is a decreasing sequence, we obtain that (L,» ), is decreasing, and then we
have the result. O

B Constants A;

We begin this section by introducing the following notation. Let ¥, ¢ € Cp, ;(RN)M | M > 1.
We define constants Ay, and Hy , as follows

3

P,
S7hihd . (61)

App =2k \[kY? + kP, Hypi=

where
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k1 = sup,, {[o“]1 + [b*]1},

kY = supy, {2 (Ly+Ly)2(2[0% 3 +4+2[6%]1) + 5 (Ly + L) (Y] Alglole® ]+ [f*]1 +
Luy)},s

ky? = supq, {[¥o A lelole®]r + [f* )1}
hy == (Cpsup,, (

Iy = (L + App + Lu ).

0% o + [b% |0 + |c°”|0))1/3, C,, depends only on p.

We give here an extension of the comparison principle of [3, Lemma A.1].

Proposition B.1 Let u, and v, the viscosity solutions of two equations like (Pn), for
n > 1, with coefficients o, b, ¢, f and G,b, ¢, f, respectively. Then, we have

sup{un,(z) — v, (x)} < 2k (k;‘"’”")l/Q + kg,

where
o ki = Supai{|5ai — 0% |(2) + |Bai - bm%};
2
o kynn = sup,, {Leatlul (90012 4y ofpe)y) 4+ Leatluad (ju, o A fvalole s +
[fa'i]l + LUD)}:
o kg = sup,, {[unlo Alonlole* — ™o +[F* = f*[o}

Proof. We prove the proposition for n = 1. We apply the same methods as in [3, Theorem
A.1]; we set

m = sup ¢(z,y) := sup{u; () — vi(y) — S|z —y|* — er(|z|* + y|*)}.
x,y x,y

Let m = ¢(x0,y0). Applying the notion of viscosity solution and Ishii’s lemma, there exist
X,Y € SV such that
0 < max{sup L% (yo, v1(y0), Py, Y); v1(y0) — Muo(yo)}

—max{sup L (2o, u1(%0), pz, X ); u1(zo) — Muo(wo)}, (62)

where (pz, py, X, Y) satisfy (58)-(59). Using 2¢(zo,y0) > ¢(20, o) + ¢(yo, Yo), obtain

Ly, + L

|zo — yo| < Lo (63)

Now we have to study two different cases.
CASE 1: v1(yo) — Muo(yo) — (u1 (o) — Mug(zo)) > 0
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This last inequality implies that uq(z0) — v1(¥0) < Lu,|To — yol|, and, using (63), we have
u1 (o) — v1(yo) < Lug(Lu, + Ly, )(28) 71, which implies

1
m < i(Lul + Loy )Lyt (64)

CASE 2: sup,,, L (y0,v1(y0), Py, Y) — sup,, L% (20, u1(z0), p2, X) = 0.

This is the standard case, and we use the same computations as in [3, Theorem A.1], de-
tailing all constants. For the bounds of —tr[a®i (yo)Y — a® (z0)X], (b% (z0)pz — b (y0)py),
(€% (yo)v1(yo) — ¢ (x0)u1 (o)), (f* (x0) — f* (yo)), we use the estimates given in [3, The-
orem A.1]. Finally we obtain

Lvl + Lu1 )2

3 1
m < 25sup{[o® — oM [§ + [b™ — b7 [} + < sup{(2lo™ [T + 4+ 20" 1) (=

0

o o Loy, 4Ly o o co  rous
+(Jurlo[c¥ ] +[f]0) (FR5—2) Fsupg, {[vifole® —c¥ o+ Fo — fi o} e (1+ w0 > +yol?)-
If we add the two cases, we have

m§2k15+%+k3+61k4a
where
o ki =sup,, {|6% — o2 + b — b2i[3},
o ks = sup, {LotEal oo 4 44 2]y + L) (jufole ]y + [T + Lu)},
o k3 =sup,, {|viloe™ — clo + |f* — f*[o},
o kg = (1+ |zol* + [yol?)-
Since ming{2k18 + %2} = \/2k1 ks, letting €; go to 0, we obtain

m < /2k1ko + k3.

Inverting |ui|o and |v1]o, we have also the symmetric inequality, hence we have the result,
with &;'*""" defined as before. For the general case, we have only to recall that L., , = Ly,
for all n.O

Proof of proposition 4.5. We apply the precedent proposition, using that |g—g| < [g]1¢,
for g = o, b, c, f. Then we have the result.O

Consider now the switching systems. We give here an extension of [3, Lemma A.1].

Proposition B.2 Let v" and w" be solutions of two equations (SSn), for n > 1, with
coefficients o, b, ¢, f and 7,b, ¢, f, respectively. Then, we have

sup{v]'(z) — wl' ()} < (2kky )2+ k5

.1

where
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o+ (b — b

o}
n n 2
o ky " = sup,, {Er Rl (20 ] 4 4+ 2% ]:)
+ Bt Bu) (jyn o A fw" o[ ]y + [f 1 + Lug)},

e ki =sup,, {|0% — o

o k" = supy {[v"]o Awfole™ — o+ | £ — o}

Proof. We prove the proposition for n = 1. We apply the same methods as in [3, Theorem
A.1]; we set

m = sup ¢;(x,y) := sup{v; (x) — w;(y) — dlz — y|> — ex(|z> + |y[*)}-

x,Y,1 Z,Y,?

Let m = ¢;(z0,%0), i-e. (J, Zo,yo) attains the supremum. Let A := {i € Z, (¢, 20, yo) attains the supremum}.
Then, by [2, Lemma A.2], there exists iop € A, such that w; (yo) < minj;,{w;(yo) + 1}.

0
Applying the notion of viscosity solution, and Ishii’s lemma, there exist X,Y € SV such
that

0 < max{L° (yo, w}, (y0),py, Y); wi, (yo) — Muo(yo) }
(65)

10

_ maX{Lam (5507 Uz‘lo (xo),pgc, X); vk (xo) — g&i};{v}- (xo) + f}; ”z‘lo (xo) — /\/luo(xo)}7

where p, py, X and Y satisfy (58) and (59). Continuing as in proposition B.1, we obtain
the result. O

Proof of lemma 5.7. We apply the precedent theorem, using that |g — g| < [g]1€, for
g = 0-7 b7 C7 f' D

Theorem B.3 We have that
Apn <o < Aye < Ay,
Ayn < o< Ays < Ay
Proof: The form of Ay and L,, g = v',w’, i > 0, defined in (61) and (47) respectively,
imply the result. O
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