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Abstract:  The Infostations system has been introduced to recover the bottleneck of
the cellular networks in terms of cost and bandwidth. In this system, small and separated
islands of coverage provide intermittent but very high speed rate. The short time the mobile
terminal spends in the coverage area has direct impacts on the network performance. The
mobile terminal is involved to hide the discontinuous coverage by buffering data in its local
cache. The mobile terminal is concerned to maximize the utilization of the bandwidth
during the coverage time. To do so, it is essential to avoid the bandwidth wasting due to
the overall delay, mainly, the delay occurred when the mobile terminal enters new point of
attachment. The network must be able to identify the next point of attachment before the
mobile terminal reaches it. This work analyses two well known solutions proposed to handle
the mobility prediction in wireless networks. One sees the limitation of these protocols to
enable the mobility prediction in the Infostations system. A new mobility prediction protocol
is proposed to handle a neighbor graph table that dynamically configures itself according
to the terminals’ mobility. This protocol is named NDP, Neighbor Discovery Protocol.
NDP takes into account the different constraints of the Infostations system particularly the
discontinuous coverage. The simulation shows that the the terminals service continuity is
significantly improved thanks to NDP.
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Prédiction de la mobilité dans les réseaux a couverture
discontinue

Résumé : Le coit élevé et le manque de bande passante dans les réseaux cellulaires
actuels ont poussé les chercheurs & proposer un nouveau type de réseaux d’accés appelé
"réseaux d’Infostations", ou bien encore réseau & couverture discontinue. Ce type de réseau
est constitué d’un ensemble de petites zones de couverture disjointes, capables de fournir
un débit élevé (de plusieurs dizaines de Mb/s). Le terminal mobile "profite" des périodes
de couverture et de la large bande passante disponible pour précharger des données, et
masquer ainsi la discontinuité du réseau a l'utilisateur. Dans le but d’utiliser efficacement la
bande passante, une approche possible consiste & identifier le prochain point d’attachement
avant que le terminal ne ’atteigne. Dans ce rapport, nous analysons deux solutions déja
proposées permettant de prédire la mobilité des terminaux dans les réseaux sans fil. Nous
mettons en évidence les limitations de ces protocoles dans le cadre spécifique des réseaux
d’Infostations. Cette étude nous conduit & proposer un nouveau protocole de prédiction
capable de constituer dynamiquement une table de voisins, en fonction de la mobilité des
terminaux. Ce protocole s’appelle NDP, Neighbor Discovery Protocol. NDP prend en
compte les différentes contraintes posées par les réseaux d’Infostations, tout particuliérement
le fait que la couverture offerte aux utilisateurs ne soit pas continue. Les performances de
NDP ont été validées par simulations. Les résultats obtenus montrent que NDP permet une
amélioration significative de la continuité de service des terminaux.

Mots-clé : Réseaux d’Infostations, couverture discontinue, prédiction de la mobilité,
gestion de caches
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1 General introduction

The past few years have witnessed the rise of the cellular networks. These communication
systems were designed with a philosophy of "any-time any-where" service. Users wish to
receive and place calls at any location and without delay, to move while talking without
interrupting their conversations. This requires ubiquitous coverage, which in turn requires
significant infrastructure. A modern cellular system is installed with hundreds of base sta-
tions, at a cost of hundreds of millions of euros, in order that a communication link is always
available. Such any-time any-where service provision becomes increasingly expensive and
suffers from low bandwidth. Currently, GSM (Global System for Mobile communications)
networks offer merely a transfer rate of 9.6 kbps. GPRS (General Packet Radio Service)
networks offer a few ten of kbps and EDGE (Enhanced Data rates for GSM Evolution)
networks provide a transfer rate of some hundred of kbps. Emerging, third generation net-
works, named UMTS (Universal Mobile Telephone Services) aims at supporting up to 2
Mbps services on mobile links.

In our days, several data intensive services are likely to be popular applications, e.g.
stored media. Covering wide areas with high radio bandwidth requires complex equaliza-
tion, due to signal attenuation, multi-path fade, and shadowing effects. Sophisticated radio
engineering will lead to improved bandwidth, coverage, and mobile access, but this will
be expensive, in terms of both capabilities and cost. However, higher performance can be
achieved by combining intelligent network with efficient application and radio design. This
suggests an alternate design for wireless networks where intermittent but very high speed
is provided to the network through Infostations (ISs) [4]. These high data rates over short
ranges have been made possible recently thanks to the advances made in wireless LAN
based technologies. In particular advanced radio technologies using multiple antennas at
transmitter and receiver sides enable very high data rates. As opposed to any-time, any-
where service, we refer to this as "many-time many-where" service. In this architecture,
ISs - small and separated islands of coverage - provide discontinuous coverage, high speed,
low-cost, low-power access to information services in a mobile environment [3]. Owing the
IS scenario with it’s inherently lower associated coverage costs might be an attractive alter-
native to the classical concept of any-time any-where communication networks. ISs could
be placed in urban environments, along highways, airport lounges, building entrances and
many other accessible locations. The mobile terminals (MTs) could be laptop computers or
other mobile devices [5].

ISs design would promote the growth of new applications that may be explored in the
future. ISs may satisfy the needs of a large class of non-latency sensitive applications, includ-
ing streaming, interactive map querying, e-mail retrieval, and web browsing. This design is
called network aware applications and it requires the adaptation of the applications to be
compatible with the IS system [16]. The main challenge of the network aware application
design is to enable MT to continue consuming data without disruption even in non covered
areas. For delay tolerant data, it suffices to provide high speed access in only a few locations,
MT buffers the data as it passes under an IS. Hence, MT may consume stored data even
when it passes through regions of poor network coverage. This way we leverage the mobility
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of the user and the delay tolerance of the data to transfer data only when it is efficient to do
so. Note that since the coverage area of the ISs is small, larger file may need to be delivered
across several ISs.

Several projects have been launched to address this type of networks. In these efforts the
authors have studied particular cases where the ISs deployment is uniform and the users’
movement is already known [3], [5] and [16]. One example of this type of system is studied
by WINLAB (Wireless Information Network Laboratory) [5]. In this project ISs are equally
spaced and the MT velocity is constant. The file delivery algorithm is tested in a network
with one dimensional IS system i.e. high ways. The MT path is known a priori. The
requested file is divided into several segments that should be sent at a likely known time to
different ISs along the path (see Figure 1).

WIRED NETWORK

W IS Info-Station -‘ mobile

Figure 1: WINLAB architecture

Our approach is based on a more realistic case in which ISs are distributed according to
the envisaged traffic and the users are randomly moving in the cells. The main goal is to
investigate the effectiveness of ISs system combined with application aware network design.
We are involved to enable the network to support this type of applications without service
disruption. This requires allowing MT passes under an IS to download data sufficiently to
hide the discontinuous coverage to the next IS, and to hide the hand-off and the delivery
latencies. This delay produces the loss of some expensive radio bandwidth.

The hand-off latency is occurred when MT enters under the next IS. MT must first scan
for available ISs and it must register itself on the suitable IS. This process is called a layer 2
handover. Moreover, MT must verify if its IP address is adequate with the current subnet.
In the case where the current subnet does not accept the current MT IP address, MT must
request a temporary address from the network according to mobile TP protocol [6]. Mobile
IP enables an MT to leave its home network and continue to receive packets sent to its home
address (HoA, the address at its home network). A new entity called the Home Agent (HA)
is introduced in the MT home network for this purpose. The HA is in charge of intercepting
packets addressed to MT while it is away from home, and forwarding them to the MT current
location. Mobile IP specifies that an MT must obtain a topologically correct address in the
visited network, called a care-of address (CoA), and establish an address binding between
this CoA and the HoA. This binding is to be sent to the HA to trigger interception of traffic
addressed to MT, and forwarding toward the CoA (see Figure 2). The registration process
is called a layer 3 handover. After performing layer 3 handover, MT is able to request data
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from the network. MT must wait for data to pass through the fixed network before reach
it. This delivery latency will be repeated each time MT hands over between two ISs and
sends a request to the server. Since the coverage area is small, the short time MT spends
in the coverage area may not be sufficient to perform layer 2 and layer 3 handover and to
bring the information from the server to the IS.

To hide the layer 3 handover the MT’s context must be transferred from the previous
access network to the next access network in a pro-active manner. The MT’s context contains
the necessary information required to realize a hand-off operation. To reduce the delivery
delay, some part of the data that is to be delivered should already have arrived at the next
point of attachment before the user passes under it.

CN‘

Internet
Binding Cache :

HA HoA-MN <=> CoA-MN
AR —

foreign link ? .
Home link

%

MN

Figure 2: Mobile IP process

Performing pro-active context transfer and pro-active data transfer between two points
of attachment should be treated in the ISs system. It requires some mobility prediction
of the next potential point of attachment to be done in the network. We will start by
studying two solutions proposed by the Internet Engineering Task Force (IETF) and the
Institute of Electrical and Electronics Engineers (IEEE). The goal of these solutions is
to enable the mobility prediction in the network. We will show their limitations to be
implemented in the ISs system. Then, a new solution of mobility prediction is described and
validated. It takes into account the different constraints mainly the discontinuous coverage.
The required architecture that should enable us to achieve our goals is described in chapter
2. Chapter 3 describes our solution to handle the mobility prediction in a discontinuous
coverage. Then chapter 4 presents the implementation of the pro-active transfer algorithm
within the simulator.
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2 System architecture

This chapter describes the required architecture. Many problems are treated mainly the
scalability of a large scale deployment of ISs. The next section presents an IETF proposition
of a large scale ISs deployment. Section 2.2 discusses the need for a proxy cache to avoid
service disruptions. Finally, section 2.3 concludes the chapter.

2.1 Introduction

ISs have been introduced by WINLAB with data rate that may reach 50 Mbps or even more.
They can be placed at hot spots according to the envisaged traffic or at regularly spaced
intervals e.g. along high ways, etc. A large scale deployment of ISs is highlighting certain
technical challenges. As outlined in [13], management and control of large number of APs
(ISs in our case) in the network may need significant network signalization load. Distributing
and maintaining a consistent configuration throughout the entire set of ISs in the wireless
local area network (WLAN) is a difficult task. This requires effective coordination among
the ISs to maximize network performance.

WIRED NETWORK

Wl AP: Access Point @ AC: Access Controller

Figure 3: IETF centralized architecture

Figure 3 shows the centralized hierarchical architecture [15] described by the IETF orga-
nization. An access point AP is a layer 2 device which is connected to the access controller
and offers the wireless link connection to MTs [11]. WLAN centralized architecture uses
access controllers (ACs) to improve management scalability, and to facilitate dynamic con-
figuration of the APs that are present in the network. The AC in this architecture may
be co-located with a layer 3 router, and hence may be referred to as Access Router (AR).
The AC may also become a natural aggregation point for the data plane of several APs.
This architecture has several distinct characteristics. First, the centralized architecture gives
much better manageability for the large scale networks and facilitates dynamic configura-
bility. Second, the APs themselves may not implement the full 802.11 functions as defined
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in the standards any more since the IEEE 802.11 functions may be provided by the APs
and the AC together. Closer examination of the AC functions reveals that different resource
requirements (e.g. CPU, memory, storage) may require to being distributed across different
devices [15]. For instance, complex control algorithms can be CPU intensive. Storing and
downloading images and configurations can be storage intensive. Therefore it is possible that
multiple ACs are present in a network for purposes of load balancing as shown in Figure 4.

ACL

B AP: Access Point & AC: Access Controller

Figure 4: IETF hierarchical architecture

2.2 Required architecture

Figure 5 shows schematically our required network architecture where each AC is connected
to multiple ISs via wired network. Streaming flows consume a significant amount of network
bandwidth even in compressed form. For example in the context of web access the mean
value of a video object is about 121 Mbytes [2]. Since the time for which MT is under
coverage is short (few seconds) the objective of our architecture is to send data to MT
as effectively as possible to hide the discontinuous coverage and the overall latency. One
solution is to avoid the service disruption by implementing proxy caches into the network.
The incoming data from the database server can be stored in the proxy caches even when
MT is in the non covered areas. Then, as MT arrives under IS, it starts downloading data
with a high rate to continue running the service up to the next IS without disruption. This is
possible thanks to the high radio rate (several Mbps) which is likely higher than the service
rate (several hundred of kbps). Hence, it is possible to download a significant amount of
information even when MT is in the coverage area for a short time.

The first matter is to choose where these caches must be implemented. We prefer to
install the data caches within the ACs instead of the ISs. In fact, implementing the proxy
caches in the ISs is a very expensive solution since it affects the main infrastructure in the
overall network. More explanation is given in the next chapter. The second matter is to
perform a pro-active context transfer to reduce the hand-off latency and a pro-active data
transfer to reduce the delivery latency. When MT changes the current AC, the MT’s context
and the MT data must be transferred to the next AC before the arriving of MT under it.
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M

-
Database server

WIRED NETWORK

=
‘! ﬁ Proxy server 9 AC: Access Controller

Figure 5: Required architecture

This requires some mobility prediction of the next potential AC to be done in the network.
While it is difficult to predict the next point of attachment exactly, it is possible to find
a reasonable set of candidate points of attachment that are likely to be the next point of
attachment after a hand-off operation [14] [10]. In most cases the whole ways under a point
of attachment take people to some neighbor points of attachment and not to all of them.

In addition to the classical function, AC should play the role of application proxy to
manage its cache. As shown in Figure 6, AC is comprised of a proxy entity and a cache
entity. The proxy entity is responsible for managing the cache entity which is constituted of
many lines of cache (LoC). All data transfer occurs as a result of requests made by MT. The
request reaches the AC, which in turn makes this request to the database on behalf of MT.
We assume that the whole network except the MT user is fixed. When MT hands over from
the current IS (or AC) to the next IS (or AC) then both ISs (or ACs) are called neighbor
ISs (or ACs) to each other. The source node is a MT’s previous IS (or a MT’s previous AC)
and the target node is a MT’s next IS (or a MT’s next AC). The terms candidate IS and
candidate AC define respectively an IS and AC to which MT may do a hand-off. The term
owner AC is used to indicate an AC that is connected to several ISs.

Database server

}

AC
LoC
LoC Proxy
LoC
LoC: Line of Cache

I

AP AP

Figure 6: AC architecture
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2.3 Conclusion

In this chapter, a hierarchical architecture has been described. It has been highlighted the
need for a proxy cache implementation and a pro-active transfer algorithm to avoid the
service disruption. In the next chapter the mobility prediction problem is addressed.

RR n~°5628
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3 Mobility prediction

The next section discusses the limitation of the classical mobility prediction protocols pro-
posed by IETF and IEEE. In section 3.2 we describe our solution based on "a mobility
graph". Finally, section 3.3 concludes the chapter.

3.1 Related work

To hide the delay that produces the loss of some expensive bandwidth many solutions are
possible. An intuitive solution is to flood data to all ISs and/or ACs, but this solution is
not efficient since it may easily overload the network. Another solution is to use a neighbor
graph. The neighbor graph is an approximation of the mobility graph. It can be configured
statically, i.e, generated once and never changes during operation. However, constructing a
static neighbor graph to approximate the mobility graph is challenging since a static neighbor
graph fails to approximate the mobility graph which changes dynamically over time. Thus,
a dynamic method of building a self-adaptive neighbor graph that dynamically changes ac-
cording to the mobility graph is preferred. The autonomous generation is a scalable solution
and it eliminates the need for any survey or other manual based construction methods. Using
neighbor graph, if we allow data forwarding to candidate points of attachment just before,
or during, the hand-off process then we can hide the hand-off latency, without introducing
significant complexity to the network or to MT [14].

Several protocols have been proposed to dynamically discover neighbor graph. Re-
searchers in IEEE 802.11F have focused on an inter access points protocol to let AP learns
about its neighbor APs. While researchers in IETF have concentrated on a candidate access
router discovery protocol to let AR learns about neighbor ARs and APs.

Inter Access Point Protocol (IAPP) In [1], the authors propose a protocol in which
each AP learns and registers a neighbor graph that contains all possible candidate APs. An
example of this protocol is illustrated in Figure 7. In this Figure we distinguish three access
points: AP1, AP2 and AP3. MT is initially under AP1 (current AP) and it moves toward
AP2 (next AP). When MT leaves AP1 and enters under AP2, it sends a re-association
request to AP2. This message contains the identifier of AP1 (AP1-ID). Upon receipt of this
message, AP2 starts the relationship with AP1 and each of them, AP1 and AP2, adds the
other as a neighbor AP. After executing this protocol for some time, AP1 registers AP2 as
a neighbor, AP2 registers AP1 and AP3 as neighbors and AP3 registers AP2 as a neighbor.
Henceforth, when AP1 detects that MT has left its coverage, it sends the MT’s context to
AP2 in a pro-active manner before that MT reaches AP2. As well, when AP2 detects that
an MT has left its coverage, it sends the MT’s context to AP1 and AP3. Notice that the
pro-active scenario is proposed in [12] as an extension of IAPP.

Pro-active transfer requires the implementation of a data cache in each AP. This is to
allow AC to send data to the next AP before that MT reaches it. Hence, to support IAPP,
caches protocols must be implemented in the APs which affect the main infrastructure in
the overall network.

INRIA
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WIRED NETWORK

P1 neighbor graph:

moving

nem .’h)ile

Figure 7: IAPP protocol

Candidate Access Router Discovery Protocol [9] describes a Candidate Access Router
Discovery protocol (CARD protocol). When MT listens to new APs, a mechanism is needed
for reverse address translation. The function of the CARD protocol enables the AR to map
the received ID of the next AP to the IP address of the owner AR. We show in Figure 8
an example of this protocol. AP1 is connected to AR1, AP2 and AP3 are connected to
AR2, and AP4 is connected to AR3. MT is initially under AP1 and it moves toward AP2.
When it reaches the border of AP1, MT sends a message to its current access router AR1
to notify it about the presence of AP2 as a next AP. Upon receipt of this message, AR1
searches' for the owner AR of AP2, and adds the association between AP2 and AR2 {AP2,
AR2} to its neighbor graph. Performing CARD protocol for some time allows AR1 to add
the association between AP2 and AR2 {AP2, AR2} to its neighbor graph. As well, AR2
adds {AP1, AR1} and {AP4, AR3} to its neighbor graph and AR3 adds {AP3, AR2} to its
neighbor graph. Henceforth, when MT sends to AR1 a message that contains AP2-ID as a
next AP, AR1 checks its table to identify the owner AR which is AR2. Then the pro-active
transfer starts between AR1 and AR2.

WIRED NETWORK

R3 neighbor graph:
AP3 <=> AR2

Figure 8: CARD protocol in a continuous coverage

1The way of how AR1 searches for the owner AR of AP2 is out the scope of this work
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CARD protocol is based on that MT detects simultaneously the current and the next
APs to construct the neighbor graph. Compared to our network architecture, as shown in
Figure 9, AP1 does not overlap with AP2. Since our coverage is discontinuous MT will
not detect any potential candidate AP other than the current one. Hence, no pro-active
transfer can be done in the network without involving some modifications to enable the
CARD protocol to support such architecture.

WIRED NETWORK
R3 neighbor graph:

Figure 9: CARD protocol in a discontinuous coverage

Other protocols Other approaches exist. For example, the WiMax (IEEE 802.16¢) solu-
tion is a mix of the presented solutions. In WiMax, when MT detects that is near to hand-off,
it listens to neighbor APs and provides the list of potential target APs to the current AP.
The current AP (with a backbone signaling process) can shrink the list of potential target
APs to a subset. It then returns such subset to the terminal that can effectively hand-off
toward one of the APs in the returned subset. This solution is similar to CARD, but at AP
layer.

3.2 Novel neighbor discovery protocol

Contrarily to IAPP, performing a modified version of CARD protocol affects the APs with
minor modifications but the ACs are significantly affected. Nevertheless, the number of
candidate APs is much greater than the candidate ACs’number. Hence, installing the CARD
protocol will be less complex and less expensive than installing the IAPP protocol in terms
of cost and bandwidth. Our researches are focusing on a novel protocol to identify the next
point of attachment. This protocol is called NDP, Neighbor Discovery Protocol. It takes
into account different constraints mainly the discontinuous coverage. As opposed to IAPP,
when MT moves between two APs under the same AC there is no need to perform a pro-
active transfer since no data have been cached within the APs. On the other hand, if MT
leaves the current AC then a pro-active transfer is needed and the traffic sent to MT must
be forwarded to the current location of MT and to one or more ACs where MT is expected
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to move to shortly. When MT hands over between two ACs, the network should be able
to identify the next potential ACs through the current AP. The idea is to maintain a table
mapping between each AP and the potential candidate ACs instead of the table mapping
between the next AP and its owner AC proposed in CARD, or between each AP and the
potential candidate APs proposed in IAPP. This table is configured dynamically and it’s
called candidate access controllers (CAC) table. The CAC? table may be constructed either
in a distributed or a centralized manner.

Distributed neighbor discovery protocol To discover the neighbor graph in a distrib-
uted manner we define a protocol through which each AC learns about its neighbors. For
doing so, each AC configures:

1. A CAC table that maps every owned AP with the potential candidate ACs { owned
AP, next AC }. Based on this table, an AC takes decision about performing pro-active
transfer with the potential candidate ACs.

2. A NAP table (neighbor access points). The AC stores in this table the APs belonging
to other ACs and associating with it as a potential candidate AC. The utility of this
table is to allow the AC to ensure if it is still a candidate AC for these APs or not.
This table contains a neighbor AP-ID field, a field of the owner AC IP address and a
timer field { neighbor AP, neighbor AC, timer }. If AC is not co-located with a layer
3 router, the AC IP address is replaced by the AC identifier.

Figure 10 and Figure 11 show the procedure through which each AC learns about the
potential candidate ACs of its own APs. MT sends a registration message (message 1 in
Figure 10) to the new AC (AC2). This message is used to notify AC2 of the old AP identifier
(AP1-ID) and the IP address of the owner AC (AC1-IP) of AP1. AC2 checks its NAP table,
if AP1-ID is already registered as a neighbor then AC2 re-starts the timer of AP1-ID field.
Else, if AP1-ID is not registered then AC2 sends to AC1 a message (message 2) that contains
AP1-ID. Upon receipt of this message, AC1 refreshes its CAC table and associates the AP1-
ID field with AC2 IP address. Then AC1 replies to AC2 by a positive response (message 3).
On receiving the reply message, AC2 adds AP1-ID and AC1 IP address to the NAP table
and starts the timer. This procedure (messages 1, 2 and 3) will be executed once at the
beginning of the network installation. From now on, every time AC2 receives a registration
message that contains AP1-ID as an old AP then the corresponding timer is re-started.
Once no MT notifies AP1-ID as an old AP, the timer expires and AC2 notifies AC1 that it
is not anymore a candidate AC for AP1-ID. Finally, AC1 removes the association between
AP1-ID and AC2 IP address from its CAC table and AC2 removes the AP1-ID field from
its NAP table. Hence, as time passes, each AC learns more and more about the network
topology and dynamically configures itself to construct the CAC and NAP tables.

2CAC table may be useful for other goals. For instance, when the user is in the areas of poor coverage, it
may use the cellular network to send the data request. In this case, using the CAC table the network may
identify the next potential ACs to send data before the user arriving.
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2
AC1 CAC table: ACl (API-ID ) AC2

. AC2 NAP table:
AP1-ID <=> AC2-IP m AP1-ID <=> AC1-IP

3
OK

1 APS

(AP1-ID)
(ACL-IP) | AP4
g

ile

Figure 10: Distributed neighbor discovery protocol

Older AC (Acy) Current AC (AC2) Client

| was under AP1 owned by AC1 |  The user moves
from AP1 to AP4

Send a message
toAC1

Refresh the NAP table
To map AP1 with AC1
start the timer of the
corresponding field

AC1 response: OK

Refresh the CAC table
To map AP1 with AC2

Figure 11: Distributed neighbor discovery algorithm

Notice that if the mobility is similar in both directions then it could be useful that AC2
adds the mapping between AP4 and AC1 to its CAC table. In this case, AC1 also must add
the mapping between AP4 and AC2 to its NAP table. Moreover, in the NAP it could be
useful to add the new AP-ID to the registration message. For example, for AC2 the NAP
could be {AP1, AC1, timer, AP4}. In case of AP4 failure AC2 is then able to pro-actively
send a message to AC1 to de-register itself from being in the neighbor tree of AP1. Without
such information, AC2 has to wait for the time-out of AP1 entry in its NAP. The goal is to
reduce the multi-cast traffic flooding.

Centralized neighbor discovery protocol The centralized approach defines a protocol
through which a mobility proxy maintains a CAC table that maps each AP in the network
with the potential candidate ACs. NAP table is merged into CAC table; the timer field and
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the neighbor AC IP address are added to the CAC table. The new form of the CAC table
is {old AP, old AC, current AC, timer}.

Figure 12: Centralized neighbor discovery protocol

Figure 12 and Figure 13 illustrate a typical scenario of the centralized protocol. MT
notifies the proxy about the old AP-ID (AP1-ID) and the owner AC (AC1) through a
message that contains also the IP address of the novel AC (AC2). The proxy checks its
CAC table, if AC2 IP address is already registered as a candidate of AP1 then it re-starts
the timer of AP1-ID. Else, if AC2 is not registered as a candidate of AP1 then the proxy
refreshes its CAC table, associates AP1-ID and AC1 IP address with AC2 IP address and
starts the timer. Once no MT notifies AP1-ID as old AP, the timer expires and the proxy
removes the corresponding field from the CAC table.

Mobility proxy Client

| was under AP1 owned by AC1 and now | am under AC2 The user moves
from AP1 to AP4

IsAP1
registered asa
neighbor of
AC2?

Restart the timer of the
corresponding field

Refresh the CAC table to map
AP1 with AC1 with AC 2

}

start the timer of the
corresponding field

Figure 13: Centralized neighbor discovery algorithm
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3.3 Conclusion

In this chapter two well known neighbor discovery protocols TAPP and CARD have been
presented. Analysis of these protocols has highlighted some limitations due to the discon-
tinuous coverage and hierarchical architecture. A suitable discovery protocol that takes into
account different constraints has been proposed. The next chapter proposes a pro-active
transfer algorithm and shows the simulation results.
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4 Pro-active transfer implementation

In this chapter, we analyses the pro-active transfer algorithm and discuss the implementation
of the distributed neighbor discovery protocol (DNDP) within the described architecture.
The next section presents a solution to enable a pro-active transfer algorithm bypassing the
limitation due to mobile IP issues. Section 4.2 shows the simulation results to demonstrate
the performance of the proactive caching.

4.1 Pro-active transfer algorithm

Pro-active transfer is an important mechanism for maximizing the utilization of the radio
bandwidth. Implementing proxy caches is necessary not only to avoid the service disruption
but it is useful for the overall network performance. Proxy caches are helpful for reducing
hand-off and delivery latencies. [8] proposes a fast handover procedure to address the hand-
off latency problem. This procedure requires MT to obtain a new CoA at the next AR while
connected to the previous AR. Recall that CoA is a temporary address obtained in the
visited network to correctly forward data to the new MT location. MT or the previous AR
may initiate this procedure by using information that MT will soon leave the current AR.
Upon detecting a handover situation, the previous AR must establish a bidirectional tunnel
between itself and the next AR. Then, the previous AR uses this tunnel to forward the MT’s
packet to the next AR. [7] extends the fast handover protocol. In this later proposition, the
previous AR sends a copy of the data simultaneously to the old CoA and to the new CoAs.
The previous AR stops sending data when a special lifetime expires. Using both [8] and [7]
the network is able to send data to several destinations during the hand-off operation.
Based on our neighbor discovery protocol, a CAC table is maintained by each AC (in the
distributed scheme) or by the mobility proxy (in the centralized scheme). This table maps
between each AP and the potential candidate ACs. The pro-active transfer is illustrated
in Figure 14. When AC (in the distributed scheme) detects that one of the MTs has left
its region it checks its CAC table to identify the candidate AC. Then it sends a message
to the candidate AC to notify it about the MT’s context. The context contains mainly
the object identifier and the segment number of the MT’s application. In the centralized
scheme, since the old AC does not know the candidate AC IP address, the mobility proxy
must communicate this IP address to the old AC before that the context transfer process
may have been started. Upon receiving this context, the candidate AC must construct a
new CoA and checks its proxy cache. If the requested segment is a cache miss then the
candidate AC sends a message to the previous AC to duplicate the transmission of data to
itself. Finally, the previous AC starts duplicating data until a particular lifetime expires.
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Mobility proxy OldAC Candidate AC
Start Candidate AC IP address Start Context transfer
centralized distributed

Construct a new CoA

The old AC duplicates Duplication "° Ob.e'cj t:iac
datato the new AC command ) it
yes

The candidate AC detects
the arriving of the mobile

Figure 14: Pro-active transfer

4.2 Simulation results

Our goal is to study the improvement brought to the service performance thanks to the
learning process. As well to show the cost of using the learning process. We used the
following features for the topology configuration:

1. The wireless test-bed spans an area of 840 x 1080 meters and the simulated time is
one hour.

2. There are one streaming server, three ACs, 40 APs and 362 MTs.
3. The server streaming rate is 256 Kb/s and the stream packet size is 1500 bytes.

4. The AP topology is Manhattan, the AP coverage area is 50 m, and the AP radio rate
is 53 Mb/s.

5. The MT movement is random in a Manhattan topology and the MT speed is 9 m/s.

The first simulation is launched without ACs neighbor relationships. We supposed that
when MT enters a new AC it stops to send and receive data until it receives a correct IP
address and registers it with HA. This disruption time may reach 4 or even 5 second, in
our simulation, it is limited to be between 1.5 and 2.5 second. The simulation results have
highlighted that the MTs’caches have had a total crossing number by zero of 273. Which
means services have been disrupted 273 times. The second simulation is conducted using
neighbor graph learning. We assumed that when MT is going to leave the current AC, the
network gives MT a correct IP address in a pro-active manner. The learning process floods
packets to all potential next AC in addition to the current one. Using the learning process,
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we have not obtained any crossing by zero in the MTs’ caches. Which means services have
not been disrupted.

Figure 15 and Figure 16 show the cost of the MT service improvement. Figure 15 shows
the AC cache size without learning process. The time evolution is represented by the x axis
(in second). The y axis represents the AC cache size (in KB). The average size of the AC
cache is about 34.5 MB. Figure 16 shows the AC cache size using the learning process. The
average size of the AC cache is about 56.5 MB. We conclude that performing DNDP has

significantly improved the service continuity while in the same time it has increased the AC
cache size by 64%.

Used memory size time serie
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Figure 15: AC cache size without learning process
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Figure 16: AC cache size using learning process
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5 Conclusion

This work has described a new access network architecture called hierarchical ISs system. It
has investigated the serious delay effects on the network performance in such an architecture.
The need for mobility prediction has been highlighted to avoid the bandwidth wasting. Two
well known mobility prediction protocols IAPP and CARD have been presented. Analysis
of these protocols have pointed out some limitations due to the hierarchical ISs system. A
suitable new protocol called NDP has been proposed. NDP is based on a dynamic method
of building a neighbor graph that configures itself according to the terminals’ mobility.
The validation by simulation has shown the improvements brought to the terminals’ service
continuity thanks to NDP. Our future work will concentrate on the new services made
possible thanks to the architecture characteristics.
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