N
N

N

HAL

open science

Constructing Incremental Sequences in Graphs
Ralf Klasing, Christian Laforest, Joseph Peters, Nicolas Thibault

» To cite this version:

Ralf Klasing, Christian Laforest, Joseph Peters, Nicolas Thibault. Constructing Incremental Sequences
in Graphs. [Research Report] RR-5648, INRIA. 2006, pp.12. inria-00070361

HAL Id: inria-00070361
https://inria.hal.science/inria-00070361
Submitted on 19 May 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00070361
https://hal.archives-ouvertes.fr

ISRN INRIA/RR--5648--FR+ENG

ISSN 0249-6399

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Constructing I ncremental Sequencesin Graphs

Ralf Klasing, Christian Laforest, Joseph Peters and Nicolas Thibault

N° 5648
August 2005

Théme COM

apport
derecherche







INRIA

SOPHIA ANTIPOLIS

Constructing Incremental Sequences in Graphs*

Ralf Klasing®, Christian Laforest*, Joseph Peters® and Nicolas Thibault

Théme COM — Systémes communicants
Projet Mascotte

Rapport de recherche n° 5648 — August 2005 — 12 pages

Abstract: Given a weighted graph G = (V, E,w), we investigate the problem of con-
structing a sequence of n = |V| subsets of vertices Mj,..., M, (called groups) with small
diameters, where the diameter of a group is calculated using distances in G. The constraint
on these n groups is that they must be incremental: M; C My C --- C M, = V. The

cost of a sequence is the maximum ratio between the diameter of each group M; and the
diameter of a group NNV;* with i vertices and minimum diameter: maxo<;<n {%} This
quantity captures the impact of the incremental constraint on the diameters of the groups
in a sequence. We give general bounds on the value of this ratio and we prove that the
problem of constructing an optimal incremental sequence cannot be solved approximately
in polynomial time with an approximation ratio less than 2 unless P = N P. Finally, we

give a 4-approximation algorithm and we show that the analysis of our algorithm is tight.
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Construction de séquences incrémentales dans un graphe

Résumé : Soit G = (V, E,w) un graphe pondéré. Nous nous intéressons & la construction
d’une séquence de n = |V| sous-ensembles de sommets My, ..., M, (que nous appelons
groupes) de faible diameétre. Le diamétre d’un groupe est calculé & partir des distances dans
G. La contrainte imposée & ces n groupes est la suivante: ils doivent étre incrémentaux, c’est
a dire respecter My C My C --- C M, = V. Le coit d’une séquence incrémentale correspond
au rapport maximum entre le diamétre de chaque groupe M; et le diamétre d’'un groupe
N} & i sommets de diamétre minimum: maxao<i<n {% } Cette mesure capture 'impact
de la contrainte d’incrémentalité sur le diamétre des groupes d’une séquence. Les résultats
obtenus sont les suivants. Nous donnons des bornes générales (inférieure et supérieure) sur
la valeur du rapport maximum. Puis, nous prouvons que la construction d’une séquence
incrémentale optimale est un probléme qui ne peut pas étre résolu en temps polynomial
avec un rapport d’approximation inférieur & 2, sauf si P = NP. Enfin, nous présentons un
algorithme 4-approché et prouvons que cette borne est atteinte.

Mots-clés :  Séquence incrémentale, graphe, algorithmes d’approximation.
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1 Introduction

We are given a weighted undirected graph G = (V, E, w) where w is a function that assigns
positive weights to the edges. We use dg(u,v) to denote the distance between u and v in
G, that is, the weight of a minimum weight path between u and v in G. The diameter
of a group M C V is D(M) = max{dg(u,v) : u,v € M}. Let n = |V|. A group of size
i, 1 < i < n, of minimum diameter is a group N} C V with |Nf| = i, and D(N}) =
min{D(M) : M C V,|M| = i}. Our goal in this paper is to construct a sequence of groups
My, Ms, ..., M, such that M; C My C --- C M, and each M; has a diameter that is close
to the optimal diameter (the diameter of N;). We measure the quality of an incremental
sequence My, Mo, ..., M, by the maximum ratio between the diameter of each M; and the
diameter of the corresponding N;.

Definition 1 An incremental sequence of groups is a sequence My, Mo, ..., M, such that
MiCcMyC---CM,=V and |M;| =i for all i, 1 <i < n. The cost of an incremental
sequence of groups My, Mo, ..., M, is

- D(M;)
cost(Mi, ..., My) = 2oy, { D(N;) } '

Since we compare the diameter of successive incremental groups to groups of minimum
diameter that are not constrained to be incremental, this cost measures the impact on the
diameter of the constraint that the sequence of groups must be incremental.

.. . . . , t ¢
Definition 2 An optimal incremental sequence is an incremental sequence NY¥*  NJ¥* ...

N2Pt of minimum cost:

costNH, .. N = i Lcom(a1, ) M3 €0 Mo =V L

Our main contribution in this paper is a new cost measure, the cost of an increment
sequence, which allows the study of the impact of an incremental constraint on the quality
of approximate solutions to /N P-hard optimization problems. In this paper, we use the
measure to study a diameter problem and a related eccentricity problem, but the approach
is general and can be used to study other problems.

Our cost measure and our approach differ in several important ways from previous ap-
proaches to studying approximation algorithms. Perhaps the most common approach as-
sumes that an entire problem instance is given in advance and the performance of the
algorithm is measured in terms of the quality of the final solution. There are no constraints
on the intermediate solutions produced by the algorithm and the cost measure does not
take them into account. The approzimation ratio is used to measure the intrinsic difficulty
of constructing a solution in polynomial time compared to the best (non-polynomial time)
solution. See [1, 5, 6, 8] for comprehensive treatments of approximation algorithms. The
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4 R. Klasing, C. Laforest, J. Peters, N. Thibault

major differences of our approach are that it requires that the final solution be built in-
crementally and the quality of the intermediate solutions is taken into account by our cost
measure.

Another popular approach is to assume that a problem instance is revealed one element
at a time. The quality of algorithms for these on-line versions of problems is measured using
the competitive ratio which compares the final solution to the best that can be achieved by
an off-line algorithm that knows an entire instance in advance. In one variant, changes to
the existing partial solution are allowed when a new element is revealed; in another variant,
changes are disallowed. See [2, 3] for further references on on-line problems. The most
important differences of our approach are that an entire instance is known in advance, and
the order that elements are added is chosen by the algorithm.

The approach taken in [7] is to construct a sequence of incremental trees to cover suc-
cessive groups. The main difference from our approach is that the successive groups are not
chosen by the algorithm in [7]; they are given in advance.

Beyond theoretical interest in the incremental cost measure, a sequence of incremen-
tal groups could be used in applied situations such as the following. Suppose that the
graph models a point to point network interconnecting a cluster of computers that is shared
among several applications. Each application is allocated a subset of the computers that
are available when it starts. An application starts with one active computer. As the need
for computational power increases, computers are added, one by one, giving an incremental
sequence of groups of computers. The computers need to communicate to exchange data
and partial results, so the performance also depends on the communication latencies among
the computers in the current group. The maximum latency in a group is the diameter of
the group, so an optimal incremental sequence will give the best performance.

In the next section, we derive matching upper and lower bounds on the cost of an optimal
incremental sequence. In Section 3, we prove that the problem of constructing an optimal
incremental sequence cannot be solved approximately with an approximation ratio less than
2 unless P = NP. In Section 4, we develop an optimal polynomial-time algorithm for the
related problem of finding an incremental sequence of groups with small eccentricities. We
then use this algorithm to develop a polynomial-time 4-approximation algorithm for the
problem of constructing an optimal incremental sequence for a graph, and we show that our
analysis of the algorithm is tight.

2 General bounds on the cost of an optimal incremental
sequence

In this section, we derive matching upper and lower bounds on the cost of an optimal
incremental sequence.

Theorem 1 cost(NY,... NP < \/D(V) for every weighted graph G = (V, E,w) with
w(e) > 1 for all e € E.

INRIA
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Proof. Let G = (V, E,w) be a weighted graph with w(e) > 1 for all e € E. For every i,
1 <4< n,let N} be a group of size i of minimum diameter. Let iy be the largest integer
such that D(N;) < /D(V). Since G = (V, E,w) is a weighted graph with w(e) > 1 for all
e € E, we have

1< D(N3) <--- < D(N;) < /D(V) < D(Nj, ;) < -+ < D(N;). (1)
Let My, Ms, ..., M, be any incremental sequence such that M;, = N; . Thus,
1< D(My) < -+ < D(M,,) = D(N},) < v/D(V). (2)
As the diameter of G = (V, E,w) is D(V'), we have
D(Miy41) <--- < D(M,,) < D(V). 3)
By (1) and (2) we obtain maxas<;<i, {%} < +/D(V), and by (1) and (3) we obtain

i

maXi,+1<i<n {SE%@} < \Zg‘(/&) = /D(V). It follows that

cost(NYP*, ...  NOPY) < cost(My, ..., M,) < /D(V). O

The next theorem provides a lower bound that matches the upper bound of Theorem 2.
Together, Theorems 1 and 2 give a tight bound on the worst case cost of an optimal incre-
mental sequence for the class of graphs with all edge weights at least 1.

Theorem 2 cost(N{P,... N > \/D(Vy) for infinitely many weighted graphs with all
edge weights at least 1.

Proof. Let Gy = (Vy, Ep,wp) be the weighted graph in Figure 1, where K > 1 is an
arbitrary constant. The diameter of Gy is D(Vp) = K2. For every i, 1 <i < 5,let N/ be a

group of size i of minimum diameter. Let My, M, ..., M5 be any incremental sequence for
Go. If My # {a,b}, then ZHEL > K — K. Otherwise, My = {a,b}, and for all Mj such
that My C My, Btz = %= = K. Thus, cost(My,...,Ms) > K = /D(Vp). The proof

is easily generalized to any complete graph with all edge weights K2 except a triangle with
edge weights K and a pair of vertices that is disjoint from the triangle and connected by an
edge with weight 1. O

3 Non-approximability of constructing optimal incremen-
tal sequences

In this section, we investigate the complexity of constructing optimal incremental sequences.
We first state the problems more formally.

RR n° 5648



6 R. Klasing, C. Laforest, J. Peters, N. Thibault

Figure 1: The graph Gy

UNWEIGHTED INCREMENTAL SEQUENCE

INSTANCE: A graph G = (V, E).

SOLUTION: An incremental sequence of groups M1, Mo, ..., M, in G,i.e, My C--- C M, =
V with |M;| =i for all 4, 1 <4 <n.

MEASURE: cost(My, ..., M,).

WEIGHTED INCREMENTAL SEQUENCE

INSTANCE: A weighted graph G = (V, E, w) with w(e) > 0 for all e € E.

SOLUTION: An incremental sequence of groups M1, Mo, ..., M, in G,i.e, My C --- C M, =
V with |M;| =i for all 4, 1 <4 <n.

MEASURE: cost(My, ..., M,).

We now show that there is no polynomial-time approximation algorithm with an approxi-
mation ratio less than 2 for the problem of finding N{**, ... N°* unless P = NP.

Theorem 3 There is no polynomial time approximation algorithm with an approximation
ratio less than 2 for UNWEIGHTED INCREMENTAL SEQUENCE wunless P = N P.

Proof. Let G = (V,E). Let ' ¢ V, and let G’ = (V',E’) be the graph such that
V=V U{r}and E' = EU {(u,7") : u € V}. Constructing G’ from G can be done in
polynomial time. For all S C V', let D’'(S) denote the diameter of S in G’. Let My, ..., M,
be an incremental sequence for G'. For all 4, 1 < i < n/, let N} be a group of size i of
minimum diameter in G’.

Suppose, by contradiction, that there is a polynomial time approximation
algorithm for UNWEIGHTED INCREMENTAL SEQUENCE that guarantees an approximation

ratio strictly less than 2. Let V' = {v},v5,...,v,,} such that {v},...,v] } is a maximum
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Constructing Incremental Sequences in Graphs 7

clique in G’. Consider the incremental sequence Ny¥*,..., N in G’ obtained by adding
the vertices of G’ in the order v}, v,...,v),. As G’ is an unweighted graph of diameter at
most 2, any subset S C V' with |S| > 2 is such that D’(S) = 1 or D’(S) = 2. It follows that
(1) D'(N{*")=D'(Ny) =1 for all 2 <i < i,
(2) D'(N*")=D'(N;)=2 forallig+1<i<n'.

In particular, the incremental sequence N{¥*, ..., N satisfies D'(N*") = D'(N;) for all
2 <i<n'. Hence,
D' (M;)
maR<isn \ o) D' (M;)
D’(prt)} i D'(Ny) |-

maXo<i<n/ { W

In G’, any subset S C V'’ with |S| > 2 is such that D’(S) =1 or D’(S) = 2, so the only two

possible values of maxo<;<p/ {%} are 1 and 2. This means that if My,..., M, is an

incremental sequence constructed in polynomial time by an algorithm with approximation

ratio strictly less than 2, then maxo<;<n {g:g%;} =1, and D'(M;) = D'(N}) for all i,
2 <i < n'. Thus, by choosing the largest integer 7o such that D'(M;,) = D'(N; ) = 1, one
can construct in polynomial time a maximum clique in G’ (namely M;,), and therefore a
maximum clique in G (namely M, \ {r'}). This contradicts the fact that finding a clique of

maximum size in G is N P-hard (see [4]). O

Corollary 1 There is no polynomial time approximation algorithm with an approximation
ratio less than 2 for WEIGHTED INCREMENTAL SEQUENCE unless P = NP.

4 A 4-approximation algorithm for constructing an opti-
mal incremental sequence

In this section, we develop an optimal polynomial-time algorithm to find an incremental
sequence of groups with small eccentricities. We then prove that our algorithm is a 4-
approximation algorithm for the problem of finding an optimal incremental sequence for the
diameter.

Definition 3 The eccentricity of a group M C V with root r € M is E(M,r) =
max{dg(u,r) :uw € M}. A group M} CV with |M}| =14, 1 <i<mn, is a group of size i of
minimum eccentricity if there exists a vertex r; € M; (called its associated root) such that
E(M;,rf) =min{E(M,r) : M CV,|M|=1i,r € M}. An optimal incremental sequence for
the eccentricity is an incremental sequence of groups M{"" = {roPt}, Mg ... MP* =V
with |prt| =1 for all i, 1 <1i <n, such that

o 4 EQLrer) L e JEQL ) M C My =Y,
max e ————— = min max — . . .
2<i<n | E(MF,r¥) 2<i<n | B(M7,77) | M| =i, M} = {r'}

R 101
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8 R. Klasing, C. Laforest, J. Peters, N. Thibault

Definition 4 Let r € V and let S be the sequence containing the values {dg(r,u) : u € V}
sorted in increasing order (note that |S| < n = |V|). Consider the partition Fy(r), ..., F,(r)
of V such that F;(r) = {u : dg(r,u) is thej"value in S}, 1 < j <n. A group M CV is a
breadth-first subset from root r € M if it satisfies:

If M| =1, then M = {r}.

If IM| > 2, then there exists a k > 2 such that
eVj, 1<j<k—1, Fj(r)nM = Fj(r),
e Fi(r)NM +# &,
eVl>k F(r)nM=2.

The following algorithm BE; (for Best Eccentricity) finds a group of size i of minimum
eccentricity for any i, 1 < i < n.

Algorithm 1 (BE;)

1. For each r € V, construct a breadth-first subset M;(r) C 'V from root r with |M;(r)| =
1.

2. Choose r; and its associated group M;(r;) such that E(M;(r;),r;) = min{E(M;(r),r) :
reVi.

Note that for all » € V, the partition Fy(r),..., F,(r) and the associated group M;(r) can be
constructed in polynomial time using Dijkstra’s algorithm. Thus, M;(r;) can be constructed
in polynomial time.

The following lemma shows that Algorithm BE; constructs a group of size ¢ of minimum
eccentricity. The idea of the proof is to show that for a given root r € V', the group of size i
of minimum eccentricity associated to r is a breadth-first subset from root r. As algorithm
BE; checks each root r € V, it necessarily finds the right subset.

Lemma 1 Algorithm BE; constructs a group of size i of minimum eccentricity for any i,
1< <n.

Proof. Let 1 < i < mn. Forall r € V, let M/(r) C V be any group of size i with
r € M!(r) and let M/ (r) CV be a breadth-first subset from root r of size i. Thus, for any
r € V, we have E(M/ (r),r) = max {dg(u,r) : u € M!(r)} < max{dg(v,r):v € M!(r)} =
E(M/(r),r). Hence,

min {E(M/(r),r):r €V} < min{EM](r),r):reV}. (4)

Let M;(r;) be a group of size i constructed by Algorithm BE;, 1 < i < n, and let
M7 be a group of size ¢ with minimum eccentricity and associated root r; € M. By

INRIA



Constructing Incremental Sequences in Graphs 9

the definition of Algorithm BE;, we have E(M;(r;),r;) = min{E(M/ (r),r) : r € V} and
by the definition of M}, we have E(M},r}) = min{E(M/(r),r) : € V}. Thus, by (4),

E(M;(ri),ri) < E(M}f,rf). As M} is a group of size i with the smallest eccentricity,
E(M;,r}) = E(M;(ri), ). O

The next algorithm IBE (for Incremental Best Eccentricity) constructs an optimal incremen-
tal sequence of groups for the eccentricity.

Algorithm 2 (IBE)

1. For eachr € V:
Start with M, (r) = {r}.
For each i, 1 <i<mn:

(a) Construct a breadth-first subset M;(r) from root r with |M;(r)| = i.
(b) Compute the ratio %

2. Choose 19 € V and its associated sequence Mi(ro),. .., My (ro) such that

g%xn{%}:mm{%{%} ”EV}'

170 2

Note that for all » € V, the associated sequence M (r),..., M,(r) can be constructed in
polynomial time using Dijkstra’s algorithm and that for all » € V', and all 7, 2 < i < n, the

ratio % can be computed in polynomial time by using Algorithm BE; to compute

E(M},r?). Thus, Mi(rg), ..., M,(ro) can be constructed in polynomial time.

2 'L

Lemma 2 Algorithm IBE finds an optimal incremental sequence for the eccentricity.

Proof. Let Mi(rg) = {ro}, M2(r9), ..., M,(ro) be the incremental sequence constructed
by IBE, let M{P" = {roPt} MgP*, ... MSP* be an optimal incremental sequence for the eccen-
tricity, and let M} be a group of size ¢ of minimum eccentricity and associated root v} € M,
1 <4 < n. Algorithm IBE constructs an incremental sequence starting with each possible
root, including the sequence M (r°F?), ..., M, (r°P") starting with M;(r°P*) = {r°P*}. More-
over, by the deﬁnition of Algorithm IBE, the groups M7 (r°P?), ..., M, (r°P*) are breadth-first
subsets from root r°P*. Thus, we have E(M( oty porty < B(MP' roPt) (1 < i < n), and
opt opt opt _opt
we obtain maxo<i<n {%} < maxo<i<n {%} . By the definition of Al-
gorithm IBE (see the second part of the algorithm), and the fact that M, ... MSP is

an optimal incremental sequence for the eccentricity, we obtain maxa<;<y, {%} =

Q17! o)
maxQSlS"{ EQMF : O

We show that Algorithm IBE is a 4-approximation algorithm for the problem of finding an
optimal incremental sequence for the diameter.

RR n° 5648



10 R. Klasing, C. Laforest, J. Peters, N. Thibault

Theorem 4 Let My, ..., M, be the incremental sequence constructed by Algorithm IBE and
let NJP*, ... N°P' be an optimal incremental sequence. Then
t( My, ..., M
oty M)y
cost(NYP*, ..., NRPY)

Proof. For every 1 < i < n, let N be a group of size i of minimum diameter, and
let M} be a group of size ¢ of minimum eccentricity and associated root r; € M. Let

¢ t . . .
MYPY MIP ... MSP! be an optimal incremental sequence for the eccentricity.

ax D(M;) < 9 max E(M;,r) (with M1 = {r} and because
2<i<n | D(N}) D(N;}) D(M;) <2E(M;, 7))
E(M;,r) (by Definition 3, E(M;,r;) <
EQM;, ) [ E(N?, ) < D(N7),with ¢ € N})
_ 9 E(MPP rorty (by Lemma 2, with
T TR U EM, ) M = {rert)

IN
[N}
INS
]
><

00
n .
(because MP,. .., MSP" is an

< 2 max E(NPP*, coPt) optimal incremental sequence
- 2<i<n E(Mz,ry) for the eccentricity, with
NpP = (o))

< 9 max D(N?PY (since c°P* € N/P*, we have
= Teise LE(M;,ry) [ E(NYPLe') < D(NPPY))

D(NP (because D(N;) < D(M;")
< Nt / 1) = i

4“‘{ D(N;) | < 2B(Mf,r))) O

Note that we cannot obtain an approximation ratio less than 2 for this problem by Theorem
3. The next theorem shows that the approximation ratio of 4 for Algorithm IBE cannot be
improved.

Theorem 5 For every 0 < € < 1, there exists a weighted graph such that the incremental
sequence My, ..., M, constructed by Algorithm IBE gives
cost(My,...,M,) 4
cost(NYPP . NPTy 14€

Proof. Let Go(e) be the weighted graph in Figure 2. For each i, 1 < i < 7, let M}
be a group of size ¢ of minimum eccentricity, let v € M be its associated root, and let
N} be a group of size i of minimum diameter. Given Gy(e), Algorithm IBE will construct
an incremental sequence starting with each of the vertices and will then choose the best
incremental sequence for the eccentricity among these. The incremental sequence returned
by Algorithm IBE is the sequence M;(a), ..., M7(a) obtained by adding the vertices of Gy (e)

in the order a,b,c,d, e, f,g. Indeed, this sequence leads to maxao<;<7 {%} = 11,

INRIA



Constructing Incremental Sequences in Graphs 11

Figure 2: The graph Gy(e)

which is the minimum possible value for any incremental sequence in Gg(€). The optimal
incremental sequence for the diameter, N{** ... N2%' is obtained by adding vertices in
the order e, f, g,a,b,c,d. Using the sequence Mi(a),...,Mr(a) for the diameter problem

leads to maxo<;<7 {%W} = 1j1r€, whereas maxa<i<7 {%} = 1. Thus, we have
(a opt
maXo<i<7 {D[()]Yi](é)))}/mangig7 {%ﬁ:))} = 13—5' ]

5 Conclusion

In this paper, we have introduced a new measure to capture the impact of the incremental
constraint on the quality of the solutions. We have used the approach to study a diameter
problem, but the approach is general and can be used to study other optimization problems.

Our main complexity result is that the problem of constructing an optimal incremental
sequence cannot be solved approximately in polynomial time with an approximation ratio
less than 2 unless P = NP. In the process of developing a 4-approximation algorithm for
this problem, we proved the somewhat surprising result that the related eccentricity problem
can be solved optimally in polynomial time. The analysis of our 4-approximation algorithm
is tight, so reducing the gap between the upper bound of 4 and the lower bound of 2 will
require either a new algorithm or a stronger lower bound.

RR n° 5648
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