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Abstract: In this paper, it is shown that the Grobner basis (for any monomial ordering)
of a zero—dimensional ideal may be computed within a bit complezity which is essentially
polynomial in D™ where n is the number of unknowns and D the mean value of the degrees of
input polynomials. Therefore, if all input polynomials have the same degree, this complexity
is polynomial in the maximum of the input size and of the output size, for almost all inputs.

The proof is designed in order that it may be generalized to the case of an ideal gener-
ated by a regular sequence and for the degree reverse lexicographic ordering, when the last
variables are in generic position for the ideal. But one step of the proof is yet lacking in this
case.
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Complexité du calcul de bases de Grobner en dimension
zZ€ro

Résumé : Dans cet article, on montre que la base de Grobner (pour tout ordre monomial)
d’un idéal zéro—dimensionnel peut étre calculée avec une complexité binaire qui est essen-
tiellement polynomiale en D™, ot n est le nombre d’inconnues et D la valeur moyenne des
degrés des polynémes d’entrée. Par conséquent, si tous les polynémes d’entrée ont le méme
degré, cette complexité est polynomiale en le maximum de la taille d’entrée et de la taille
de sortie pour presque toutes les entrées.

La preuve est organisée pour étre généralisée au cas d’un idéal engendré par une suite
réguliére et pour 'ordre (du degré) lexicographique inverse, quand les derniéres variables
sont en position générique pour ’idéal. Mais une étape de la preuve manque encore dans ce
cas.

Mots-clés : Base de Grébner, complexité, régularité de Castelnuovo-Mumford



Complezity of Zero—dimensional Grébner Bases 3

1 Introduction

The aim of this paper is to show that any reduced Grébner basis of a zero—dimensional
ideal may be computed within a bit complexity which is essentially polynomial in D™ where
n is the number of unknowns and D the mean value of the degrees of input polynomials.
The proof shows also that the same complexity may arise for an ideal generated by a regular
sequence and the degree reverse lexicographic monomial ordering, when the last variables are
in generic position for the ideal (a definition of this notion of generic position is provided).
However there is a step of the proof which is not yet extended to this case.

More precisely, we prove that this complexity is polynomial in the maximum of D™ and of
the input size for the dense representation of polynomials. If all input polynomials have the
same degree d = D, Bézout theorem asserts that, generically, the polynomials in the Grébner
basis have D™ monomials. This means that in this case, the complexity is polynomial in the
mazimum of the input size and of the output size for almost all inputs. This allows to speak
of a quasi-optimal complezxity. The precise statements of our result are given in Section B

The few existing results in this direction are the following. If the homogenization of
the input polynomials either defines a zero—dimensional projective variety or is a regular
sequence then a bound of complexity d°() (where d is the maximal degree of the input
polynomials) is given in [Laz83] for the degree reverse lexicographic ordering. This result
uses the methods of [Laz&1], which will also be used through this paper. The extension
of this result to any monomial ordering (zero—dimensional case) results from [FGLM93].
Lakshman [Lak91] has removed, in the zero—dimensional case, the condition on the homog-
enized polynomials, but he has replaced the bit complexity by the arithmetic complexity.
On the other hand, Dickenstein et al. [DFGS9T] give the bit complexity bound of d°™*) for
zero—dimensional ideals.

In all these results the maximal degree d of the input polynomials may be replaced by
their mean value as shown in [HL0O5]. However, this improvement does not change the
algorithms but results from a more accurate estimation of this complexity.

Thus our algorithm is the first to have a quasi-optimal complexity for the whole class of
zero—dimensional ideals (without condition “at infinity”).

It should be noted that although our algorithm has the best known complexity, (and is
therefore interesting from a theoretical point of view), it is not designed to be implemented.
In fact, as a counterpart of this quasi optimality, this algorithm may not be practical for
effective computations for several reasons. First of all, it uses a Smith normal form compu-
tation which implies that the complexity is a rather high power of d".

Secondly, our algorithm does not test the specification of the input (zero-dimensionality
of the ideal or regularity of the sequence). Also, a random linear transformation on the input
polynomials should be done in the overdetermined zero—dimensional case. The probability
of a bad choice is almost 0 but the algorithm does not test this. The lack of verification
of the specification of the input detracts from the practical interests of our algorithm: on
an input which does not satisfy the specification, it provides a wrong output without any
Warnlng.

RR n° 5660



4 Hashemi € Lazard

Finally, although our algorithm has a good worst case complexity, there exist algorithms
which have a much better complexity on almost all inputs. Namely, the algorithm Fjy
[Fau02] computes the Grobner basis with Gaussian elimination instead of Smith normal form
computation, and uses smaller matrices than our algorithm, if the degrees do not increase
much higher than Macaulay bound. The exceptional cases where the working degrees of Fj5
exceed the Macaulay bound seem extremely rare and no example is yet known. It is not
even known if F5 has or not a complexity which is polynomial in d" on zero—dimensional
ideals or non homogeneous regular sequences. Thus although we have no formal proof of
what preceded, F;5 seems definitively better in practice than our algorithm.

The general strategy of the proofs is the following;:

e We consider first an ideal I generated by a regular sequence f1,..., fi. In this case,
we homogenize them to Fy,..., Fi. Then we deform F; to G; = (1 — s)F; + sxfi for
any 7 where s is a new indeterminate (see Section B);

e With the deformed polynomials, we reduce Macaulay matrices as in [Laz81] and
[Caz83], but we replace Gaussian elimination on Macaulay matrices by Smith nor-
mal form. This allows to get a convenient result after substituting s by zero, which
removes the components at infinity of higher dimension;

e Then a localization by the variable of homogenization removes the remaining compo-
nents at infinity and provides the Macaulay matrix of the homogenization of the initial
ideal (generated by a regular sequence);

e In the zero—dimensional case, the preceding computation are done on a regular se-
quence of n elements extracted from the input ideal. The remaining generators of the
ideal are introduced to get the Macaulay matrix of the homogenization of the input
ideal (see Section R);

e The Grobner basis for the degree reverse lexicographical ordering is got as the columns
of the echelon form of this Macaulay matrix. The Grébner bases for the other orderings
are deduced, using [FGLM93].

Now, we give the structure of the paper. In Section Bl we state our main results. In
Section B, we give the general notations used through this paper and we show some properties
of homogenization and deformation of the input polynomials which is used later. Section
H contains the definition of Macaulay matrices and recall how these matrices may be used
to test Castelnuovo-Mumford regularity through Quillen’s theorem. In Section B we show
that it make sense to substitute 0 the parameter of the deformation, if the Macaulay matrix
is in Smith normal form. In Section @, a kind of localization of the resulting matrix gives a
Macaulay matrix of the homogenization of the initial ideal. In Section [, we dehomogenize in
the case of an ideal generated by a regular sequence. For this purpose, we introduce a precise
definition of variable in generic position. Finally, the end of the proof for zero—dimensional
case is the object of Section B

INRIA



Complezity of Zero—dimensional Grébner Bases 5

2 Statement of the main results and first reductions

In this section, we fix our notations in order to state our main results. We describe also
some easy reductions which are down at the beginning of the algorithm.

We work with polynomials over a computable field K over which the linear algebra has a
polynomial complexity. This means that all matrix operations over K, including determinant
computation and transformation to echelon form may be done in a time which is bounded
by a polynomial in the size of the input. This implies also that the size of the output is
similarly polynomially bounded. Thus K may be the field of rational numbers or a finite
field, but it may also be the field of rational functions in a finite number of variables over
such a field.

In all this paper we consider polynomials f1,..., fr € K[x1,...,x,] and the ideal I =
(f1,---, fr) generated by these polynomials. We suppose that f; is not zero and we call
d; its total degree. If there are ¢ > 0 non linear polynomials among the f; we number
the f; in order that do > --- > dy > dy > 2 > 1 =dyy1 = --- =di. If k < n we set
diy1=---=d,=1. Let D=(dy +---+dy,)/n.

We define T, the total size of the input polynomials, as the sum of their sizes in the dense
representation. That is in the representation where all monomials of degree at most d; are
written, even if they have a zero coefficient. Thus the size of f; is bounded by hn ("J{Ldi)
where h is the maximal size of the coefficients; the factor n comes from the representation
of the vector of the exponents of the variables. Note that this bound become an equality if
all the coefficients have the same size. We denote also by 7 the maximum of 7" and D™.

Let us recall the definition of the degree reverse lexicographic ordering, denoted by =,
on the monomials of K[x1,...,%,41] with 2,11 = x¢. For this we denote respectively by
deg(m) and deg;(m) the total degree and the degree in z; of a monomial m. If m and
m’ are monomials, m < m’ if and only if either deg(m) < deg(m’) or deg(m) = deg(m’)
and there exists i < n + 1 such that deg;(m) > deg;(m’) and deg;(m) = deg;(m’) for
j=t+1,...,n+1. Thus 41 <z, < -+ < 271.

With these definitions we may state precisely our results.

Theorem 2.1 Suppose that I is a zero—dimensional ideal in K[z1,...,2,]. Then the re-
duced Grobner basis of I with respect to any ordering may be computed within a bit complexity
which is polynomial in T .

Moreover, the elements of the reduced Grobner basis of I with respect to the degree reverse
lexicographic ordering have a degree at most nD — n + 1.

Recall that a sequence of polynomials f1,..., fx in the ring R = K[z1,...,x,] is called a
regular sequence if f; is a non zero divisor in the ring R/(f1,..., fi—1) fori =2,... k. Thisis
equivalent to the condition that f; does not belong to any associated prime of {(f1,..., fi—1).
We say that the variables 11, ..., 2z, are in generic position for I = (f1,..., fi) if the ideals
I+ <.Tk+1, . ,ZCn> of K[Il, . ,ZCn] and [+ <Ak+110 +Z?:1 Ak+1,i$i, Ceey An70+2?:1 An11$1>
of K(Ak41,0,--.,Ann)[x1,...,z,] have the same Hilbert series, the A; ; being new indeter-
minates. This is not the usual definition, but it implies any previous definition.

RR n° 5660



6 Hashemi € Lazard

The proof of the above theorem is designed such that it may be generalized to the case of
a regular sequence fi, ..., fr when the last variables are in generic position for the generated
ideal. One step of the proof (Lemma [6.1]), which is yet a conjecture to be true, is lacking
for this generalization.

Conjecture 2.1 Suppose that f1,..., fr is a reqular sequence and that xyy1,...,T, are in
generic position for I. Then the reduced Grébner basis of I with respect to the degree reverse
lexicographic ordering may be computed within a bit complexity which is polynomial in T .

Proposition 2.1 Under the hypotheses of Conjecture[Z1), the elements of the reduced Grob-
ner basis of I with respect to the degree reverse lexicographic ordering have a degree at most
nD —n -+ 1.

To prove these results, we proceed by successive reductions which will be the object
of different sections. All these reductions will increase the size of the coefficients, but our
hypothesis on K will imply that the size of these coefficients at the end of any of these steps
remains bounded by a polynomial in 7.

If D > 2, then the input size satisfies T' < hkD?%5" (see [HL0A]) where h is the maximal
size of the coeflicients of the f;. This inequality shows immediately the following corollary.

Corollary 2.1 If D > 2 (and if Conjecture [Z1l is true), the arithmetic complexity of both
problem is polynomial in kD" and the bit complexity is polynomial in hkD"™, where h is a
bound of the size of input coefficients.

The first step of reductions consists in eliminating the linear polynomials as described in
[HLOS). This shows

Corollary 2.2 To prove Theorem[Z1, ConjecturelZ1l and Proposition[Z1 one may suppose
without lost of generality that d; > 2 for any i.

Thus we will suppose in the remainder of the paper that all the d; and therefore D are
not lower than 2.

If £ > n we will need that f1,..., f, is a regular sequence. We may suppose that it is
the case because of the following.

Proposition 2.2 Suppose that K is infinite. Fori=2,...,nlet g, = fi+a;it1fir1+...+
ai k fr where a; ; € K. For almost all choices of the a; ; the sequence f1, g2, ..., gn is regular
and deg(g:) = deg(f,).

Proof The assertion on the degrees follows from the choice of the numbering of the f;.
The other assertion is proved in [Kap74] or [GC&3|. O

Corollary 2.3 If k > n, we may suppose without lost of generality that the sequence
fi,---, [n is regular.

INRIA



Complezity of Zero—dimensional Grébner Bases 7

Proof If K is infinite, it suffices to choose randomly the a; ;. In the other case we do the
computation in an infinite extension of K, say K (t), using the fact that the reduced Grobner
basis is not modified by an extension of the field of the coefficients. 0

Thus from now until Section | we consider as input polynomials the regular sequence
J1,- -+ fmin{k,ny Which will be denoted by f1,..., fx by an abuse of notation.

3 Homogenization and deformation

In this section, we reduce the problem to another one to which the hypothesis of [L.az&3]
may be applied. However, the main difficulty lies in transforming back the result to our
original problem. Therefore, most of the section is devoted on the algebraic results needed
for this back substitution (Proposition BI).

We homogenize first the f;. This means that we introduce a new variable xy and associate
to each f; the homogeneous polynomial F; = x3' f;(x1 /0, . . ., &n/x0) € K[2o, . . .,2p]. Then
fi = Fi(1,21,...,x,) is obtained by substitution of zo by 1 in F;.

Unfortunately, the homogenization of a regular sequence is mot necessarily a regular

sequence and if (fy,...,
/%) is zero—dimensional, the projective variety defined by the F; may have components “at
infinity” of high dimension. To remove these “alien“ components we use a deformation which
was used already by Grigoriev and Chistov [GCR3|, Canny [Can90], Lakshman [Lak9(] and
Lakshman and Lazard [LL91] in other contexts.

From now on, we will use the following notation, which extends the preceding one.

Notation 3.1 The polynomials fi,...,fr € Klx1,...,2,] are of respective total degree
di,...,d;. Recall that the above reduction allows to suppose that do > --- > dy > dy > 2. If
k<n wesetd =--=d,=1. Let D= (dy +---+dy)/n. Denote by F; the homoge-
nized polynomial of f; with respect to a new variable xo. Let s be a new indeterminate and
Gi=(1-s)F,+ szfi for any i. We consider the ideals I = (f1,..., fx), I= (F1,..., Fy)
and J = (Gy,...,G}) which belong respectively to R = Klx1,...,z,], R = K[zo,..., 2]
and S = K[s,xo,...,Ty].

The remainder of this section is devoted to the properties of J which are needed to
translate back to the original problem the result of the computation which will be done on
J.

We could not find any reference for the next lemma, although it is certainly well-known.
We recall that the dimension dim X of an ideal X is the dimension of the corresponding
quotient ring.

Lemma 3.1 Let L = (P1,...,P;) be a homogeneous ideal of the ring}? = Klzo,...,Zn]
such that dim L =n+1—k. Then P, ..., Py is a regular sequence in R.

RR n° 5660



8 Hashemi € Lazard

Proof Let Zle H,P, =0for £ =2,... k be a relation between the P;; we have to prove
that Hy € (Py,...,P;—1). For this, let m be the unique maximal homogeneous ideal of R and
let Ry be the local ring of R at m (for more details see [Maf89)] for example). Since LRy, is an
ideal generated by k elements and of dimension n+1—k then P, ..., Py is a regular sequence
in Ry by Theorem 17.4 of [Mat&9]. Thus we find that there exist 3, a1,...,ap_1 € R and
B ¢ m (which are not necessarily homogeneous) such that SH, = 22711 a;P;. Let o be the

=

homogeneous part of «; of degree deg(H,) — deg(P;) and 3 € K — {0} be the homogeneous
part of degree 0 of 5. Then we have Hy = Zf;ll o) /B'P; which is in (Py,..., Pp_1). O

Lemma 3.2 With above notation, the sequence Gi,...,Gg, %o, Tk+1,---,Tn 1S a TEgqular
sequence in the ring K (s)[xo, ..., Tn].

Proof Recall that the resultant of n+ 1 homogeneous polynomials Hy, ..., H, € K[z, ...,
x| of degree dy,...,d,, which is denoted by Res(Hy, ..., H,), is a polynomial in the co-
efficients of the H; such that we have Res(zgo, ...,x%) = 1 and that the the existence
of a non trivial common zero of the H; over an algebraic closure of K is equivalent to
Res(Ho, . .., H,) = 0(see [CLO98| for example). Moreover, if the coefficients of the H; de-
pend on some variables, the substitution of these variables by some values is an operation
which commutes with the resultant.

Now set G; = x; for i = 0,k + 1,...,n. By substitution of s by 1 in Res(Gy,...,G,) we
obtain

Res(mo,xfl,...,xz’“,xkﬂ,...,xn) =1.
Thus Res(Go, ...,Gy) # 0 and the ideal (Gy,...,G,) = (G1,...,Gk, o, Tk41,. -, Ty) has
dimension zero which implies that the sequence G1,...,Gk, 2o, Zkt1,...,2Z, iS a regular
sequence by Lemma B1] O

The following theorem is a generalization of Zariski Principal Ideal Theorem which seems
to be new (except in [LROA]).

Theorem 3.1 Let I = (f1,..., fx) be an ideal of the ring R = K|[x1,...,2,] and let P €
Ass(I) be an associated prime of I such that dim P < n — k. Then there exists Q € Ass(I)
such that dim@Q > n — k and Q C P.

Proof Let Rp be the local ring of R at P. If / is the dimension of Rp, then by the
hypothesis ¢ > k . If f1,..., fr was a regular sequence in Rp then any associated prime
ideal of Ip would have dimension ¢ — k > 0. But Pp is an associated prime ideal of Ip of
dimension zero which is a contradiction. Thus fi,..., fx is not a regular sequence in Rp.
This implies that there exists an associated prime ideal, say Qp, of Ip of dimension > ¢ —k
by Theorem 17.4 of [Mat89]. Hence Q = Qp N R is an associated prime ideal of I which is
contained in P and has a dimension > n — k. d

If X is an ideal in S = K][s|[zo, ..., z,] we denote by X|s—o (resp. X|,=1) the ideal in
Klxo,...,xn] (resp. K[s][z1,...,z,]) obtained by substitution s by 0 (resp. xo by 1) in X.

INRIA



Complezity of Zero—dimensional Grébner Bases 9

Lemma 3.3 With Notation [Z1, suppose that f1,..., fi is a regular sequence in the ring
Klx1,...,2,] and let P be an associated prime ideal of I + (s) of dimension >n+2—k in
S =K]ls,xg,...,x,]). Then xo € P.

Proof Let P’ be a minimal prime ideal which contains I and is contained in P|,—o. Suppose
that zo ¢ P’. Since P'S C P and s ¢ P’S, then P’S has dimension > n+ 2 — k and P’ has
dimension > n+ 1 — k. On the other hand, from xy ¢ P’ we can conclude that P’|,,—; is an
associated prime ideal of the ideal generated by fi,..., fi (see [Er697| p. 110 for example)
which is a regular sequence by the hypothesis. This implies that P’ is of dimension n+1—k
which is a contradiction. Thus zo € P’ C P. d

If X is an ideal in S = K|[s][zo,...,zn], we recall that the ideal X : f* for f € S is
defined by
X:f*={geS|3teN st. gft e X}.

We denote by X|s—0 4,=1 the ideal of K[z1,...,x,] obtained by substitution of s by 0 and
of g by 1in X. Now we state the main result of this section.

Proposition 3.1 With Notation [T, suppose that f1,..., fr is a reqular sequence. Then
o JC J:s®CJ:ap°;
o [ CJ:s%moCI:a5;
o [ =J:5%=0,00=1 = J : 25°|s=0,00=1-

Proof Let ﬂle Q@; be an irredundant primary decomposition of J as an ideal of the ring
S = K[s][xo, . .., 2n). Tt is well-known that we have J : f* = (\'_, (Qi: f®) = Nieva Qi
for any f € S (see [CLO97] for example). Hence for proving the first item it is enough to
show Q; : s* C Q; : z§° for any 3.

Let Ass(J) = {P1,..., P;} be the set of associated prime ideals of J such that /Q; = P;
for any i. For a given i two cases are possible: If s ¢ P; we can check simply that Q; : s™ =
Qi C @; : 25°. In the other case i.e. s € P; we have Q; : s°° = S and we have to prove
Qi:xx’ =Sie z9 € P. If dimP; > n+ 2 — k then let P be a minimal prime ideal of
J + (s) such that P C P;. If dim P; < n+ 2 — k then, by Theorem Bl there exists a prime
ideal P € Ass(J) such that dim P >n+2—k and P C P;. Then dim P|ls—o >n+2—k in
the two cases which implies that zo € P C P; by Lemma B3l

The first inclusion of the second item follows from definition of J and by setting s = 0
in this ideal. To prove the second inclusion, we have immediately that .J : 23°|s—o C I : 2
from the definition of J. Then using J : s* C J : z5° (by the first item) we can conclude
the claim.

Now, for deducing the third item from the first one it is enough to prove that I = J :
23| s=0,zo=1- From the proof of the second item we have J|;—9 C J : 25°|s=0 C I: x&° thus
the assertion follows from the simple equalities I = I : 2P| wo=1 = J : T |s=0,z0=1- O

RR n° 5660



10 Hashemi € Lazard

4 Macaulay matrix and regularity

The main idea of our algorithm consists in doing linear algebra on the usual Macaulay
matrix of J in order to get the Macaulay matrices of, successively, J' = J : s°°|;—¢ and
J' o xg® = I : xF in a special degree which is the Castelnuovo-Mumford regularity of
these ideals. Thus in this section we recall the definitions of these concepts and the related
properties which will be needed.

Definition 4.1 Let S = Klxo,...,x,] be a ring where K is either K or K[s] and let
Py, ..., Py €S be polynomials which are homogeneous in xg, ..., x,. Let § be a fixed integer
and let G be any finite generating set of the module of the homogeneous polynomials of degree
6 in the ideal generated by P, ..., Pg.

We call a Macaulay matrix of (Py,..., P;) in degree 0 the matriz of the elements of G
over some monomial basis. Thus any column transformation of a Macaulay matriz is yet a
Macauloy matriz. The usual Macaulay matriz is the matriz for which G consists in all the
products of the P; by any monomial of degree 6 — deg(P;).

In the following, we recall the definition of the Castelnuovo-Mumford regularity of a
homogeneous ideal. For this we denote by X the set of homogeneous elements of degree d
in X where X is a graded object (ring, ideal, module,...).

Definition 4.2 Let L be a homogeneous ideal of R= K[zg,...,x,]. A homogeneous poly-
nomial P € R of degree d is called almost regular in degree m on L if the multiplication

(5),, (5,

1§ injective.

Definition 4.3 A sequence of homogeneous polynomials P, ..., Py is called an almost reg-
ular sequence in degree m on L if P; is almost reqular in degree m on L+ (P, ..., P,_1) for
any .

Definition 4.4 (D. Quillen) Let L be a homogeneous ideal of the ring R=Klxo, ...,z
The ideal L is called m-regular if there exist y1,...,y; € R1 for somei > 0 so that y1,...,y;
is an almost regular sequence in degree m on L and (L + (y1,...,Yi))m = Rm.

Definition 4.5 The Castelnuovo-Mumford regularity of L is the smallest m such that L is
m-regular; we note it by reg(L).

For more details on the regularity, we refer to [Qui6d], [Mum66|, [EGR4], [BS&7| and
[BCGFail.

In this paper we use an interpretation in term of Macaulay matrices of Quillen’s definition
of the Castelnuovo-Mumford regularity. For this, let L be a m-regular homogeneous ideal

INRIA



Complezity of Zero—dimensional Grébner Bases 11

in the ring R = K|[zg,...,2,]. Then there exist yi,...,y; in Ry for some i such that the

multiplication
R R
Yy —
Lt{y,yi-1) ) L+ {ysyj1) )

is injective for any j (Definition EE4). This implies that the following sequence is exact:

(o) o). — ()
0o—|(—F—m—— B [ B [ — 0.
L+(y17...7yj,1> m—1 L+<y17...7yj,1> m L+(y17...7yj> m

So from additivity of the dimension of vector spaces we have:

dim ( R ) dim ( R > + dim < i >
K\7v—V = K|\77———F————~ K|7—F—— .
L+ (y,...,y5-1)/,, L+, yi-1) ) s L+, 590 ) 0

Let Ag be a Macaulay matrix in degree § of the ideal L + (y1,...,y;). Let also cork(X)
denotes the corank of a matrix X, i.e. difference between its number of rows and its rank.

Proposition 4.1 The ideal L is m-reqular if and only if we have:
cork(AJ1) = cork(A7 1)) + cork(A7)
for j=1,...,i and cork(A?,) = 0.
We will also need the following results on the Castelnuovo-Mumford regularity.

Proposition 4.2 (|[BS87]) Let L be a homogeneous ideal of the ring Klxo,...,z,]| and
dimL =d. Lety; =Y. Aijx; fori=1,...,d be d generic linear forms (the A; ; being
the new indeterminates)j. Then L is m-regqular if and only if the y; satisfy the conditions of
Definition[Z4 in the ring K(A1,0,...,Aqn)[x0, .., Tn].

Proposition 4.3 Let L = (Py,..., P.) C K|xo,...,x,] where Pyi,..., Py are homogeneous
polynomials of respective degrees dy,...,d, which form a regular sequence (or an almost
regular sequence in degree 6 =dy + ---+dp —k+1). Then L is a §-regular ideal.

Proof Since a regular sequence is an almost regular sequence in any degree § on L, the
assertion follows from Theorem 2.2 of [CHO3]. O

5 Using Smith normal form

In this section we show that the Macaulay matrix in degree § = nD —n+1 of J : s*°|s—
may be obtained from the Smith normal form of a Macaulay matrix of J in the same degree.
We show also that thees ideals are d-regular, which is a key result for the next section.
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Recall that a matrix in K[s]"*¢ is said in Smith normal form, if it is a diagonal matrix
bordered by zero entries on the right and the bottom:

Uy

Ut

A matrix in K[s]"*¢ is called wunimodular if it is invertible i.e. its determinant is a non
zero element of K. The matrices M and N in K[s]"*¢ are equivalent if there are unimodular
matrices U in K[s]°*¢ and V in K[s]"*" such that N = UMV. Two equivalent matrices
represent the same linear map over different basis. A matrix NV is called the Smith normal
form of a matrix M if and only if it is in Smith normal form and they are equivalent.

Lemma 5.1 Given a matriz M over K, then there exrist a matriz M' in Smith normal
form and unimodular matrices U and V such that M' = UMYV , which may be computed in
a polynomial time in the size of M (the size of M is bounded by the product of the number
of its entries by the mazimal size of these entries, the size of an entry being bounded by the
product of its degree by the maximal size of its coefficients).

Proof This is the main result of [Vil95] (see also [Vil03] and [Sto00]). However it was only
stated when K is either the field of rational numbers or a finite field, despite the fact that
the proof is true for any field on which the computation of the echelon form of a matrix may
be done in a polynomial time. O

Proposition 5.1 Let 0 be a fized integer. With Notation [T, let M be the usual Macaulay
matriz in degree & of J and let UMYV be its Smith normal form. Then MV is a Macaulay
matrixz of J. Moreover, if we divide as much as possible the columns of MV by s we get
a Macaulay matriz in degree § of J : s>°. By setting s = 0 in this latter matriz we get a
Macaulay matriz in degree 6 of J : s°°|s—0.

Proof The first assertion follows from the definition of a Macaulay matrix. To prove the
second one, let M’ = UMV . There exists a diagonal matrix V'’ with powers of 1/s as the
entries on its diagonal such that the entries of M’V” are in K[s] and not multiple of s. The
same property is clearly true for the entries of U~'M'V’ = MVV’. We claim that this
is a Macaulay matrix in degree § of the ideal J : s*. Let Pi,..., P; be the polynomials
corresponding to the columns of MVV’. It follows from the definition of V' and V' that
P, € J: s™ for any ¢ and thus J C (Py,...,P;) C J : s*®. Conversely, if P € J : s®
there exists a such that s*P = Ele a;P;. As the non zero columns of M’ are linearly
independent, the same is true for U~'M’'V’ and s divides a;P; and also a; for any i.

The last assertion follows immediately from the definition of a Macaulay matrix. O

INRIA



Complezity of Zero—dimensional Grébner Bases 13

Corollary 5.1 With Notation[Z1, o Macaulay matriz in degree 6 = nD —n+1 of the ideal
J 1 5%|s=0 may be computed within a bit complexity which is polynomial in T .

Proof With Notation of Proposition Bl the number of the entries of M is polynomial in
the number of monomials of degree § in n + 1 variables thus it is polynomial in 7 by Lemma,
3.2 of [HLO5|. On the other hand the degree of the entries of M is bounded by ¢ and the
assertion therefore follows from Lemma Bl and Proposition BL

O

In the following, we show that the ideal J : s*°|s—¢ is (nD — n + 1)-regular.
Lemma 5.2 With Notation [Z1, let S" = K(s)[zo,...,2n]. Then

J:s® 4+ (s)=JS' NS+ (s).

Proof We prove first that J : s> C JS’ N S. For this let G € S such that s“G € J for an
integer a. We have clearly G € JS' N S. Conversely, if G € JS' N S there exists an integer

« such that .
2im1 HiGi
OtG — 1=
s P

where P is a polynomial in K[s] such that P(0) = 1 and H; € S. Let P = 1 — sQ where
Q@ € K[s]. Thus we may write 1/P as

%:1—1SQ:1+SQ+(SQ)2+.”+(SQ)Q+

(sQ)*
—

Setting G' = (14+sQ +--- + (sQ)O‘)M, we have s*G’ € J and

P

k k
i HiGi i HiGi
G _ EZZLP G — G/ + SQOH-I szTP G _ GI + SQOH_lG.

This implies that G € J : s> + (s). O

Recall that a homogeneous ideal is said equidimensional if all its associated primes have
the same dimension.

Lemma 5.3 With Notation [Z1, suppose that fi,..., fr is a regular sequence. Let y; =
Z?:o Aijzi,i=1,....,n—k+1 be generic linear forms (the A; ; being the new indetermi-
nates). Then we have:

((JR’[S] + (1, yn,kH}) : SOO|S:O)5 = (JR’[S] : 8%|s=0 + (y1,- - - ,yn,k+1>)6

where R = K(A10, ..., An_gy1m)[Z0, ..., 2n] and § =nD —n + 1.
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14 Hashemi € Lazard

Proof The inclusion “D” is immediate from the definition of the notation. To prove the
other inclusion, we proceed by induction on the number of y;. For ¢: = 0, this is clear. For

i=1,1let P e (JR’[S] + <y1>) : $°|s=0 be a polynomial of degree . Then there exists an
integer o and a polynomial H € R'[s] such that
s*(P+sH) € JR'[s] + (y1) C JR'[s] : s + (y1).
Let « be minimal such that there exists H such that:
s*(P+sH) =P +y H € JR'[s] : s> + (y1). (1)

We have to prove that o = 0. If it would not be the case then let us write P’ = P/ +sP;’
and H' = H| 4 sH{ with P{, H; € R’ and P}, H{ € R'[s]. By substituting s by 0 in () we
get P] +y1H| = 0. We claim that y; is a non zero divisor in R'/(JR'[s] : s°|s—0). Since
P} € JR'[s] : s°°|4—o this claim implies that H| € JR'[s] : §>°|s—0. Let H| = Hj+ sHY with
H} € JR'[s] : s°. We may replace P’ by P’ + y, H} and H' by H' — H} which means that
(M may be rewritten with P’ € JR'[s] : s°° and H’ multiple of s. If & > 1 this implies that
P’ is also a multiple of s, by [Ml) and o may be replaced by o — 1 which is a contradiction
with the assumption of minimality.

Proof of the claim: By Lemma we have to show that y; is a non zero divisor in
R'[s]/(J" + (s)) where J' = JR'(s) N R'[s]. Recall that J is generated by the regular se-
quence Gi,...,Gy in K(s)[zo,...,2z,] (Lemma B2) and is therefore §-regular in this ring
(Proposition E3)). Thus the multiplication

(52, ~(5)
JR(s) ), JR(s) )

is injective (Proposition and Definition E4)), and this implies the injectivity of the re-
striction of this map to sub-modules:

R'[s R'[s
(). ().
5—1 s

Clearly, s is a non zero divisor in R'[s]/.J’. Thus the generic linear form y; 4+ Ags where
Ap is a new indeterminate is also a non zero divisor in this ring. If y; F' € J' + (s) for some
F we have (y1+ Ags)F € J' + (s). This implies that F' € J' 4 (s) and this proves the claim.

Now, let i > 2 and suppose the claim is true for i — 1. Let P € (JR/[S] +{y1,. .y yz)) :

$%|s—0. By applying the above proof with JR'[s] replaced by JR'[s] + (y1,...,yi_1) we get
Pe (JRI[S] + (Y1, 7yi—1>) : 5% s=0 + (¥i)

using the fact that the ideal J + (y1,...,9i-1) C R'(s) remains d-regular (Lemma 1.8 of
[BS&T]). So we have P € JR'[s] : s*°|s=0 + (y1,...,¥:) which ends the proof, by induction
on 1. (]
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Complezity of Zero—dimensional Grébner Bases 15

Proposition 5.2 With Notation [Z1, suppose that f1,..., fi is a regular sequence. Then
the ideal J : s°|s—0 C R = K|[xo,...,xy] is d-regular with § = nD —n+1 and has dimension
n—=k+1.

Proof With notations of Lemma and by Proposition EE2, we prove the d-regularity of
J' = JR'[s] : $°|s=0 by using the conditions of Definition 4l The J-regularity of J in
K(s)[zo,...,2n] (see the proof Lemma B3) and Proposition B2 imply that

((JR/[S] + {y1,. .. ,yn,k+1>) : SOO|S:O)6 = Rg

Thus the the equality (J' + (Y1, ..., Yn—k+1))s = R with J' = JR'[s] : s°|s—o follows from
Lemma The fact that the sequence of generic linear forms yi,...,Yn_k+1 is almost
regular in degree § on J' comes from the claim which is proved in Lemma Hence the
ideal J’ is d-regular. This implies that the ideal J : s°°|s—¢ which is the same ideal over the
field K is also d-regular in the ring R by Lemma 2.1 of [BG03)|.

The last assertion follows from the above proof and from the Quillen definition of the
Castelnuovo-Mumford regularity of an ideal. O

The following theorem summarizes the results of this section.

Theorem 5.1 The ideal J : s°|s—¢ is d-regular and its Macaulay matrix may be computed
in a time which is polynomial in T .

6 Localizing by x

The aim of this section is to show that from the Macaulay matrix in degree nD —n+1 of
J' = J: 5|40 we can compute that of the ideal .J : 2° = I : 23° within a bit complexity
which is polynomial in 7.

To pass from a Macaulay matrix of J' to a Macaulay matrix of J' : 25° we have to prove
first that the regularity do not increases and then all the computations may be done without
changing the degree.

We have not succeed to prove the following lemma when dim L > 1. This is the only
step which keeps us from proving Conjecture 211

Lemma 6.1 Let L C R = K|xo,...,2,] be a homogeneous ideal of dimension 1 which is
d-regqular for a positive integer 5. Then the ideal L : xq is d-regular.

Proof By Proposition we have to check the conditions of Definition Let y =
Z?:o A;x; be a generic linear form where the A; are new indeterminates. We show first
that y is almost regular in degree 6 on L : xy. Let P be a homogeneous polynomial of degree
0 — 1 such that yP € L : xy. Thus yzoP € L. The é-regularity of L implies that the generic
form y is a non zero divisor in degree § 4+ 1 in R'/L with R' = K (Ao, ..., An)[x0, ..., x,). It
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16 Hashemi € Lazard

follows that xo P € L and y is almost regular in degree § on L : zyo. We have also (Proposition
and Definition B ~

(L:ao+(y)s D (L+(y)s = Rs
and this ends the proof. O

Conjecture 6.1 Lemma 61l is true without the hypothesis on the dimension.

The remainder of the paper has been written in a way which would prove Conjecture 211
if Conjecture [611is true. We will quote the results depending on this by the words “under
the hypotheses of Lemma BE11".

Corollary 6.1 With Notation [Z1l suppose that fi1,..., fi. is a regular sequence. Then the
ideal I : x5° is O-regular with 6 =nD —n + 1.

Proof By the second item of Proposition Bl we have I : ° = J' : 25° where J' = J :
5%°|s=0- Thus the assertion follows from d-regularity of J' (Proposition B2) and from the
fact that the saturated ideal of a d-regular ideal is always d-regular (because localization
preserves regularity). O

Now we show that all the computations needed to compute a Macaulay matrix of J' : 25°
with J' = J : $°°|,-0 may be done in degree 6.

Lemma 6.2 Under the hypotheses and the notations of Lemma we have:
(L:xo)s = Ls+ (((L:20)5-1))s -

Proof To prove the assertion, it is enough to show that any polynomial P € L : zy of
degree § belongs to L + ((L : x9)s—1). The d-regularity implies the existence of generic
linear forms y; = 37 A; jz; for i = 1,...,d = dim L such that

(L + <y17 v 7yd>)§ = RS

Hence P may be written as P = P’ + Z?:l yiH; with P’ € L and H; € R'. We have
to prove that Zle yiH; € (L : xg)s—1). From the latter equality we have ysHy € L :
2o+ (y1,--,Ya—1). This implies that Hy € L : zo + (y1,...,Ya—1). In fact, Lemma BTl (4-
regularity of L : 2p) and Lemma 1.8 of [BS87] (adding a sequence of generic linear forms to
an ideal does not change its §-regularity) show that L : 29 + (y1,...,y4—1) is d-regular, and
thus that the generic form y, is almost regular in degree § on L : z¢ + (y1,...,%4—1). Thus
H, may be written as Hy = P;+ %" y; H/ with P} € L : z of degree § —1 and H/ € R’ for
any i. By replacing Hy by P+ Z?;ll y;H| we have Ele yiH; = yaP)+ E?;ll y; H]' where
yaPj € (L : x0)s—1) and H! € R’ for any 7. Thus it suffices to show that Z?;ll yH! €
{(L : zp)s—1) which can be proved as above by induction on d. O

These results show that the Macaulay matrix in degree J of L : 2§° may be deduced
from that of L by linear algebra operations. However, L : x5° is obtained by iterating
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Complezity of Zero—dimensional Grébner Bases 17

the construction of L : xy. Without care this would induce an exponential growth of the
coefficients, which may be avoided by the following method.
Moy
0 M,
on its columns in the following way: We label the pivots in the upper most row and in the
upper part, as long as possible. Then we permute the columns in order to get a matrix of
!

Given a matrix of the shape . We carry out a partial Gaussian elimination

the shape ]\3, ] such that the ranks of M and M, are equal to their number of

0
M
columns.
Lemma 6.3 Under the hypotheses of Lemma B, let M (which will be denoted by A) and
M; for i = 0,...,n be Macaulay matrices in degree § of L and {x;). Then after above
Gaussian elimination, M’ is a Macaulay matriz in degree 6 of x;(L : 2o)s—1.

Proof The columns of My (resp. M;) are the representation on the basis of the monomials
of a generating set of the polynomials of degree § of the form zoP (resp. z;P). The way
in which the Gaussian elimination is done shows that the columns of M’ represent the
polynomials of the form xz; P such that xgP € L.

O

With the notations of Lemma B3 let » be the number of rows of A. For a given matrix

X = { X ] such that Xo has r rows, let G(X,4) be the following matrix

Xo
X1 0 0
Xo | My | O
0 | M; | A

Define I‘((JO) = A, I‘g-i) = G(Fg-i)l,j) for j =1,...,n and Féi) = 1“5}’*1) for any positive
integer i. Thus the matrix I') (denoted by ') has the shape

A Mo .
M, A My

M, AN My
M, AN My

M, A M,

M,_1 A My
M, A

with in+ 1 blocks of r rows. Therefore with these notations we have the following corollary.
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Corollary 6.2 With the notations of Lemmal63, let L(0) = Ls and L(i) = (L(i—1))s, for
any i. Let also L\©) = Ls and L) = LU~V (n). A Macaulay matriz in degree & of the ideal
L% in echelon form appears as a sub-matriz of the result of the Gaussian elimination on
%), This sub-matriz consists in the last r rows and in the columns which are null outside
of these last r rows.

Proof A Gaussian reduction on I'”) is equivalent to a succession of Gaussian elimination on
sub matrices with the shape of lemmalB3, with M = A at the first stepand M = [ M" A |
otherwise with M’ the output of the preceding step.

O

Lemma 6.4 Under the hypotheses of Lemma [61 and with notations of Corollary [E2 we
have: _ _
(L:ab)s € LW C (L:a);

for any positive integer i.

Proof The second inclusion is trivial from the definition of the notation. To prove the first
one, we proceed by induction on i. For i =1, let P € L : 2y be a homogeneous polynomial
of degree §. Thus using Lemma [, P may be written as Py+ >, 2; P, where P, € L and
P; € L : z9. This implies that P € L) because Py € L") and 2;P; € Ls; ¢ LM by the
definition of the notation.

Now, let i > 2 and suppose that the assertion is true for 7+ — 1. Thus the d-regularity of
L : 2o (Lemma BT implies that

(L : o) ™) € (L : )Y

by the hypothesis of induction. Thus the assertion follows from the fact that (L : xq)¢—1
is contained in (L(M))(=1) = L) by the definition of the notation. O

Proposition 6.1 Let L C R = K|z, ..., 2y, be a homogeneous ideal which is §-regular for a
positive integer 8. If the Macaulay matrices of LY and LUTY obtained by Corollary[EA have
the same number of columns then i is less than or equal to the number of monomials of degree
8 — 1 in n+ 1 variables and, under the hypotheses of Lemma G, we have L) = (L : x8°)s.

Proof To prove the first assertion, let A be the Macaulay matrix in degree J of L. Then
we have .
dimg L < dimg LW < --- < dimge LY

where dimg L(©) is the rank of A and dimg L is not greater than the number of columns
of [ My | A ]. Thus i is at most the number of columns of My which is equal to the number
of monomials of degree 6 — 1 in n + 1 variables.

As L is included in LU+ | if their Macaulay matrices have the same number of columns
then they are equal. Tt follows immediately that L(Y) = LG+ for any positive integer £. As
L:a = L : xf, for a positive integer ¢, Lemma B4 implies that L) = (L : 28°)s. O
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Theorem 6.1 With Notation [T, suppose that f1,..., fr is a reqular sequence. Then the
computation of a Macaulay matriz in degree 6 = nD — n + 1 of the ideal J' : z° with
J = J:5%|s=0 may be done in a time which is polynomial in T. The resulting coefficients
have a size bounded by a polynomial in T .

Proof We split the computation into two steps. We compute first the Macaulay matrix
in degree § of J' which may be done within a bit complexity polynomial in 7 by Corollary
BTl Then from d-regularity of J' (Proposition B2) J' : z3° may be computed from the
latter matrix by doing a Gaussian elimination on ') where 7 is at most the number r of
monomials of degree § in n+ 1 variables. Thus ' has at most 7(rn+1) rows and 7(2rn+1)
columns. As n < 7 < 725 by Lemma 3.2 of [HLOS|, the size of I'¥) is polynomial in 7 and
the same is true for the complexity of its Gaussian elimination.

O

7 Generic position and proof of Proposition 2Z.T]

In this section, we give a precise definition of the notion of variables in generic position
for an ideal T = (f1,..., fx) C K[z1,...,2z,]- We give also the proof of Proposition 1] on
the degree of the Grébner basis of an ideal generated by a regular sequence. Therefore we
suppose in all this section that fi,..., fi is a regular sequence.

For our definition of generic position, we need to recall the definition of the Hilbert series
of an ideal I C R = K|x1,...,z,] (not necessarily homogeneous). It is the series

HS](f) = ZdlmK <§> ti
=0

<d

where dimg (R/I)_, denotes the dimension as a vector space over K, of the set of elements
of degree at most d of R/I. Remark that by this definition, the Hilbert series of I and that
of its homogenization are equal (see Theorem 12 of [CLO97] page 434).

Now, we are able to define variables in generic position.

Definition 7.1 Let I be an ideal of the ring K[x1,...,z,]. A linear polynomial y € R
is in generic position for I if the ideal I + (y) has the same Hilbert series as that of the
ideal T+ (Ao + Y i1 Aixi) in the ring K (Ao, ..., An)[z1, ..., 2], where the A; are the new
indeterminates.

Definition 7.2 A linear sequence y1,...,ys s in generic position for I if y; is in generic
position for I + (y1,...,yi—1) fori=1,... L.

In the following proposition we show that almost all of the linear sequences in the ring
Klx1,...,x,] are in generic position for a given ideal. For this, we recall first some defini-
tions. Let A be a set of indeterminates and X be a set of unknowns. Let also < 4 (resp. <x)
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be a degree ordering on monomials in A (resp. X). By a degree block ordering we mean an
ordering < such that, if a,a’ (resp. m, m’) are monomials in A (resp. X) then am < a'm’
if and only if m < m/ or (m = m’ and a < a’). Recall also that the Zariski topology on K"
is the topology which has the algebraic sets as closed sets, i.e. a set V is closed if and only
if there exists a (finite) family of polynomials f1,..., fx such that:

V={zeK"| fi(z) == fu(z) =0}.
It is well-known that a non empty Zariski open set is dense.

Proposition 7.1 Let I be an ideal of the ring R = K|z, ...,xz,]. If K is infinite, the set
of linear sequences in generic position for I contains a dense Zariski open set.

Proof Let us consider the linear forms Y; = A;o + >°7_, A;jz; where the A;; are
new indeterminates and y; = a;o0 + Y_;_; aijv; where a;; € K for i = 1,...,0. We
have to compare the Hilbert series of I + (y1,...,¥;) C R and that of I + (Y7,...,Y;) C
K(A10,...,Ain)[x1,...,2p] for i = 1,...,¢. The Hilbert series of an ideal is the same as
that of its initial ideal, which is generated by the initials (leading terms) of the elements of
a Grobner basis for a degree compatible ordering (see [CLO97| p. 433 for example). Let
G; be a Grobner basis of I + (Y1,...,Y;) C K[A10,...,Ain][To, ..., 2] for a degree block
ordering and let C; be the product of the initial coefficient of its elements. It is easy and
classical that if C;(a1,0, ... ain) # 0 then the substitution of the A; ; by the a; ; in G; gives
a Grobner basis of T + (y1,...,y;) (see [CLO9T| p. 279 for example). Thus the set of the
Y1, . ..,Y¢ which are in generic position for I contains the complement of the hyper-surface
of equation Hle C; = 0, which is open and dense. O

We prove below that if the last variables zj1, ..., x, are in generic position for an ideal
generated by a regular sequence then xxi1,...,x,, 7o is a regular sequence in the quotient
of R by the homogenized ideal.

Lemma 7.1 Let I be an ideal of the ring R = K[x1,...,x,], and let y € R be a linear
polynomial. Then y is a non zero divisor in R/I if and only if

R R R
dimpc <—) _ dimg <_> ~ dimg <_)
I+ ) <ina ') <ina 1)<

for any positive integer i. In the homogeneous case, the same equality holds with < remowved.

Proof By hypotheses we have the following exact sequence of vector spaces

(1) ()~ )

By the additivity property of the dimension, the first map is injective if and only if the
above equality on the dimensions holds, and we have this injectivity for all ¢ if and only if
y is a non zero divisor in R/I. In the homogeneous case, the proof is exactly the same. O

Recall that an ideal I is called equidimensional if any associated prime ideal of I has
dimension dim 1.
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Lemma 7.2 With Notation[Z1l, suppose that f1, ..., fr is a reqular sequence and k < n. Let
y € R be a homogeneous linear polynomial which is in generic position for I = (f1,..., fx).
Then

e y is a non zero divisor in R/I and in R/(I : z3°);
o (I+(y):ag =1 a5 +y).

Proof We know that an ideal generated by a regular sequence is equidimensional and that
an element is a non zero divisor if and only if it is not contained in any associated prime of
the ideal. Thus the inequality k£ < n implies that a generic linear form is a non zero divisor,
and the definition of generic position implies the first assertion. The assertion on R/(I : z°)
is proved similarly using the fact that I: xg° is equidimensional of dimension n — k + 1 (see
[Fr697] p. 109 for example).

The inclusion “O” of the second item is immediate from the definition of the nota-
tion. Therefore, it is enough to show that the vector spaces (R/ I+ () : 9380) ~and

3

(R/ (I :z5° + <y>)) have the same dimension for any i. By Lemma [[1] the dimension
of the first space is equal to

R R R
dim _— = dim — — dim —
K<I+<y>)<i K(I)<i K(I><i1

and the dimension of the second one is

dimK NL :dimK ~R —dimK ~R .
Iz +(y) ), IR iz ).

The conclusion follows from the equality dimg (4)_, = dimg (%) which is true for any
= o /4

ideal and any 3. O

Theorem 7.1 With Notation[Z1, suppose that f1,..., fr is a regular sequence and that the
SEqUEeNce Tgy1,. .., o
Xy, 48 in generic position for I. Then Tyi1,...,%n,To i a reqular sequence in R/(I : z5°).

Proof Tt suffices to prove that the sequence xy 1, ...,x, is a regular in R/I and in R/(I :
x§°) and that 5 3
(I + (X1 xn)) tx5° =T 25 + (Thats - - T

We prove these three assertions by an induction on 4, the number of variables in generic
position for I. For ¢ = 1 this is Lemma Let ¢ > 2 and suppose that the assertions are
true for 4 — 1. Thus the regularity of the sequence f1,..., fk, Tx+1,-..,2i—1 (hypothesis of
the induction) implies that x; is a non zero divisor in

R R

(I+<xk+1,...,xi_1>):x8° B f!1'8°+<$k+1,...,$i_1>
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and this proves the first part of the claim. The second one comes from the hypothesis and
the second item of Lemma O

We prove now Proposition Il Recall that the degree reverse lexicographic monomial
ordering, denoted by <, in R = K [€1,...,Znt1] With 2,11 = o is defined on monomials
of the same degree by 5" - 07" <z} - :zrgfll if the last non-zero entry of the vector
(61— a1, ..., Bn+1 — apny1) is negative. (This ordering on the variables is important in what
follows.) For P € R, let in(P) € R be the greatest monomial (leading term) of P with
respect to <.

Recalling also that the rows of a Macaulay matrix are indexed by monomials, we suppose

in the following that the rows are indexed by < in decreasing order.

Proposition 7.2 With Notation[Z, let M be a Macaulay matriz in column echelon form of
I: xg° in the degree of regularity of this ideal, and let xy1,. ..,z be in generic position for
1. If Py, ..., P; are the polynomials defined by the columns of M then {Pi|zo=1,-- -, Ptlzo=1}
is a Grobner basis of I = I : £3°|,,—1 with respect to <.

Proof Let f € I be an arbitrary polynomial and let F' be its homogenization with respect
to xo. If deg(f) < & where & is the regularity of I’ = I : x§°, then we replace F by
a:g_deg(f )F. Thus it is enough to show that F', which has a degree at least ¢, is reducible
by G ={P,...,P}. If deg(F) = § we are done because G generates I§ as vector space. If
deg(F) > 0 two cases are possible.

In the first case, there exists some ¢ in {k +1,...,n + 1} such that z; | in(F"). Choose ¢
maximal for this property. In this case, we show that F' may be replaced by a polynomial
which has degree § and thus F is reducible by G. Let F’ be the sum of the terms m of
F such that x; | m. Then F' — F’ belongs to (z;41,...,Z,+1) by definition of the ordering
<,and F" € I' + (zit1,...,2nq1). It follows that F'/z; € I' + (xig1,...,Tny1) because

x; is non zero divisor in R/(I' + (xi41,...,Zn+1)) by Theorem [l (any permutation of a
homogeneous regular sequence remains a regular sequence). Let P € I’ such that F'/z;—P €
(Tig1s- o, Tnt1). As, by assumption, 41, ..., 2Zy+1 do not appear in in(F)/z; = in(F")/z;,

the definition of < implies that in(P) = in(F’)/z; = in(F)/x;. Thus in(F) is reducible by
an element of I’ of degree deg(F) — 1. By induction on deg(F'), this implies that in(F') is
multiple of in(F") where F" € I’ has degree 4.

In the other case we use the fact that I’ + (zxy1,...,2n41) is a zero—dimensional ideal
which is d-regular. In fact it is zero—dimensional because of the dimension n — k + 1 of I’
(Proposition E3) and of the regularity in R/I’ of the sequence xj1,...,%,+1 (Theorem
[1). This d-regularity comes from the fact that the d-regularity of an ideal does not change
if one adds a regular sequence to it (Lemma 1.8 of [BS87]). By Lemma 1.7 of [BS87] this
proves 3

(II + (Tpt1, .- ,xn+1>)5 = Rs.
Now let m be any monomial of degree § dividing in(F'). It may be written m = F’ +
Tpi1Hii1 + -+ xpi1Hy with F € I’ and H; € R for any ¢. This implies that m is the
leading term of F’ by the definition of < and F is reducible by F’ which is itself reducible
by G, by above proof. O
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Corollary 7.1 (Proposition ZTl) With Notation [, the Macaulay matriz in degree § =
nD—n+1=dy+---+d,—k+1 of the ideal I : xg° gives a Grébner basis of I with respect
to the degree reverse lexicographic ordering. If k = n this Grobner basis may be computed
in a time which is polynomial in T (Theorem [61l)

Proof Since I : z3° is a d-regular ideal by Corollary Bl then the assertions follows from
Proposition 0

Remark 1 To prove Conjecture 21l i.e. that this Grobner basis may be computed within
a bit complezity which is polynomial in T it would “suffice” to prove that the algorithm of
Section [ computes a Macaulay matriz of J' : x® if k < n.

8 Zero—dimensional Grobner basis

In this section, we suppose that I = (f1,..., fx) is a zero—dimensional ideal. Following
Corollary 22 we suppose that the total degrees of the f; satisfy do > -+ > dp, > d; > 2 and
we set D = (dy +---+d,)/n. We will prove Theorem 2Tl More precisely, we give the bound
nD — n + 1 for the degree of the elements of the reduced Grobner base of I with respect to
the degree reverse lexicographic ordering and the bound D™ for any ordering. We provide
also an algorithm which computes any reduced Grébner basis of I within a bit complexity
which is polynomial in 7 = max{T, D"} with T the total size of the input polynomials.
Finally, we prove the upper bound (n — 1)D™ + 1 for the number of the elements of the
reduced Grobner basis of I with respect to any ordering.

To prove the main theorem of this section (Theorem BIl) we use the following lemmas.

Lemma 8.1 Let L C R = Klxzo,...,z,] be a homogeneous ideal of dimension 1 which is
d-regular for some integer 6. Let Py, ..., Py € R be the homogeneous polynomials of degree
at most d. Then L+ (Py,...,P) is (6 + d)-regular.

Proof By Proposition we have to check the conditions of Definition B4 for the ideal
L+ (P,...,P;). From d-regularity of L and its dimension there exists a generic linear form
y =Y., Aiz; such that the multiplication

“(8), (%)
6—1 6

with R = K(Ay,...,A.)[zo,...,2,] is an isomorphism. Thus it suffices to show that y
is almost regular in degree d + d on L + (Py,...,P;). For this let F' be a homogeneous
polynomial of degree 6 + d — 1 such that yF' € L+ (Pi,..., Pp). Thus we have

14

yF + ZHiPi € Lsta (3)
i—1
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with H; € R'. This implies that H; has a degree at least § (by the hypotheses deg(P;) < d),
and it may therefore be written as H; = G; + yH! with G; € L and H] € R, by the
surjectivity of [@). So by replacing the H; by G; + yH/ in @) we have yF + Zle yH!P; €
Lsiq. The o-regularity of L implies that the generic form y is a non zero divisor in degree

§+din R'/L. Tt follows that F + >¢_, H/P; € Ls 41, which ends the proof. O
Let us recall that the saturated ideal of a homogeneous ideal L C R = K|xo, ..., x,] is
defined by

L = [ :m>
where m is the unique maximal homogeneous ideal of R and
L:m>®={P¢cR|zlPc L for some t and for any i}.

We will use the fact that L°**. K (Ao, ..., An)[xo,...,2n] = L : y™ where y = > [ A;x; is
a generic linear form.

Lemma 8.2 Under the hypotheses of Lemma [ suppose that L = L : xg. Then we have
(L4 Py, Pe)) : 0% )s0qg = (L+(P1,. .., Pe))syg-

Proof The inclusion “D” is immediate. To prove the other inclusion, let F' € L : z3° with
Ly =L+ {(P,...,P) be a polynomial of degree § + d. We claim that F' € L. Tt follows
that y'F € L, for some ¢ and therefore F' € L; by the (6 + d)-regularity of L; (Lemma BI]).

Proof of the claim: We show that L; : x§° = Lj**. To prove it, we have to show that the
saturation of L1 by xg is the same as its saturation by m or, equivalently, that m is the only
associated prime of L; which contains zg. For this let ) € Ass(L1) be an associated prime
of L;. Thus Q D Q' for some Q' € Ass(L). Then two cases are possible: If dim @ = dim @',
we have Q = @', and therefore ) does not contain g because L = L : xg. In the other case
we have Q = m (and therefore it contains zy) because dim Q < dim @’ < dim L = 1 by the
hypotheses, and this proves the claim. O

Now we state the main result of this section.

Theorem 8.1 Let I = (f1,..., fr) be a zero—dimensional ideal of R = K|x1,...,x,] such
that the degrees of the f; satisfy do > -+ > d > d1 > 2. Let G be the reduced Grébner basis
of I with respect to the degree reverse lexicographic ordering . Then G may be computed
within a bit complexity which is polynomial in T = max{T, D™} where T is the total size of
the input polynomials and D = (dy + - -+ + dy,) /n.

Moreover, the elements of G have a degree at most nD —n + 1.

Proof By Corollary 233 we may suppose without lost of generality that fi,...,f, is a
regular sequence in R. Let 6 = nD —n+ 1 andlet I’ = (Fy,..., F,) : 3° where F; is the
homogenization of f; with respect to xo. The ideal I’ is d-regular (Lemma [BI) and this
implies (Lemma B2) that

(f : ng)Hd — (' + (Fug1s o Fi))s 4)
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where I is the ideal generated by Fi, ..., F; and d = d,, 41 is the maximum of the degrees
of Fui1,...,Fr. So I : z3 is an ideal (5 4 d)-regular by Lemma Bl and Proposition
shows that the Grobner basis G may be deduced from the column echelon form of a
Macaulay matrix of T : x6° in degree § 4+ d. This Macaulay matrix may be obtained by
the concatenation of the Macaulay matrices of I’ and (F,,11,...,Fg). By Theorem B a
Macaulay matrix in echelon form of I’ in degree § may be computed within a complexity
polynomial in 7 and the size of its coefficients is also polynomial in 7. Let Cy, ..., Cy be the
polynomials (of degree §) associated to the columns of this matrix. The Macaulay matrix in
degree 0 4+ d we are looking for is the usual Macaulay matrix of (Cy,...,Cy, Fpq1, ..., Fi).

Its number of rows is
d+d+n < n(2D)+1
n n

> < (2eD)"

by Lemma 3.2 of [HL05]. Its number of columns is bounded by (¢ + k — n)(°T*™™). As the
Macaulay matrix of I’ is supposed to be in column echelon form, its number of columns
is less than its number of rows. It follows that the number of columns of the Macaulay
matrix in degree § + d is less than (T + (2eD)™)(2eD)™, which is polynomial in 7. Thus
the bit complexity of the computation of the echelon form of this Macaulay matrix, and the
Grdébner basis G is polynomial in 7.

Let us consider now the assertion on the degrees. By Proposition Bl the elements
of the reduced Grobner basis of the ideal (f1,..., f,) with respect to the degree reverse
lexicographic ordering have a degree at most 0. The zero—dimensionality of this ideal and
the d-regularity of I’ imply that its initial ideal (the ideal generated by initial terms of the
elements of the ideal) contains all monomials of degree 6. Thus the degree of the elements
of the reduced Grobner basis may only decrease when adding the polynomials fr,41,..., fx
to the ideal, and this ends the proof.

O

Now, let us consider another monomial ordering. For this we use [EGLM93|, where it
is provided an algorithm for transforming a Grébner basis of a zero—dimensional ideal with
respect to any ordering into a Grobner basis with respect to another ordering. Under the
hypotheses of Theorem BTl the bit complexity of this algorithm is polynomial in hn D™ where
h is the maximal size of the coefficients of the polynomials of the input basis (see Theorem
5.1 of [HLOS]). Thus we have:

Corollary 8.1 Under the hypotheses of Theorem [B1l there is an algorithm which computes
any reduced Grobner base of I within a bit complexity which is polynomial in T .

We give now a bound on the degrees of the elements of any reduced Grébner basis of a
zero—dimensional ideal. Let deg(/, <) denote the maximum degree of the elements of the
reduced Grobner basis of I with respect to the monomial ordering < and Deg(I) denote the
dimension of K-vector space R/I. Let in(f) € R be the initial (greatest) monomial of a
polynomial f € R with respect to the ordering < and

in(I) = {in(f) | f € I}.
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Proposition 8.1 Let I = (f1,..., fx) be a zero—dimensional ideal of R = K[x1,..., %)
and let < be a monomial ordering on R. Then

deg(I, <) < Deg(I).

Proof By definition Deg(]) is the number of monomials m such that m ¢ in(I) (Proposition
4 of Chapter 5, §3 of [CLO97| for example). Let G be the reduced Grébner basis of I with
respect to < and g € G. Let z; be a variable dividing in(g). We have in(g)/z; ¢ in(I)
because G is reduced. Similarly if m is any other monomial of g, then m ¢ in(I). Thus it
is enough to show that deg(m) < Deg(I) for any monomial m such that m ¢ in(I). Let ¢
be the degree of m. For any 0 < i < ¢ there is at least a monomial m,; of degree i dividing
m and if m ¢ in(I) the same is true for all the m;, thus £ + 1 < Deg(I) which proves the
result. O

Remark 2 With Notation Bl if T is a zero—dimensional ideal then we have deg(I, <) < D™.
This follows from the facts that the degree of I is bounded by d; - - - d,, (Bézout’s theorem)
and that d; ---d,, < D" by the well-known fact that the geometric mean is less than the
arithmetic mean.

Example 8.1 We give here a well-known example due to Mora-Lazard- Masser-Philippon-
Kollar (see |Bro87| for example) which shows that the degree bound of Proposition Bl

is optimal. For this, let <;., be the lexicographical ordering on K|x1,...,x,] such that
T1 <lex " <lex Tn-
For all n and dy, . . ., d,, let us consider the following sets of polynomials in K[z1,...,2,]:
d d dn1 d
A={z]' —x2,25% —x3,...,2," 7 — Tn,Ty"
and
dydp dy-+dn
B = {zfl dn gy — zfl,xg - :cilld2, N T2 B /P

By first Buchberger’s criterion (see [CLO97| for example) we can see easily that the set
A (resp. B) is a reduced Grobner basis with respect to any degree ordering (resp. <jez)-
In the other hand by a simple computation we have that any element of A is reducible to
0 by B and vice-versa. Thus these sets generate the same ideal, say I. This implies that
deg(l, <jez) = di - - - dy,. So the claim deduces from the fact that d; - - - d,, is the product of
the degrees of the generators of I (I is also generated by A), and it is therefore equal to the
degree of I.

In the following, we give a bound for the number of the elements of the reduced Grébner
base of a zero—dimensional ideal with respect to any ordering. Dickenstein et al. [DEGS9T]
have proved the bound d"” where d is the maximum degree of the generators of the given
ideal and n is the number of the variables, while Faugere et al. [EGLM93| have proved the
bound nd™. We provide a more shaper bound where | A| denotes the number of the elements
of a set A.
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Theorem 8.2 Let I = (f1,..., fr) be a zero—dimensional ideal of the ring K|x1,..., x,)
and d; = deg(f;) indexed in order that do > --- > di, > dy. Let G be the reduced Grébner
base of I with respect to some ordering. Then the number of polynomials in G is at most

(n—1)Deg(I)+1< (n—1)D" +1.

Proof We apply the idea which is used to prove Corollary 2.1 of [EGLM93|. For this let B
be the set of monomials m such that m ¢ in(I). It is easy to see that |B| + |G| is less than
or equal to the number of the elements of the set

{1}U{zim | me B,i=1,...,n}.

But the number of elements of this set is equal to 1+nDeg(I) because the zero—dimensionality
of I implies that |B| = Deg(I) (Proposition 4 of Chapter 5, §3 of [CLO97]). Thus |G| <
(n — 1)Deg(I) 4+ 1 which is less than (n — 1)D™ + 1 by Remark O
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