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Abstract: This report presents a new stochastic geometry model for unsupervised extraction of line networks
(roads, rivers, etc.) from remotely sensed images. The line network in the observed scene is modeled by a poly-
line process, named CAROLINE. The prior model incorporates strong geometrical and topological constraints
through potentials on the polyline shape and interaction potentials. Data properties are taken into account
through a data term based on statistical tests. Optimization is done via a simulated annealing scheme using
a Reversible Jump Markov Chain Monte Carlo (RIMCMC) algorithm, without any specific initialization. We
accelerate the convergence of the algorithm by using appropriate proposal kernels. Experimental results are
provided on aerial and satellite images and compared with the results obtained with a previous model, that is
a segment process called “Quality Candy”.

Key-words: Stochastic geometry, marked point process, simulated annealing, RJIMCMC, line network ex-
traction, aerial and satellite images.
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Processus de Lignes Brisées pour I’Extraction Non Supervisée de
Réseaux Linéiques en télédétection

Résumé : Ce rapport présente un nouveau modéle issu de la géométrie stochastique pour l'extraction non
supervisée de réseaux linéiques (routes, riviéres, etc.) a partir d’images satellitaires ou aériennes. Le réseau
linéique présent dans la scéne observée est modélisé par un processus de lignes brisées, appelé CAROLINE.
Le modéle a priori incorpore de fortes contraintes géométriques et topologiques au travers de potentiels sur
la forme des lignes brisées et de potentiels d’interaction. Les propriétés radiométriques sont incorporées via
la construction d’un terme d’attache aux données fondé sur des tests statistiques. Un recuit simulé sur un
algorithme de type Monte Carlo par Chaine de Markov (MCMC) & sauts réversibles permet une optimisation
globale sur 'espace des configurations d’objets, indépendamment de initialisation. L’ajout de perturbations
pertinentes permet une accélération de la convergence de ’algorithme. Des résultats expérimentaux obtenus
sur des images satellitaires et aériennes sont présentés et comparés i ceux obtenus avec un précédent modéle
fondé sur un processus de segments, appelé “Quality Candy”.

Mots-clés : Géométrie stochastique, processus ponctuel marqué, recuit simulé, MCMC & sauts réversibles,
extraction de réseaux linéiques, images satellitaires et aériennes.
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1 Introduction

Image analysis is an important tool for cartographers to optimize the time spent on ground while improving
the accuracy of the final document produced (i.e. a map). With the availability of remotely sensed images and
advances in computing technologies, many methods have been developed in order to extract cartographic items.
In this context, we have been interested in extracting line networks (roads, rivers, etc.) from satellite and aerial
images.

Many methods have been developed to tackle this difficult problem, in particular for road network extrac-
tion. One possibility is to consider a semi-automatic approach where an operator gives a starting point and a
direction that initialize a tracking road algorithm, [28, @]; some endpoints that may be linked by an algorithm
based on dynamic programming [R, [I7]; or some checking points that initialize an edge extraction algorithm
based on deformable contour models [I8], on dynamic programming [12], or on profile analysis [B]. These ap-
proaches usually allow a fast and accurate extraction. Nevertheless, the productivity gain of such approaches
is weak with respect to the extraction done by an expert.

A second possibility is to consider a fully-automatic approach. The extraction is then an ill-posed problem
for which it is difficult to find a good compromise between exhaustivity and specificity. Most automatic methods
published in the literature rely on a local optimization process based, for example, on morphological operators
[23], on operators dedicated to road extraction [7], on operators based on texture [I3], or on neural networks [4].
The major drawback of these low-level techniques is their sensitivity to noise, particularly for high resolution
images in which a noise inherent to the observed scene is added (for example, trees shadows on the roads). To
reduce this sensitivity to noise, some authors propose to combine different operators [8, 29]. Although they often
provide a coarse detection, such techniques are widely used to initialize a network reconstruction procedure.
Indeed, they provide road seeds for the initialization of semi-automatic algorithms [2, B0], to construct a graph
on which a Markov random field can be defined [25], or to initialize a self-organizing map algorithm [6]. These
two-step approaches are, however, strongly sensitive to the pre-detection. For the extraction of thick networks
from high resolution images, multi-scale approaches are proposed to reduce the effect of noise while providing
an accurate extraction, as in [B [[6] where the detection of the central axis of the roads is done at low resolution
while the detection of edges is done at high resolution. In [20], road extraction is done using quadratic ac-
tive contours that incorporate strong geometrical constraints via the definition of interactions between contour
points. Because they incorporate more specific information, these higher-order active contours are more robust
to noise than conventional active contours, and permit a generic initialization that renders them automatic,
contrary to classical contour approach. Results are promising but the method is time consuming.

In this report, we present a fully-automatic technique for line network extraction which is not based on a
combination of several stages of image processing. We model the line network in the image by a spatial process
in a compact F' C R? | that is a random set of objects whose number of objects located in F is a random finite
variable. Such models, introduced in image processing in [I]], provide the same type of stochastic properties as
those of Markov random fields, while incorporating strong geometric constraints. In [T5, 4] 24], line network
extraction is performed using spatial processes whose objects are interacting line segments described by three
random variables: their midpoint, their length, and their orientation. The high-performance of this modeling
has been verified on numerous examples. In particular, the “Quality Candy” prior model is especially suited to
the extraction of road networks, leading to continuous line networks with a small curvature and few omissions
and overdetections. Nevertheless, the detection of sinuous branches (characteristic of some rivers) is not enough
accurate and the detection of “Y” intersections (i.e. intersections with an acute angle) remains difficult. We
extend this modeling to more complex objects, such as in [21] for cell recognition, where objects are variable
resolution deformable templates. More exactly, our new model, called CARtographic Oriented LIne Network
Extraction (CAROLINE), is a spatial process where objects are interacting polylines composed by an unknown
number of segments. The connection between segments is thus embedded into the object definition, whereas in
[15, 24] the connection has to be defined up to a small constant (as, the probability of exact connection is null
under the reference measure). Finally, the road and river junctions can be modeled easily through the definition
of a pairwise interaction. At last, polylines can better fit sinuous line network than models based on segments
through a relevant construction of the data term.
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The CAROLINE model is presented in Section Bl The optimization - described in Section Bl - is done via
a simulated annealing using a RIMCMC algorithm dedicated to the simulation of our spatial process. This
algorithm is tested in Section H on remotely sensed images (aerial and satellite data).

2 CAROLINE model

2.1 Prior model
2.1.1 General framework

Point processes provide a rigorous framework based on measure theory to describe a scene by an unordered set
of points in a compact F' C R? [Z7]. For n € N, let ,, be the set of configurations {1, ...,7,} that consist
of n unordered points of F. A point process on F is a mapping X from a probability space to the set of
configurations Q = (J7—, Q,, such that for all bounded Borel set A C F, the number of points Nx (A) falling
in A is a finite random variable.

The canonical “completely random” point process is the uniform Poisson point process. Under the law
of a Poisson point process of intensity A, the number of points Nx(A) follows a Poisson law with mean A|A|,
and, given Nx(A) = n, the n points are independently and uniformly distributed in A. The law of a Poisson
process of intensity A on F' C R¢ is defined by the following probability measure on (2, B)E:

% \N ,—AlF|
wB) =Y T/ 1s({z1, ... an)) doy .. don (1)
Noo ! FN

where B € B.

To model the observed scene by a set of objects, we can augment a point process by adding extra information
(i.e. object parameters) to each points. Such a process is called a marked point process or an object process.
A marked point process on F', with marks in a space M, is a point process on F' x M such that N(A x M) < oo
almost surely for any Borel bounded set A C F. In this context, the uniform Poisson process is a marked point
process where points are distributed according to a uniform Poisson point process of intensity A, and marks
associated to each point are uniformly distributed in M. The law of this process on F' C R? is defined by the
following probability measure:

—AF

w(B) = NZ_:OGN! /(FXM)N 15({c1,...,en}) de1dPy(my) ... dz,dPy(my) (2)

where the ¢; = (x;,m;) are marked points of F' x M, and Py, is the uniform probability measure on the mark
space M.

Although in most applications it is not realistic to assume that points are scattered randomly, Poisson
processes are useful to build more complex models. Indeed, interactions can be introduced by specifying a
density with respect to the reference measure p. Let h be a nonnegative function on 2. Then, the measure v
having a density h with respect to p is defined by:

v(B) = [ HE) utdc) 3)

If 0 < v(B) < o0, then v can be normalized to provide a probability measure = defined by v(B)/v(Q2). In the
context of object extraction from images, the density is usually factorized into two terms. First, geometrical
and topological constraints are incorporated through a prior density h,. Second, a data term hq is used to fit
the data. The complete density of the spatial process is then defined as follows:

h(C) o hyp(C) ha(C) (4)

where C' = {c1,...,c,} is a configuration of objects.

1 is the smallest o-algebra such that for all Borel sets A C F' the mapping {x1,...,%n} — Nx(A) is measurable.
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2.1.2 Model for an unknown number of polylines

The CAROLINE process is a random configuration of polylines, located in a compact set F of R? corresponding
to the observed scene, whose number N of polylines is unknown. In other words, the CAROLINE process is an
object process on F of R? where the objects are polylines. Each polyline ¢ is described by:

e its initial point p' € F;

e its width e € [emin, Emazl;

e an unknown number n € {1,...,Nmas } Of segments;
e the segment lengths I; € [Lyin, Limasz], 5= 1,...,1;
e the segment directions «; €] —m, 7], i =1,...,n.

An example for n = 3 segments is given in Fig. [

Figure 1: A typical object of the CAROLINE model.

We first define a reference process which is a uniform Poisson marked point process. Under the law of this
process, the number N of polylines follows a Poisson law and, the initial points (points of the process) and
polyline parameters (marks) are independently and uniformly distributed in their respective state space. The
measure of this process is given by equation () where the uniform probability measure on the mark space is
given by:

n
- 1 d™(vy,...,v,) de
P]uB = / 1B €,V1y...,0 5
( ) ngl Nmaz [emin;enlaz] " ( n) |V|Tl (emaI - emin) ( )
where B is an element of the tribu associated to the mark space M = [emin,€Emas] X Up7i" V", where

V = [Limin, Lmaz)X] — 7, 7] and V* =V x ... x V (n times).

To introduce an a priori on polyline shapes and interactions between polylines, we then specify the CAR-
OLINE prior process by a prior density h, with respect to the reference process law. The expression of h,, is
given in Section LT after a presentation of the possible interactions between polylines made in Section

2.1.3 Polyline interactions

We consider two types of interaction.

The first one is based on a relation of proximity ~, between polylines. This relation is defined as follows:

ur~pv & (FGe{l,... i} dpl,v) < dmae and d(PL0) < dpas)) (6)
or (Fje€{l,...,n,}:d(p),u) < dmasz and d(pSH, u) < dimas))

where d corresponds to the Euclidean distance, n, denotes the number of segments composing the polyline u,
and p’, denotes the checking (or control) point number j describing u. In other words, two polylines are said
close if two consecutive points of the first polyline are at a distance lower than d,,, ., of the second polyline. An
example of two polylines holding this relation is given in Figure [l This interaction is forbidden in order to
avoid overlapping of polylines. When this interaction occurs for a given polyline configuration C, the density
hy(C) is thus equal to zero.
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circles of radius daz

o E—

\"

Figure 2: Proximity relation. u ~, v because two consecutive points of v are at a distance lower than d,,, of
u.

The second interaction corresponds to the connection of a polyline via one of its extremities to another
polyline. It is based on the Euclidean distance between the endpoints p. and p?*! of a polyline ¢ composed
of n segments and another polyline or one edge of the compact F. If the distance d(p*, o) between p* and o
(polyline or edge) is lower than a threshold e, c is said connected to o through p¥. Let Vi r(p¥) be the set of
polylines and edges of C' and F such that d(p¥,0) < e. We define three states of a polyline ¢ according to the
cardinality of the two sets Vo p(pl) and Vo g (p2t!). A polyline c is said:

e free, if ¢ is not connected by any of its extremities, i.e.:
Ve,r(e) = Vo r(p) UVerpd™) =0
e single, if ¢ is connected by only one of its extremities, i.e.:
Vor()#0, 3k:Vorpl)=0
e double, if ¢ is connected by both of its extremities, i.e.:

VC,F(pi) 75 0 ; VC,F(p::H_l) 7& 0

These three states are illustrated in Fig. Bl

F Free
Single
Double
Connection

N N\

Figure 3: Polyline states with respect to connections.

2.1.4 CAROLINE prior density

The prior density h, of a polyline configuration C' = {c1,...,cn} can be written in a Gibbsian form as follows:
0,ifd¢; € C,Cj S C/CZ ~p Cj
N

1 .
7 €XP — ; [Ui(ci) + Us(ci, Ve, r(e))] , if not

hp(C) = (7)

where Z is an unknown normalizing constant, U; is a potential based on the object shape, and Us is a potential
based on the polyline connections.
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The energy term U; associated to a polyline ¢ composed of n segments is written as follows:

400 , if ¢ self-intersects

n n—1
Ul(c) - Ull(n)—&—ZUlg(lj)—i-ZUlg(aj,ajH) s if not (8)
j=1 Jj=1
. M,
with: Ull(n) W
max l;
ol = Mg T
Uis(aj,o41) = Mq (0.5 — cos(ajt1 — ;)

where M,,, M; and M, are positive weights. U;; penalizes small n, U2 favors long segments, and U;s
favors small curvature. Moreover, self-intersection is forbidden by introducing a hard-core potential
(4.e. infinite potential).

The energy term Us is written as follows:

Uz(e, Vo,r(€)) = Un(clVer(e) + Y Usn(c,0) (9)

o€Ve F

where Us; is based on the states of polylines and Uss is based on a measure of the quality of polyline connections.
Uz penalizes free and single segments through constant and positive potentials wy et w;:
wy, if Vorp(c) =10
Usi(c|Vo,r(e)}) =4 ws,if Vor(e) #0, 3k: Vo r@ph) =0 (10)

0,if Vep(pl) #0, Verpi™) #0

Uss(c,0) favors the connection between an endpoint p¥ and a polyline or an edge o through a negative
potential, which is based on a function measuring the quality of the connection. This function depends on the
distance between p¥ and o. The more the distance decreases, the more the quality value increases. Let c a
polyline connected to o through p¥. The quality of the connection is given by:

1 1+¢€
0'(< C,0 >plcc):€—2 <1—i—d27Wg70)_1> (].].)

where ¢ is the connection threshold. The potential function Uy, is then given by:

Usa(c| Ve, () = — > (< ¢,0 >pn) (12)

The small distances of connection are thus favored by a negative potential.

To sum up, the CAROLINE prior density favors long polylines with a small curvature that are connected
with the rest of the network and small distances of connection while forbidding overlapping. This density
specifies a well-defined marked point process, as the Ruelle’s stability condition [22] is verified. Indeed, the
stronger condition of local stability can easily be verified thanks to the introduction of a hard-core (i.e. infinite)
potential with respect to the relation of proximity. To prove the local stability, a superior bound for the ratio
h;ﬁig)c ) for all C in Q and ¢ in F x M has to be found whenever hp(S) > 0. The use of the hard-core potential
induces a maximal paving of the compact F by a set of polylines: if a polyline ¢ is added to such a set, then the
proximity will be verified and the density will be null. There exists thus a threshold B such as the addition of a
polyline can not induce more than B connections. The decrease of U, is therefore bounded. U; being bounded

by below, there is a superior bound for %
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2.2 Data term

We build a data term based on the following assumptions:
e Hjp: The grey level variation between the network and the background is large;
e Hj: The local average of the grey level inside the network is homogeneous.

To verify that a polyline is well-fitted to the data, we consider a mask of pixels composed of the set of pixels
V' corresponding to the polyline in the image and two collinear regions R; and Rs, positioned at a distance d
from V, corresponding to the nearby background. Each pixel mask is divided into sections of a fixed number of
pixels as shown in Fig. @l

pixel R
polyline T
‘ ‘ 3 4
R, Q | Ry Ew
d R R -
I I 4
R
v Q 'y 2
d v* v?
\ I
\ \
R, </ . . R,
RZ RZ

Figure 4: Pixel mask associated to a polyline.

Considering pixel values of each strip as a sample of a population, a Student t-test is used to determine if
the averages of the two samples are significantly different. The formula for the t-test is a ratio. The top part
of the ratio is the difference between the two sample means. The bottom part is a measure of the variability of
the sample. Here is the t-test expression for two samples = and y :

Ty
t-test(z,y) = % (13)
e Ty

where 7, 0, and n, (resp. 7, o, and n,) refer to the sample mean, the sample standard deviation, and the
number of observations of x (resp. y).

Firstly, the contrast hypothesis is checked for each section M = {V? Ri Ri}. The test value t’ associated
to M" is the minimum of the two t-test values between the internal section V* and the two external sections R}
and Rj:
t\ = min |[t-test(R},V* 14
L= min [vtest(R]. V)] (14)
Then, we perform a thresholding of t! between 7, and 7, followed by a linear transformation from [y, 75 to
[—1,1] in order to obtain a potential, U.(i), based on the measure of adequacy of H; for the section M*:

1 if tt <m

. t— ,
Uiy =4 1— Qﬁ if 7 <t <7 (15)

-1 if ti > To

Secondly, the homogeneity hypothesis H, is checked by computing the Student t-test values ¢ between
successive internal sections V* and V'*1:

= t-test(V, Vi) (16)
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Then, we perform a thresholding of ¢} between 1 and 7, followed by a linear transformation from [1, 7] to
[—~1,1] in order to obtain a potential, Uy, (i, + 1), based on the measure of adequacy of Hy for {V¢ Vit1}:

-1 it <1
. Th— 1, . ;
Un(iyi+1)=1{ 1-2 if1<ti <7, (17)
Th — )
1 iftﬁl>7'h

Finally, the data potential associated to a polyline c is the following;:

I-1

I
Ua(e) = pe y_Ue(i) +pn)_Un(iri+1) (18)

i=1

where [ is the number of sections composing the pixel mask associated to ¢, p. and p; are positive weights
respectively associated to the contrast potential U, and the homogeneity potential Uy. The total energy for a
given configuration C' is the sum of data potentials of each polyline belonging to C'. The data term is thus given

by:
m@mw4}2%@> (19)

ceC

where Uy is given by equation (IF)).

3 Optimization

3.1 Simulated annealing

To extract the line network from an image, we aim to find a configuration of polylines which maximizes the
unnormalized process density h given by:

WC) o hp(C) ha(C) (20)

where h, and hq are respectively given by equation ([ and equation ([J). This is a non convex problem for
which a direct optimization is not possible given the large size of the state space that is U_,{2n where Qxy
is the set of configurations of N polylines. We propose to estimate this maximum by a simulated annealing
scheme, which consists of successive simulations of the process distribution 77 specified by the density h'/T,
with T gradually dropping to 0. A proof of convergence is given in [26] when the decrease of temperature T is
logarithmic. In practice, temperature decreases geometrically in order to reduce the computation time.

3.2 Simulation of spatial point processes

The algorithm chosen to simulate the unnormalized measure 7 is a Reversible Jump Markov Chain Monte
Carlo (RJIMCMC) algorithm [I0, TT]. It consists of simulating a discrete Markov Chain of invariant measure 7
which performs small jumps between the spaces §2;. This iterative algorithm does not depend on the initial state.
At each step, a transition from the current state S to a new state S’ is proposed according to a proposition kernel
Q(S — .). The transition is accepted with a probability (S, S’) given by the Green ratio. This acceptance ratio
is computed so that the detailed balance condition is verified, condition under which this algorithm converges
to mr. This strong condition is given by:

[ [ mxtacy pic.ac = [ [ antacty per,ac o

where A and B are two sets of the tribu associated to §2, and P is the transition kernel of the Markov chain C;.
Supposing that 77 (.) Q(C — .) has a finite density, D, with respect to a symmetrical measure ¢ on 2 x €, the
condition (ZI) is satisfied if:

a(C,C")D(C,C") = a(C’,C) D(C’, C) (22)

As shown in [TI9] for the finite state space case, it is optimal to make the probability « as large as possible to
reduce the autocorrelation of the Markov chain. Thus, we take:

a(C,C") =min {1, R(C,C")} (23)
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where R is the Green ratio given by:
D(C’,0)

R(C.C) = pon

(24)
Thus, equality [22)) is verified.

One interesting point of the Metropolis-Hastings-Green algorithm is that the proposal kernel ) can be
decomposed into several sub-kernels ¢;, each corresponding to a reversible move, as it has been proposed in
[11]. Although it is sufficient to define uniform birth-and-death [I0] in order to simulate spatial processes, it is
important to define relevant moves in order to speed up the convergence of the Markov chain. In addition to a
uniform birth-and-death, we have thus defined a birth-and-death of polylines containing only one segment based
on data (off-line computation of the data term for small pixel masks) in order to propose segments correctly
positioned. Proposing small perturbations is very useful when a polyline is already well positioned: dilation of
a polyline; move of a point of a polyline (an endpoint or a point between two segments); add-and-remove of a
segment at the end or at the beginning of a polyline; split-and-merge of segments. Moreover, we use a split-
and-merge of polylines which is very relevant when two or more polylines are positioned on the same branch of
the real line network. All these moves are illustrated in Fig. Bl and described in the following section.

birth-and-death of a polyline dilation of a polyline

\r

move of a point add-and-remove of a segment
split-and-merge of segments split-and-merge of polylines

Figure 5: Reversible moves used in the proposed sampling algorithm.

3.3 Proposal kernels and Green ratio computation

In this section, proposal kernels dedicated to the simulation of the CAROLINE process are described. For each
kernel, the explicit formula of the associated Green ratio is given.

3.3.1 Birth-and-death of a polyline

This section presents three types of birth-and-death of a polyline : a Uniform Birth-and-Death (UBD); a Birth-
and-Death of a polyline Reduced to one single segment (BDR); and a BDR based on Data (BDRD).

UBD is the simplest proposal kernel which allows to make small jumps between spaces of different sizes. It
consists of a uniform birth of a polyline in F' x M - proposed with a probability p, - and an uniform death
(inverse proposal) in the set of segments C. The uniform birth consists of:

e uniformly drawing an initial point in F;

¢ uniformly drawing a width e in [emin, €maz);
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e uniformly choosing a segment number n between 1 and 7,443
e uniformly drawing the parameters describing each segment (length and direction) in V™.
In the case of the birth of a polyline ¢, the Green ratio is given by:

_pa  AF| mCUQ)
o N(O)+1 h(0)

Rusp (C, cu C) (25)

where p;, (resp. pa = 1 — pp) is the probability of choosing a birth (resp. a death), h is the process density, and
A is the intensity of the reference Poisson process. In the case of the death of a polyline ¢, the Green ratio is
given by:

_ 1 N(C) h(C\¢)

Rypp(C,C\ ¢) = pa NE| H(O) (26)

The second type of birth corresponds to the proposition of a polyline composed of a single segment. The
corresponding (BDR) reversible move corresponds thus to the proposition of such a birth with the probability
pu1s and the proposition of a death of a polyline composed of a single segment with the probability pg1s = 1 —pp1s-
In the case of a sampling without data information, the birth of the polyline reduced to a segment is uniform:
the proposed segment is uniformly drawn in Z = F X [emin, €maz] X [Lmins Lmaz]X] — 7, 7). The death is also
uniform: a segment is uniformly chosen in the set E;(C) of polylines in C reduced to one segment. In the case
of a birth, the Green ratio is given by:

A F| h(C Uc¢)

DPdis
FpoR(C OV = Tomar GEO) T1) A(C) "

where #(F1(C)) denotes the number of polylines in C reduced to one segment. Likewise, in the case of a death:

Rather than uniformly proposing a new segment, it would be more relevant to use data information to
propose more often segments that are well-positioned. So, we propose to replace the BDR kernel by a BDR
based on Data (BDRD). The first step consists of computing the probabilities of linear structure presence in each
pixel of the original image for a given number of orientations Ny. For that, we store for every pixel p; i=1,.. n,;,
and every orientation ék, k=1...N,, the contrast potential u¥ € [—1,1] - given by equation ([F) - corresponding
to a segment of orientation 0 centered on p;. We then obtain, for every orientation 6, a map By, defining an
inhomogeneous (4.e. non uniform) birth kernel:

k
2 —u;

S (2 - ub)

The weaker is the potential associated to a pixel p;, the stronger is the probability By (p;) of proposing a segment,
of orientation 6 centered on p;.

Bi(p:) = (29)

The procedure for proposing of a new polyline ¢ according to By, ..., By, is then the following:
e the width is uniformly drawn in [enin, €maz];
e the length [ and the direction « of the first segment are uniformly drawn in [L.uin, Limaz] X] — 7, 7];

e a pixel p; is drawn according to the map By, , corresponding to the orientation 0, such that: k, =
arg min;[|a [r] — 0;|], where [7] means modulo 7;

e the segment center p is uniformly drawn in the square of ' C R? corresponding to the pixel p;; the initial
point p! of ¢ is then computed from p, a, and I.
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The inverse move consists of uniformly removing a polyline in E;(C). The Green ratios associated to the birth
and the death of a polyline ¢ = (pl, e, 1, ) are respectively given by:

— P AlF| hCUc)
Repro(C.CUe) = Npiz B (ip) Tumae (G(E1(C)) + 1)~ h(C) (30)
Rapno(C,0\c) = b Srie S (zp)xﬁffm A h(hfc})d (31)

where 1, is the pixel corresponding to projection of the center of (pl,p?) on the data image.

3.3.2 Simple Moves

The second kind of moves usually proposed to sample object processes is the modification of a randomly
chosen object according to a symmetrical transformation. Let 7 = {7}, : a € E} be a family of symmetrical
transformations parameterized by a vector a € E. If the modification of an object is done by applying T;, where
a is uniformly chosen in F, the Green ratio is reduced to the density ratio:

h(C")
h(C)

R(C,C") = (32)

We propose here two symmetrical simple moves: the dilation of a polyline and the move of a checking point.

The dilation of a polyline consists of uniformly choosing d. € [—A., A.] and adding d. to the polyline width
e, with the additional condition that the new width is in [emin, €maz]: € = €min + (€= €min+0¢) [Emaz — Emin])s
where [.] denotes the modulo function.

The move of a point consists of uniformly choosing a checking point of the chosen polyline and proposing a
translation of this checking point. This translation is a symmetrical transformation parameterized by a vector
a uniformly drawn in a compact centered to the origin.

3.3.3 Add-and-remove of a segment

The Add-and-Remove (AR) perturbation consists of adding or removing a segment at the end or the beginning
of a polyline. First, a polyline ¢ is uniformly chosen in the current configuration. Second, the choice of the
move type is done according to a probability based on the number of segments composing c. If the polyline
is reduced to one segment, only the addition of a segment will be proposed. Likewise, if the polyline is com-
posed of n,q, segments, only the removal of a segment will be proposed. In the other cases, the removal
and the addition of a segment are proposed with the probability 1/2. Once the move is chosen, an extremity
is chosen with probability 1/2. In the addition case, a length [ and a direction « are uniformly drawn in
V' = [Lmin, Lmaz|x] — 7, 7. Let ¢ = (p,e,l1,0a1,...,l,, ) be the chosen polyline. If the chosen extremity is
the initial point p = (z,y), then the new polyline is given by ¢/ = (p/,e,l,a,l1,1,...,l,, a,) where the new
initial point is p’ = (z —Icos(«),y —Isin(a)). If the chosen extremity is the final point, the new polyline is given
by ¢ = (p,e,l1,a1,...,ln, an,l, ). In the removing case, if the chosen extremity is the initial point, then the
new polyline is given by ¢ = (p', e,la, o, ... 1y, ) where p’ = (x + 11 cos(a1),y + l1 sin(ay)) and, otherwise,

/
¢ = (p767l1;a17"'7ln71;an71)-

In cases where the number of segments of the chosen polyline is between 2 and 7,4, — 1, the Green ratio is

given by the ratio of the densities:
RAr(C,C") = MC) (33)
AR ) - h(C)
where C’ is the configuration obtained by the perturbation of the current configuration C. In the other cases,
the Green ratio is given by:

h(C")
RAr(C,C") = 34
AR( )= @) (34)
The constant 1/2 intervenes as the addition of a segment to a polyline composed of one segment (resp. the
removal of a segment of a polyline containing n,,,.. segments) is done with probability 1 and the inverse move,
i.e. the removal of a segment of a polyline composed of two segments (resp. the addition of a segment to a
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polyline composed of 7,4, — 1 segments) is chosen with probability 1/2.

The combination of this sub-kernel with one of the two sub-kernels of birth-and-death of polylines reduced to
one segment allows to guarantee the irreductibility of the Markov chain generated by the Monte Carlo algorithm.
This combination allows to avoid the UBD kernel which, within an optimization framework, is not relevant: a
birth of polyline composed of several segments is then mostly rejected.

3.3.4 Split-and-merge of segments

As for the translation, the addition and the removal of a checking point allow to perturb in a relevant way
a polyline approximatively well-positioned. These moves define a reversible move called Split-and-Merge of
Segments (SMS) which is illustrated by figure Bl

Split Merge

K z ~U(L) h

/ L'.ru'iu L'.rn:i'u

L'.rwm

I
h < L‘.rn:in

L‘.ru'i'u <b< l— L'.ru'm
2Lm‘iﬂ < l < L'.rmu:

d

Figure 6: Split-and-merge of segments.

L'.rmin

Ny y

a) Split

Let s = (p/,p’T1) be a segment of a polyline c. The splitting of s is only proposed if the length of s, [, is larger
than 2L,,,;,, and if ¢ is not composed of n,,,, segments. We use an auxiliary variable Z in order to obtain two
new segments s| = (p/,p’) and s, = (p/, p?*!) such as p’ is located in the rectangle of length [ —2L,,;, and width
2Lmin and whose main axis corresponds to the segment s. In this way, the lengths of the new segments are in
[Limin, Lmaz]- The variable Z corresponds to a uniform drawing of points in the rectangle of length | — 2L,
and width 2L,,,n:

Z= [ B ~ U([Lonins | ~ Lomin) ] (35)

>From the generated vector z = (h,b), we obtain the parameters v; = (I1,a1) describing the segment s}
using the diffeomorphism defined by:

(36)

v =1 (h,b) = [ vAz £ ]

o + arctan(%)

where the parameters v = (I,a) of s are fixed. We obtain then the parameters vo = (l2,a2) describing the
segment s/, from v et v = (I, ) as follows:

V/(Isin(a) — Iy sin(aq))? + (I cos(a) — 11 cos(aq))?

vy = T(v,v1) = Isin(a) — Iy sin(aq) ) (37)
)

arctan(

lcos(a) — 11 cos(aq)

b) Merge

Let s; = (p?,p’™!) and s;41 = (p’*1, p’*2) the two consecutive segments of a polyline c. Merging these two
segments consists of replacing s; and s;4; by s;- = (p?,p’*?). The merging of two segments is only proposed if
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the point p/T! is located in the rectangle associated to s; ;41 for a split proposition. The conditions to verify
are thus the following:

e d(pjvijrQ) 6]2Lmin;Lma1] )
o the distance of p’*! to the segment s/ = (p?, p’*?) is lower than Lin;

e the orthogonal projection of p’ ™' on s/, is located at a distance b of p’ that is between 2L, and [ — Liyin.

c) Proposal kernel

Let C be the current configuration. There are Ng(C) segments that can be split and Ny (C') couple of
segments that can be merged. There are thus Ny (C) = Ng(C)+ Ny (C) possible moves of type split-and-merge
of segments. The first step consists of uniformly drawing a move among the Np(C) possible moves. If the
chosen move is a split (resp. merge), we proceed as explained in a) (resp. b)). The proposal kernel Qgus is
thud given by:

C A) M, A
Nr(©) o Nr(C)
$;€S(C) (si,8i41)EM(C)

where S(C') denotes the set of segments that can be split, M (C) denotes the set of consecutive segments that
can be merged, ¢ (C, A) corresponds to the splitting of the segment s;, and ¢ (C, A) corresponds the merging
of the couple (s;, s;+1). The split part ¢ (C, A) is given by:

dz
S _ )
A = [ 14(8(C.2) gy (39)
where ¥; = [— Limin, Limin] X [Lmin, li — Lmin] is the compact in which the variable Z is drawn and S;(C) is a

configuration of polylines where the parameters v; = (I;, «;) of the segment s; are replaced by (I1,01) = 1y, (2)
and (l2, a2) = T(v;, (). The merge part ¢ (C, A) of the kernel is given by:

4" (C, A) = 14(M;(C)) (40)

M;(C) is a configuration of polylines where the parameters of the couple (s;, s;+1) are replaced by the parame-
ters of the segment obtained by the merging of s; and s;41.

d) Green ratio computation

The symmetrical measure 1 on {2 x € chosen to derivate the measure 7Qgsyms is the following:

dz
Y(A,B) = /A SIEZS;C) /E 18(5:(C,2)) g7 dw(C) "
+ > 1(M(O)) gt (visvisa)| diu(C)
A (si,8i41)EM(C)

where V' = [Lyin, Limaz) X [—7, 7], and ¢ is the diffeomorphism corresponding to the following variable change:

(v1,v2) <2 (2,0)

where (v1,v2) correspond to the parameters of the two segments obtained after splitting the segment of param-
eters v = (I, 0) using the auxiliary variable z. This diffeomorphism is given by:

¢(27v) = (nv(z)ﬂT(v777v(2)) (42)

where 7, and T are respectively given by equations @#) and Z). J,-: denotes the Jacobian of ¢! whose
determinant is given by:
RP

S (43)
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Finally, the Green ratio corresponding to the split of a segment of length [ in two segments of lengths /; and

l2 is given by:
. Np(C) Lpin(l—2Lmin) 1 h(C")
_ v 44
Rsus (€, C7) N2(C") 7 (Lmag — Lmin) i Iz h(C) (44)

Likewise, in the merging case, the Green ratio is given by:

T (Lmaz — Limin) 11 12 h(C")
Nr(C") Lmin(l = 2Lmin) L h(C) (45)

Rsms(C,C") =

3.3.5 Split-and-merge of polylines

We propose two perturbations of type split-and-merge of polylines. These two reversible moves are illustrated
in figure [ The first perturbation (SMP1) consists of adding a segment linking two polylines and, reversely,
removing a segment of a polyline. The second perturbation (SMP2) consists of removing a connection between
two segments and, reversely, creating a connection by moving of an endpoint of a polyline.

J_/<—>_// J_/<—>_/\/

(SMP1) (SMP2)

Figure 7: Perturbations of type split-and-merge of polylines.

a) SMP1 move

Let S; 5, be the perturbation which splits a polyline by removing a segment j of a polyline of width e and
composed by at least three segments and which allows to define two polylines whose widths are equal to e + .
and e — d:

j+1,e—5e,vj+1,...,vn)} (46)

The variation of width d. is uniformly drawn in a compact such as the two new widths are in [ein, €maz):

Sj,[se(p,e,vl,...,vn) = {(plue+6euvlu'"77)]'—1)7(17

de ~U([—B(e), B(e)]) , where B(e) = min{e — e€min, €maz — €} 47)

The inverse perturbation concerns the couple of polylines (c;, ¢;) whose final point pz”H of ¢; and initial
point p; of ¢; verify:

Linin <d(@"*,p}) < Linaa (48)

Moreover, the sum of the segment number (n; + n;) has to be lower than np,q,:
N +Nj < Nmaz (49)

The merge move M (c;, c;) for ¢; = (p}, ei, (VF)k=1.n,) €t ¢; = (p}, e, (vf)kzl__n].) is defined as follows:

1 6ite

(2 2

where v;; corresponds of the parameters of the segment (p;”“, p})
This definition of the split-and-merge only includes the couple of polylines whose final point and initial point

verify the proximity condition @&). It would be relevant to merge also couples whose initial extremities or final

extremities verify this condition. A first solution would be to add a new proposition kernel in the RIMCMC

algorithm that correspond to the inversion move, i.e. move that inverses a polyline as follows:

M(ci,cj) = (p s (V) k=1.m 5 Vi (Uf)kzl..nj) (50)

(p',e,v1,...,00) — (" e,v), ... 00) (51)

where v = (I;, a; — 7) if aj > 0, and v} = (I;, @ + 7) otherwise.
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Here, we do not use such a kernel but we directly incorporate this move into the kernel Qgyp;- Indeed, we
add a step that consists of randomly proposing a permutation of the sense of the polyline(s). For a split move
S; 5., the resulting pair of polylines is thus uniformly chosen among the following four pairs:

Sis (0l evr, o) = {0 e+ e, v, v00), (0T e = O, vy, 0n) }
S5 (0l e v, o) = {07 e 4 0, Vg, 0)), (PP e = ey v, vn) ) (52)
5’5’766(1)1,6,1)1,. Jon) = {7, e—l—ée,v;_l,...,vﬁ),(p”Jrl €= e, Upy ey Vig)}
S;l,zse(plaeavla ,Un) = {(p 6—|—58,’L)1,...,’L)J,1),(pn+1 5€’vn7""v;+1)}

We now consider that the merging between two polylines ¢; and c; can be done by four pairs of endpoints:

{pup]}l = {pnﬂrl,p]} {pzapj}2 {pzap]} {pzapj}3 = {pzaanJrl} {pzapj}m {pzapj}4 = {pnl+17p711j+1}_ Let

Pi,Pj i be a pair of extremities that can be linked to merge ¢; and ¢;. The resulting polyline is uniformly
j g 3 g

chosen among the following two polylines:

1 eite;

(pi s 29 (et v, (v )im1a,) k=1, de {pipj}k= {pm+17p}}
M (civ ;) = (PZ%I} %7 (’Ugi)l:ni..la Vijs (Uji)lzl..nj) Tf k=2, ’.-8- {pi,pitr = {Piapi}
(piZ ) ij (v; )l:m»»lv Vij, ('U; )l:nj -1) if k= 3, i.e. {pivpj}k = {pzvpnj-i-l}
(P, S Wl)imtns, v (0 )imeya) i k=4, de {pipite = (PP P )
(P?jﬂ, #7 (Uél)z:nj..l, Vjis ('Ugl)l:ni..l) if k=1, ide {pipj}tx= {Pnlﬂap]l‘}
Me(eney = @ S O v @) =2 e (popibe = (L))
(P 2t (W i=tngs Vi (Vi)i=1n,) k=3, de {pi,pjte = {pipn, 11}
(P, S (im0 )i=nen) k=4, e {pipite = {00 Pk 0}

(53)

Let Ng be the number of segments whose removal allows the generation of two polylines and Nj; the number

of pairs of extremities whose linking allows the generation of a new polyline. A move is uniformly chosen among
the Ny = Ng + Njs possible moves. The kernel Qgypi is then given by:

1 1 B do
Qsmp1(C— A) = Y Z 1 14((C\ &) USSs.(c0)) 5r—
S es(C) Nr(€) =4 / 2(e» 2B(e:) 50
DS S1a((C\ {en e} UM (6 )
{pispiheM(C ) m:l

where sf denotes the segment j of the polyline c; of width e;, p¥ denotes the point k of c;, S(C) is the set of
segments whose removal allows the generation of two polylines, and M (C) the set of segments that can generate
a polyline by adding a segment linking them. The kernel is thus given by:

1 1 n;—1 4 Bl(e;) .
Qsmp1(C — A) = 8N (C) c;, Ble:) J; I;/B(ei) 14((C\ ei) USSP (ci)) dbe -
+2NT1(C) Do 20> 1alC\ {ei o) UM (e ¢))

{Ci,C]‘}GC k=1m=1

The measure ¥ on 2 x €2 chosen to derivate the measure 7Qgmp1 is a symmetrical measure concentrated on

UZO:O{{QN X Oni1U{Qn11 X Qn}}. Let A and B be sets of the tribu of Q such as A C Ey and B C En41.
The measure ¢ is then given by:

A B) = ’ C\¢)US¥s (¢;) doe du(C
vam = [S550[ 10 \e)ushile) 5. auC)
o o : nmam(emax - emin) 1
Y(B,A) = /Bl-_l P 24 (s, NV 14((C\ {eie5}) UM (ci, ¢5)dup(C) (56)
EX

2 4
Nmax (emam - emin)
1 i5 Cj M (¢, e )d
.Z, ZZ 2dy.(cs, ;)N V| A(C\{ei, ¢5}) UM (e, ¢)dp(C)
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where ¥ denotes the state space associated to the polyline width, and d(c;, ¢;) denotes the distance between
the two points of {p1, p2}x. The factor m is due to the variable change:
(317 62717/) — (67 de, ljv aj)

where e; and ey are the width of ¢; and ¢, obtained by removing of the segment j of a polyline of width e, and
p’ corresponds to the generated initial point.

Finally, the Green ratio corresponding of the split of a polyline of width e by removing a segment of length
[ is given by:
N7(C) 8IA|V| min(e — emin, €maz — €) h(C")

R C,C') =
SMPI( ' ) NT(O/) Nomaz (emam - emin) h(c) (57)
where |V| = 27 (Liaz — Limin)- In the reverse case, the Green ratio is given by:
Nr(C Nmaz€mazr — €min h(c’
RSMPI(C; Cl) _ T( ) ( ) ( ) (58)

Np(C") 81 A |V|min(e — emin, €maz —€) h(C

~—

b) SMP2 move

The second SMP perturbation was built to merge close polylines that do not verify the proximity condition.
Here, the merge is done by removing the first or the last segment of a polyline followed by adding a linking
segment. The new width is equal to the mean of two widths of the merged polylines. For a couple of polylines
(¢i, ¢ ) verifying n; + nj < Ny, we have height possibilities of new unordered polylines as shown in figure

Among these height possibilities, we only keep the propositions of segments whose length is between L,,;,
and L4, which allows to generate well-defined polylines. For a given merge, a polyline is uniformly chosen
among two polylines composed by the same segments but in a different order _

The split concerns the polylines composed by at least two segments. A checking point p! is uniformly chosen
among the points (p?,...,p"). The polyline (of width e) is then cut at this point. The widths of the two
resulting polylines are equal to e 4+ . and e — J., where . is uniformly drawn in [—B(e), B(e)] defined in
equation @M). For one of the two polylines, chosen with probability 1/2, the checking point is regenerated
according to a uniform drawing of a length I and a direction a. Four ordered polylines can then be generated
by reversing of the segment order. There are thus height possible splits from a checking point p].

Let Ny (C) be the number of points that allows the merging of two polylines of C and Ng(C') the number
of points that allows the splitting of a polyline of C. A move is uniformly chosen among the Nr(C) =
Np(C) + Np(C) possible moves. The kernel is then given by:

n; 8
Qo0 =) = S s L[

dv db,
[V|2B(e:)

(59)

The Green ratio corresponding to a split of a polyline of width e by replacing a segment of length [, is then
given by:
Np(C) 161X |V]min(e — emin, €maz — €) h(C")

NT(O/) Nmax (emax - emin) h’(c)
Likewise, the Green ratio corresponding to a merge of two polylines replacing an initial or final segment by
a new segment of length [, is given by:

NT(O) Nmazx (emax - emin) h(cl)
Np(C") 161X |V|min(e — emin, €maz — €) h(C)

R(C,C) = (60)

R(C,C") = (61)

3.4 Study on the behavior of the RIMCMC algorithm

In this section, we check the behavior of the MCMC algorithm for sampling a uniform Poisson process with
Nmaz = 10 and A\|F| = 100. For that, we consider the empirical averages of N, the total number of polylines,
and {N;}i=1.10, the number of polylines composed of i segments. The means are computed from a fixed number
of iterations Iy (here, Iy = 30000). From Iy, we consider a sample every P iterations (here, P = 10000). This
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Figure 8: Possible merges of a pair of polylines. Only five merges are proposed because the other ones do not
respect the condition on the length of the new segment.

sampling allows to reduce the effect of the strong correlation between consecutive samples. The algorithm is
stopped when the difference of empirical values is sufficiently small during thirty successive steps.

In order to show that a UBD kernel can be replaced by a combination of a BDR kernel and an AR kernel,
we first check the behavior of the MCMC algorithm using the kernel @ = 1/2 Qppr + 1/2 Qar, where QBpr
is the BDR, kernel without radiometrical information, and Qag is the AR kernel. The algorithm converged in
less than 34 seconds with a processor 2 GHz (3.5 x 10° iterations). The empirical averages computed during
the algorithm are shown in figure @l The empirical error done on the point number is weak: about 0.2 for a
theoretical value of E(N) = A|F| = 100. Moreover, the empirical values of the expectation of the number of
polyline of size ¢ (i = 1,...,Nmqe) are close to the theoretical value obtained by the hypothesis of a uniform
law on the number of segments composing a polyline:

1 FE
P(i) = 10 Vi =1..10 = E[N;] = % —10Vi=1..10

We have then tested each sub-kernel proposed in the section by adding this sub-kernel to the kernel @,
and using the same procedure. The empirical errors are lower than 2% for each empirical mean.
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Figure 9: Empirical averages of N, the total number of polylines, and {N;};—1.10, the number of polylines
composed of i segments, with respect to the number of iterations.
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4 Results

This section presents results of the simulated annealing described in Section Bl on four remotely sensed images,
with an initialization by the empty configuration. For each image, the result obtained using the “Quality Candy”
process - proposed in [I5] - is also provided.

Even if the perturbations defined in the section B33 accelerate convergence and allow to avoid local minima, it
is necessary to use a very slow decrease of the temperature - in comparison with the segment process “Quality
Candy” - in order to obtain the wholeness of the network. This is why we use here an adaptive decrease of
the temperature, which allows to decrease as much as possible the temperature while remaining close to the
balance. During m iterations the temperature is constant and we compute the empirical average of the system
energy. At the end of this period the energy average is compared to the one of the previous period. At the next
period, the temperature decreases only if there is an increase of the energy.

Globally, both processes - “CAROLINE” and “Quality Candy”- provide a continuous line networks with
few omissions and few overdetections. The presented results show these models are fitted to different
type of data and objects to be extracted: satellite and aerial images, optical and radar images, river and road
networks. Moreover, their robustness with respect to noise is high due to the introduction of strong geometrical
constraints in the prior density. In particular, these models are robust to geometrical noise, that is to say
noise characteristic to the observed scene. This is shown on the aerial image presented in figure [0 where trees
interfere with the detection of road sections. As shown in figure [[1], the prior models allow to detect all the
sections occluded by the presence of trees.

Figure 10: Aerial image of size 1784 x 1304 pixels (50 centimeters of resolution) provided by the French Mapping
Institute (IGN).

The CAROLINE model improve the detection in terms of accuracy, as shown in figures [[2 and Indeed,
the data term of our new model allows to detect sinuous networks with accuracy. In the case of segments,
it is not reasonable to use too small segments as the contrast and homogeneity measure on very small sets of
pixels would not be significant. In the case of polylines, we can choose to use mask sections longer than the
segment of minimal length L,,;,. It is thus possible to use very small segments. So, we take L,,;, = 3 for river
detection on the image of 20 meters of resolution shown in figure The data term computation is done on
sections of length of 20 pixels.

Moreover, the junctions detection is better using a polyline process than using a segment process as
shown by figures[[] I3 and[I3 This is due to the use of an interaction of connection that favors the connections
of each polyline with the rest of the network. Moreover, the connection distance is minimized by an attractive
potential. In the “Quality Candy” model, only the connection between two endpoints is taken into account. The
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(a) segment process (b) polyline process

Figure 11: Road extraction on an aerial image (figure ) : (a) using “Quality Candy” process - RED: segments
that fit data (negative potential) - BLUE: segments that do not fit the data (positive potential) - GREEN:
external part of the segment mask used for the measure of the contrast with the nearby background; (b) using
“CAROLINE” process - GREEN: internal part of the polyline mask, BLUE: external part of the polyline mask
- RED: polyline connections.

~—
(a) Satellite image © BRGM (b) segments (c) polylines
300 x 300 pixels obtained in 5 min. obtained in 45 min.

Figure 12: River extraction from a SPOT XS2 image (20 meters of resolution) provided by the French Geological
Survey (BRGM): (b) using the segment process “Quality Candy”; (c) using the polyline process “CAROLINE”.

long branches are thus favored but the branch junctions are not favored explicitly. Nevertheless, junctions may
be done via the connection with a close extremity. This explains partly the bad quality of the junction between
the two sinuous dirt track and a main road in the figure [3 The other reason is that intersections with acute
angle (“Y” intersections) are penalized under the law of the “Quality Candy” process.

The proximity interaction introduced in the “Quality Candy” model to penalize the overlapping of segments
is not well-defined: it induces a penalization of the “Y” intersections and forbid two segments, whose centers are
at a distance lower than the maximal half-length of the two segments, to be quasi-parallel. So, it is impossible
to detect two close roads. The proximity interaction between two polylines is better defined: the “Y”
intersections are not penalized and parallel sections are allowed if they are at a distance larger than d. Taking
d small, it is thus possible to detect very close roads while forbidding section overlapping. This is illustrated
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(a) Satellite Image © CNES (b) segments (c) polylines
256 x 256 pixels obtained in 7 min. obtained in 1 h and 15 min.

Figure 13: Road extraction from an image SPOT Panchro (10 meters of resolution) provided by the French
Spatial Agency (CNES): (b) using the segment process “Quality Candy”; (c) using the polyline process “CAR-
OLINE”.

by the result given in figure [[8 where two roads quasi-parallel can be detected using the “CAROLINE” process
whereas only one was detected using the “Quality Candy” process.

Figure 14: ERS radar image (525 x 546 pixels) (©) ESA.

The computing time of the polyline process model is nevertheless important in comparison to segment
process model. This is mainly due to the computation of the data term on the wholeness of the polyline at each
proposition of a perturbation, even if the perturbation concerns only one or two segments. The reason is that
the data term potential is not based on a sum of potentials for each segment of the polyline but on a uniform
decomposition of the polyline mask. Longer the polylines are, longer the computing time will be. So, the cost
of an iteration is very high at the end of the algorithm, especially if the roads and rivers present in the image
are long and numerous.



24 Lacoste & Descombes & Zerubia

S ot

(a) segment process (b) polyline process

Figure 15: Road extraction on a radar image (see figure ) : (a) using “Quality Candy” process - RED:
segments that fit data (negative potential) - BLUE: segments that do not fit the data (positive potential) -
GREEN: external part of the segment mask used for the measure of the contrast with the nearby background;
(b) using “CAROLINE” process - GREEN: internal part of the polyline mask, BLUE: external part of the
polyline mask - RED: polyline connections.

5 Conclusion

We have proposed in this report a relevant method to perform line network extraction from satellite and
aerial images. This is a fully automatic method without any initialization. Indeed, the use of a simulated
annealing scheme using a RJIMCMC algorithm for the optimization allows us to initialize the algorithm with
the empty configuration. The prior model leads to continuous extracted line networks with few omissions and
overdetections. Results on remotely sensed images have shown that the polyline process CAROLINE is fitted to
the extraction of sinuous networks and models correctly the road and river junctions thanks to the definition of a
polyline connection. Moreover, the data term seems to perform well for different types of images. We will focus
in a near future on the definition of an inhomogeneous reference process based on data that would be better
adapted to our problem. Indeed, it would allow to accept more correctly positioned segments at the beginning
of the algorithm and should decrease the computation time. Moreover, the proposed stochastic modeling allows
us to consider working in a frame of data fusion in order to benefit from the contribution of several sources (for
instance, multi-sensor or multi-temporal data).
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