N
N

N

HAL

open science

An adaptative antidissipative method for optimal
control problems
Olivier Bokanowski, Nadia Megdich, Hasnaa Zidani

» To cite this version:

Olivier Bokanowski, Nadia Megdich, Hasnaa Zidani. An adaptative antidissipative method for optimal
control problems. [Research Report] RR-5770, INRIA. 2005, pp.21. inria-00070250

HAL Id: inria-00070250
https://inria.hal.science/inria-00070250
Submitted on 19 May 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://inria.hal.science/inria-00070250
https://hal.archives-ouvertes.fr

ISRN INRIA/RR--5770--FR+ENG

ISSN 0249-6399

%I 1NRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

An adaptative antidissi pative method for optimal
control problems

Olivier Bokanowski — Nadia Megdich — Hasnaa Zidani

N° 5770
Novembre 2005

Théme NUM

apport
derecherche







Zd I N RIA

ROCQUENCOURT

An adaptative antidissipative method for optimal control
problems

Olivier Bokanowski* , Nadia Megdich' , Hasnaa Zidanit

Théme NUM — Systémes numériques
Projet SYDOCO

Rapport de recherche n° 5770 — Novembre 2005 — 21 pages

Abstract: We deal with a numerical method for HIJB equations coming from optimal
control problems with state constraints.
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An adaptative antidissipative method for optimal control
problems

Résumé : On étudie une méthode numérique pour les équations HJB provenant des
problémes de contrdle optimal avec contraintes sur 1’état. Plus précisément on présente un
schéma antidissipatif sur une grille adaptative. La grille adaptative est générée en utilisant
la structure des quadtree linéaires. Cette technique facilite le stockage et la maniabilité des
mailles.

Mots-clés :  problémes de contrdle optimal, équations HJB, schéma antidissipatif, quad-
tree linéaire.
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1 Introduction
In this paper, we deal with an optimal control problem (P ,) with state constraint:

min Qo(yw,S(T)%

Ya,s(t) = [ (Ya,s(t),a(t)) Vt € [s,T]

Yo,s(s) =z, € R", (1)
a(t) € Aae, Vt e [s,T],

Ya,s(t) € K V€ [s,T).

The set of controls A is a compact of R™, ¢ : R" — R U {+oo} is lower semi continuous
(l.s.c) and T is a fixed final time. The set K # () is a compact convex set of R™. The
dynamics f: R" x A — R" is assumed to be Lipschitz and bounded.

Let v: [0,7] x R" — RU{+0o0} be the value function defined by v(s,z) = inf(P;s ). For
every s € [0,7T] and z ¢ K, v(s,x) = +o0 and for z € K, v(T, z) = p(z).
It is known that the value function v satisfies the Dynamic Programming Principle (DPP):

v(s,x) = inf (7, ya,s(7)), VT €]s, T], Vx € K, (2)
a(.)EA(s,T;x)
where A(s, ;) := {a : [0, +00[— A measurable, y, s(t) € K, Vt € [s,7]}.
In the case when the final cost function ¢ is continuous and K = R", the value function
is the unique continuous “viscosity” solution [1, 2, 8] of the Hamilton-Jacobi-Bellman (HJB)
equation:

—v(t, x) — mi e (t,x) =0, (¢, 0, 7] x K,
ot 2) = min [z, @) (t,2) = 0, (t,2) € [0,7] x "
(T, x) = p(x), z e k.
In this paper, we are interested in the case when ¢ is given by
0 if v €C,
(@) = { +00 otherwise, (4)

where C # () is a compact convex set of R", C C K and K # R". In section 4, we will see
that this case modelizes several control problems (target problem, Rendez-Vous problem,
viability kernels,...). Here, the value function v may clearly be discontinuous and takes its
values in {0,4o0}. It still satisfies equation (3) in a sense given by Frankowska and her
co-authors [16, 17]. For more details about the different notions of solution of the HJB
equation, see the appendix and the references therein.

Several numerical schemes have been studied for discretizing (3). The most popular are
the Semi-Lagrangian schemes [12, 13, 19] and the finite differences schemes [22, 9]. These
schemes provide a good approximation for a continuous value function. However, they all
use interpolation techniques at some level and are no more suitable for the approximation of
discontinuous value functions. Indeed, the interpolation steps produce more or less numerical
diffusion, which causes an increasing loss of precision mainly around the discontinuities.
To our knowledge, the only scheme which doesn’t use any interpolation technique is the one
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4 Olivier Bokanowski , Nadia Megdich , Hasnaa Zidani

based on the viability algorithm developed by P. Saint Pierre and his co-authors [21]. But,
as already shown in [6] this scheme still diffuses.

The approximation method we study here is a mixture of the antidissipative UltraBee

(UB) scheme [11, 5] and of an adaptative gridding technique. The UltraBee scheme has
been studied by B. Désprés and F. Lagoutiére [11] for solving the transport equation with
positive constant velocity. It has been extended by O. Bokanowski and H. Zidani [5] for the
transport equation with a changing sign velocity and applied for the resolution of Hamilton
Jacobi equations (3) on a regular grid.
In our case, the value function takes only values 0 and 1 (the value 1 coding in fact the
+oo value). In this special situation, the UltraBee scheme has a nice property: it is able
to localize accurately the discontinuity of v corresponding to the interface I'; separating
the region where v(¢,.) takes the value 1 from the region where it takes the value 0. This
property allows us to design a simple method for adaptative gridding. Moreover, the real
calculations at every time ™ = nAt (At being the time step) have only to be done on a small
neighborhood of the interface I's»n. Hence adaptative gridding is particularly interesting in
our case. Moreover, we use linear quadtrees which provide a good way to handle easily
adaptative grids and to achieve a significant save of memory.

Adaptative gridding for solving HJB equations has already been studied in the case of
a continuous value function. In [19], L.Grune has handled the Semi-Lagrangian scheme
to solve (3) and explained the criteria he used for the refinement and coarsening steps.
These criteria are based on a fixed tolerance for the interpolation error. The presence of
discontinuities in our case makes these criteria no more suitable.

The paper is organized as follows. In section 2 we give the formulation of the UltraBee
scheme and some of its properties. In section 3 we present the adaptative technique that
we use and explain the steps of the proposed method. Finally in section 4, we give several
numerical simulations in 2 dimensions coming from control problems and propagating front
problems.

2 The UltraBee scheme

Notice that when we deal with only one control, the HJB equation (3) becomes a transport
equation. Hence we will first present the UltraBee scheme in this simple case in one space
dimension (n = 1).

2.1 Transport equation

Let f : R — R be Lipschitz and bounded and ug : R — R be lower semi continuous. We
consider the transport problem:

u(t,z) + f(x)uz(t,z) =0, z € R, t >0, (5)
u(0,2) = up(x), = € R.

INRIA



An adaptative antidissipative method for optimal control problems 5

In all the sequel, we will use the following notations: At denotes the time step, Ax is the
space step of a regular grid G of R and v; is the local CFL number at cell M; defined by:

f(z;)At
Az

vy =
Consider the following scheme of finite volumes type:

vyt - oy UG-V

A7 + f(xj) s =0,Vj€Z,VneN, ©)
1
UJQ N /M uo(x)dz, Vj € Z.

where x] is the middle point of cell M; = [xj_; y T +1] U}' is an approximation of the mean

i+ ity
the left and on the right of the interface of cells M; and M;;, at time ¢™.
For the UltraBee scheme, these fluxes are defined in the following way.

value — / u(t", z)dz of u on cell M; at t”, and U" L U™E are fluxes respectively on

e In the case when the velocity f(.) = f is a positive constant, the fluxes UJ"JrLl and U;.:ﬁ
2 2

coincide and we have U mL UJ’:LR = U" . The scheme becomes:
2
urtt—up UJ"+ Ul
I ity Timh
At + fz) Az 0.
The UltraBee scheme, as defined in [11], is a downwind choice of the fluxes under some
stability conditions. This choice replaces the classical Upwind flux which is stable but
dissipative. More precisely, the flux Uﬁr; is given by solving the minimization prob-
2

lem: mingn.+ ;o pn+ |U — UZ | where b?’Jr and B;Z’Jr are defined by:
i SUSE;

n 1 n n n " I
bj7+ = V_j(Uj — maX(Uj 7Uj71)) + maX(UJ ’Ujfl)’
n 1 n . n n . n n
B o+ V_j(Uj —min(U;", Uj")) + min(U}", U ).
It follows that
U‘;:»% = min(max( J+17 bn +) B’J’-Z’+)' (7)

e In the case when f is of changing sign, the UltraBee generalized scheme (UB-G) [5] is
defined as follows

m, +)’ Bn,+

; ;") as proposed in (7).

(a) if v; >0, Uj"_;_ = min(max(U}, 1, b’
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6 Olivier Bokanowski , Nadia Megdich , Hasnaa Zidani

(b) if v; < 0, we define symetrically Uj’,l_’lf = min(max(U};,b7°"), B}"") with
2

1 J
by =, |<U" — max(UP, UZ, ) + max(U, Uy,), and
Bj™ = 5 (Up —min(U7, UFyy)) +min(UF, UF ).

(c) if v; <0 and vjy, >0, U”L ur, Uj"j =Un,.

(d) if vjuj1 >0, UT = U@’L (if v; > 0) or UJZL =uh

+2 j+4 i1 (i vje <0).

When the velocity is constant, and under the CFL condition,
lvj| <1Vj € Z, (8)
one interesting property of the UltraBee scheme is an exact advection [11, Theorem 3] for a
class of step functions defined by: 3k € [0, 1] such that Vj € Z,
Ui =Us;, Usjyo = kU3 + (1 — kKOUS) . 9)

Exact advection means that the computed value U is the exact mean value,

n 1 n
Ujr = E/Mj u(t", z)dz,

where u is the exact solution of the advection problem. For the convergence proofs of the
UltraBee scheme, we refer to [11, 5].

Now using the splitting technique, we define the UB scheme for 2D problems. Let G
be a regular grid in R*. We denote by M, a cell of G with center (x z7) and mesh size
(Axt, Ax?), the velocity f = (fi, f2). We explain in the following the Trotter splitting
technique which consists in evolving during a step of time in the z'-direction and then
during another step of time in the x-direction:

n,L n,R
Uittt -uny ur U
2L (e, )W:o,w,kez,vnew,
Un;rl _ n]:—l,l n]’cil _ n}CR ) (10)
Js Js 1 2 Js 3 HrR—5 .
Tl-i-fQ(xj,xk) QAQJ‘Q 2 =0,Vj5,ke Z, VneN,
0 _ 1,2\ 7172 s
Uik = W/jkuo(x ,x¥)de dx®, Vi k€ Z.

Here the fluxes (Uj"JrLl )i and (U;.I_’E ,); are respectively the left and right UB-G fluxes
27 2
defined using the (U}";) ez with an evolution only in the z'-direction with velocity f,. The
fluxes (U;-l}ci;)k and (U;-Z}il)k are the UB-G fluxes defined using the (U;Z,:rl’l)kez with an
? 2 ’ 2 ’

evolution occuring only in the x2-direction with velocity fo.

The resolution using this splitting technique is stable under the CFL condition,

fl(x},x%)At fg(gcjl-,xz)At
P TR  EE)

<1, V(j,k) € Z*. (11)

max(|

INRIA



An adaptative antidissipative method for optimal control problems 7

2.2 HJB equation

Here, we are still in dimension 1. First, we consider the simple change of variable,
(t,x) = v(T —t,x), YVt € [0,T], Vz € R.

Then the function v satisfies

{ 04 (t, T) — 1(332 f(z,a).0.(t,z) =0, ¥(t,z) € [0,T] x K,

0(0,2) = ¢(z), Vo € K. (12)

The application of UB-G to the HJB equation (12) consists, on a regular grid G of K, in the
following steps (UB-HJB):

e Step 1: We compute the discrete initial condition

V.O1

i T Az /Mj pla)de, Vj € J:={jeZ, M;€G}

e Step 2: We discretize the set of controls A into N, controls, a1, as, ..., an, .
e Step 3: For n > 1, knowing the approximation (V;*);ec; of 9(t",.)

— We compute, for each i = 1...N,, (U;L’Ll(ai))jg given by the UB-G scheme:

n+l¢ N _ 110/, . f(xjv al)At n,L ) n,R
U7 @) = U ag) — LR ik () - 0,

Ul(a)) =V, Vjel.

— We take V"' := _min U"*(a;), Vj € J. This defines the numerical approxi-
1=1..INg

mation of o at t"+!.
Notice that the CFL condition must be satisfied for each control,

| f(xja aZ)At
Ax

In [7], under some suitable assumptions, we prove in one space dimension the convergence
of the UB-HJB scheme towards the value function for any initial condition ¢ which is C''-
piecewise regular with compact support.

Notice that, at the first step of UB-HJB scheme, when we compute the average values
(V}-O)je J, the only components whose values are strictly between 0 and 1 are those corre-
ponding to the cells containing the front T'y (we recall that T’y is the interface separating
0-values of 9(t = 0,.) and its 1-values).

In dimension 1, we prove in [7] that, for every n > 0, the interface I';» is localized on no
more than one cell. In dimension 2, we shall verify numerically that I';» is still well localized
by the UB-HJB scheme, but we don’t have yet any precise theoretical result to claim.

|<1,Vjed Vi=1,.,N,.

RR n° 5770



8 Olivier Bokanowski , Nadia Megdich , Hasnaa Zidani

3 The adaptative method

We explain in this section the details of the method that we propose. For sake of simplicity,
we take n = 2 and K = [X]};, X} X2, X2..]. Before dealing with details, we start

min> max] X [ min’ “*max
by presenting the linear quadtrees technique that we use for stocking data.

3.1 Linear quadtrees

As we deal with adaptative grids, we look for a technique that facilitates stocking and finding
data relative to each cell of the grid. This technique is explained by I. Gargantini in [18] and
uses the notion of linear quadtree. If we represent our final adapted grid by a tree, each cell
is a leaf (final node of the tree) and the initial quadrant (all the domain /C before adaptation)
is the root of the tree. The method for stocking data using quadtrees is based on coding
each leaf of the tree with a quaternary function. This code representation is implicitly the
path from the root to the concerned leaf.

Every code is composed of 0, 1, 2, 3. When dividing a cell into four subcells, the NW
quadrant is indexed by 0, the NE by 1, the SW by 2 and the SE by 3. The code of each
subcell is the concatenation of the code of the mother cell with the index of the subcell (as
shown in figure 3.1). Here cells 20, 21, 22 and 23 are sisters and 2 is the mother cell.

0 1 0X 1X
2021

2 3 3X
22123

Figure 1: Refinement of a cell by quadtrees

Notice that when coding the grid using a tree, all intermediate cells have to be memorized,
for example we memorize cells 2, 20, 21, 22, 23. However, in a linear quadtree, we have to
stock only final cells of the grid, i.e. cells 20, 21, 22, 23. Then, to find the intermediate cells,
we have just to truncate the codes. Furthermore the use of linear quadtrees allows to manage
efficiently the adapted grid. In fact, thanks to fast algorithms, operations like encoding a
cell into its quaternary code and finding adjacencies of a cell are run in logarithmic time
[18].

3.2 Algorithm of the method

Our contribution consists in finding a suitable criterion to adapt the computational domain.
This criterion must be compatible with the fact that we deal with mean values on each cell
and that our value function is discontinuous.

INRIA



An adaptative antidissipative method for optimal control problems 9

Let Lyax be a fixed integer that corresponds to the maximal level of refinement. We

XL Xl X2 X2
set AX!. = —| ma2xL min| and AXZ, = —| ma;L m‘“|. Then (AX]}. AXZ2. ) is the
minimal cell size. The maximal level L, is chosen such that the following CFL condition
olds: files @)t ol )

1(@j,a;)At fa(x;,a;)At . )

max(| A{Xrlnin [, | A{Xiin ) <1,Vjed Vi=1,.,N,. (13)
In all the sequel, for every n > 0, we denote by G" the adaptative grid at time t,, = nAt.
We also use the notation G, [ =1, -+, L.y, for the regular grid with mesh steps:

XL Xl X2 - X2
Ale — | max 2l m1n|’ A1X2 — | max 2l m1n| .

We give now the algorithm of the method which begins by an initialization step. First,
we handle refinement steps in order to localize the discontinuity. At every refinement level,
a cell which is surrounded by cells not having the same mean value is refined. After these
refinement steps, the grid we obtain may contain sister cells having the same mean value
(0 or 1) as their immediate neighboring cells (a neighboring cell is a cell sharing an edge or
a vertex with the concerned cell, it has not necessarily the same size). These cells do not
contain any discontinuity and have to be coarsened: this is the coarsening steps. Finally, we
get the grid G where a cell of minimal size either contains a discontinuity or is a neighbor
of a cell containing a discontinuity or is a sister of such a cell.

Step 1: The construction of the grid G°.

e Step 1.1: Take G%° = K (one cell), and define G%! as the domain K splitted into four
cells. Set [ = 1.

o Step 1.2: For 1 <1 < Ly, — 1. For all cells M; € G%'\ G%'~1 compare the value
on M; with its neighboring values. If the values are different, then refine cell M;. We
obtain a new grid denoted G%/*!. Set | =+ 1 and go to Step 1.2.

Otherwise, set | = Ly,.x and go to Step 1.3.

e Step 1.3: Set GO:Lmax = GO:Lmax

o Step 1.4: For | = Ly, -, 2, for every cell M; € Goln G, if the sisters of M; have
the same mean value (0 or 1) and if the neighboring cells of the four sisters have also

the same value, then coarsen M; with its sisters. We obtain a new grid denoted gNOvl_l.
Set [ =1—1, and go to Step 1.4. Otherwise, set [ = 1, and go to Step 1.5.

e Step 1.5: Set G° := G%! and define V° on G°.

For example, the construction of the adapted grid G° follows the refinement steps explicited
in figure 3.2 for L,,4, = 3. The value function here takes value 1 below the discontinuity
and value 0 beyond. At the second level of refinement, cell 2 is refined as its mean value
is in |0, 1[. Cells 0, 1, 3 are refined too because their value 0 differs from the value of their
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10 Olivier Bokanowski , Nadia Megdich , Hasnaa Zidani

neighbor cell 2. Notice that, at level 3, G%3 is such that all cells containing the discontinuity
are of minimal size as well as their neighboring cells.

After refinement, we carry out a coarsening step. Following the test of the algorithm, we
coarsen subcells of 21, 30, 32 and then subcells of 0, 1 and 3.

0001|1011
0 1 0 1
0203|1213
31 21
2 3 3
33
gO,l 0,3 gO

Figure 2: Construction of G°, the discontinuity is plotted with dots.

Now, for n > 0, we have the adapted grid G" (at time ¢") and the numerical solution
V™ on G". The discontinuity at t" lies in the region of G" where the cells are of minimal
size. Because of the CFL condition (13), we know that the discontinuity is still in this
region at "' (as already explained the discontinuity does not evolve of more than one
cell of size (AX],;,,AX2;,) during a time step). We conclude that an+1 =V (=0or 1)
whenever M; € G™ is not of minimal size, and the only computations which remain to be
done correspond to the cells of minimal size (AX}.  AX2, ). These calculations will be
done with the UB-HJB scheme.

As we need neighboring values to do calculations on a given cell M; of G", one may
wonder what is to be done for cells of minimal size with neighbors not of the same size. For
example what to do for cell 21 in figure 3.1. In fact as a coarse cell is not of minimal size, we
conclude that the function v takes everywhere 0 (or 1) on this cell. Hence, the mean value
on the cell is 0 (or 1) and doesn’t depend on the cell size: we use the mean value on the cell
and do calculations as if it was of minimal size.

Step 2: UB-HJB computation and construction of G"*!.

e Step 2.0: Do an iteration of UB-HJB scheme on the cells of minimal size (AX}, , AX2,
of G". We obtain V"** on G".

e Step 2.1: Define G"T10 := G», and V10 .= 7+l on g™,

e Step 2.2: For 1 < < L.y — 1, for all cells M; € G"t1! N G, compare the value!
an+17l on M; with its neighboring values. If the values are different, then refine cell
M;, attribute to the daugther cells of M; the same value Vj"H’l. This defines a new
grid G+ Set [ =1+ 1, and go to Step 2.2.

Otherwise, set | = L4, and go to step 2.3.

1Recall that for every M; e GntLlN G, with | < Lmax, the mean value an+1,l is equal to O or 1.

INRIA



An adaptative antidissipative method for optimal control problems 11

e Step 2.3: Set gn+1,Lmax — g77«+17L1nax and V7t Lmax .— 77+l Lmax

e Step 2.4: For | = Lyax, -+, 2, do a corsening step following the same idea as in Step
1.4. If there is no coarsening to do, then set [ = 1, and go to Step 2.5.

e Step 2.5: Set Gnt1:= Gntll and Vnt!l .= Vn+Ll This corresponds to the approxi-
mation on G"*! of the solution © of (12) at t = t" 1.

By construction, we have the following equivalence result:

Theorem 1 Let Ly,.x be a fized integer. Under the CFL condition (13), the approximation
of (12) using the UB-HJB scheme on an adaptative grid gives the same numerical solution
as the resolution using the UB-HJB scheme on a regular grid Gr, . .

4 Numerical simulations

In the graphics through all this section, we use the black color for cells with mean value
strictly between 0 and 1, white for cells with value 0 and light gray for cells with value 1.
We also use the notation B(cg,r) for the ball centered in ¢y and with radius r.

Example 1: A propagating front problem
We first start with a propagating fronts problem. The initial condition is here two sources
from which a fire spreads. Let ¢ be a function that modelizes the burnt region at ¢t = 0, and
defined as :

() = 0 ifxeB(c,0.1)UB(ce,0.1),
PEI=N 1 otherwise,

with ¢; = (0.4,0.4) and ¢2 = (0.6,0.6). Let K denote the domain [—0.5,2.5] x [-1.5,1.5]. We
associate to this problem the function ¢ which takes value 0 in (¢, z) € [0,T] x K if the flame
front has already reached x at ¢, and 1 otherwise. In fact, ¢ satisfies the Eikonal equation,

(14)

O (t, ) + ||Vo(t, z)|| + (—z2,21) . Vo(t,x) =0, Vt € [0,T], Vo = (z1,22) € K,
0(0,z) = ¢(z), Vo € K.

The discontinuity of ¢ at time ¢ is the position of the flame front at time ¢. Hence the set
{z € K,%(t,z) = 0} represents the burnt zone at time ¢.

Although this problem comes from front propagation, it takes place in the formalism we
study. Indeed, the Eikonal equation (14) can be written as an HJB equation:

0¢(t, x) — minge 4 f(x,a).Vo(t,z) =0, Vt € [0,T], Vz € K,
0(0,z) = (), Yz € K,

where the set of controls is A = [0, 27|, and the dynamics is given by:

f(z,a) = (zz — cos(a), —z1 — sin(a))?, Vo € R?, Va € A.

RR n° 5770



12 Olivier Bokanowski , Nadia Megdich , Hasnaa Zidani

In the numerical tests, we discretize A into N, = 8 controls, and we choose L, = 6
as maximal level of refinement. We visualize the computed solution and the error which is
defined on each cell Mj, for j € J, by €7 = [V;" — V}"|. Here V" is the average value of the
exact solution ¥ on cell M; at time ¢".

1 1
1.071 10711
0643 == <M 063 = ~H
S £ S 58

] T 1 L
02144 o= ANEEN= . E=E RN 02144 o GngEnE- gzl

i=z=z=c T
-0.214+ -0.2144
-0.643- -0.643—
-1.071+ -1.0711
-1 T T T T T T -1 T T T T T T

-0.500 -0.071 0.357 0.786 1214 1.643 2071 2.500 -0.500 -0.071 0.357 0.786 1214 1.643 2071 2.500
3 n
(a) computed solution (b) error (£7)jes

Figure 3: Computed solution and error at T=0.11, # cells=244, L,,,, = 6.

1T 1071 1

H

o

i
s
i

T T T T T T T T T T T T
0500 0071 0357 0786 1214 1643 2071 2500 0500 0071 0357 0786 1214 1643 2071 2500
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Figure 4: Computed solution and error at T=0.87, # cells=817, L4, = 6.

We display graphics at T = 0.11 (figure 3) when the two fronts meet, and then at
T = 0.87 (figure 4) when we get only one front which is already far from the sources of fire.
Notice that the error is localized in a thin region around the discontinuity of bandwidth of
no more than twice the size of a minimal cell. This is the antidissipative behavior of the
scheme. Notice also that the approximation quality isn’t distorted when the discontinuity
evolves in time. This is another feature of the antidissipative behavior.
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| Grid | Lnas | LT error | # cells | gain |

adapt 6 8.8E-3 244 16.78
reg 6 8.8E-3 4096 -
adapt 7 5.67E-3 547 29.95
reg 7 5.67E-3 16384 -
adapt 8 4E-3 1108 59.14
reg 8 4E-3 65536 -
adapt 9 3E-3 1939 135.195
reg 9 3E-3 262144 -
adapt 10 2.46E-3 3940 266.14
reg 10 - 1048576 -

Table 1: Gain relative to each refinement level at T=0.11.

Table 1 summerizes the gain we obtain in terms of number of cells when we apply adap-

tation by comparison to an equivalent regular grid. We can notice that, as expected, we
obtain exactly the same error on an adaptative grid and on a regular one. Notice that when
we increase the refinement level by 1, the gain is multiplied by 2 and the error is multiplied
by % This reflects optimization in the management of cells. We can also notice at T'= 0.11
that when we fix Ly, = 10 we handle almost 4000 cells on an adaptative grid, as much
cells as if we did calculations on a regular grid corresponding to L,,q, = 6. Hence when we
adapt the grid we improve the precision 3 times without spending any additional memory
cost. For refinement levels bigger than 10, it is no more possible to handle calculations on
a regular grid. Hence we can not have better precision on a regular grid: this reflects the
gain of precision achieved by the use of the adaptative algorithm.
For the moment we have only comparable CPU times for both methods, the reason is that
the program for handling an adaptative meshing is not optimized, while an optimized ver-
sion is used for the regular mesh computation. Improvement of the adaptative computation
is in progress.

Example 2: A capture basin problem (Zermelo problem)
Let K := [—6,2] x [—2,2] and C := B(cg,r) with ¢g = (0,0) and r = 0.44. We define the
dynamics f : R? x A — R?,

flz,a,0)=(1— ,Bxg + acos(f),asin(6)),

where the constant 6 = 0.1, and A denotes the set [0, 0.44] x [0, 27].

Our aim is to approximate the capture basin of C which is the subset of initial states
x € K for which exists an admissible control (a, ) € L>([0, 4+00[;.A) and a finite time ¢ > 0
such that the trajectory vy, o(.) evolving with the dynamics f under (a,6) lives in K and
reaches C at time ¢ :

Capt;(C) :={x € K, 3t >0, I(a,0) € L°(RT; A), ya0(r) € K V7 €[0,t], yso0(t) € C}.
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14 Olivier Bokanowski , Nadia Megdich , Hasnaa Zidani

We consider the capture basin of C before time T
Capt(T,C) :={z € K, 3t € [0,T], I(a,0) € L=([0,T]; A), yz,0(.) €K, yo,0(t) € C}.

It is clear that T+ Capt;(7',C) is increasing for inclusion. Moreover, we can prove [6] that
limp_, 4o Capt;(T,C) = Capt(C). Let us set

p(x) =0if x € C, and 1 otherwise,

and consider the set-valued map defined by

0 if € ¢,
Alz)=1< 1[0,1] ifzeac,
{1} ifzek\C.

Let vr be the value function of the following control problem:

min{¢(ya,s(1)),

Ja,s(t) = M) (Ya,s (1), at),0()),  yas(s) =z,
(a(t),0(t) € A & A(t) € A(ya,s(t)) fora.e. t€(0,T),
Yz,s(t) € KVt €[0,T).

We use the classical change of variable: 4(¢,z) = vr(T — t,z), Vt € [0,T], Vo € K. Then,
following [6], we have:

Capt¢(T,C) = {r € K, vr(0,2) = 0} = {z € K, o(T,z) = 0}.

Then as in [6], in order to approximate Capt f(C), we compute an approximation V" of
o(t", ), with t" := nAt, for n large enough and satisfying the stopping test

||Vn - an71||L1 = Z Ax}ninAxgninH/jn - ‘/jn_1| < 1074' (15)
J

In figure 5, we show the graphics we obtain for maximal level of refinement L,,,, = 6
(figure 5 (a)) and Ly, = 7 (figure 5 (b)). In the graphics, the black circle is the border
of the target C. We give in the following table the gain obtained for each refinement level,
the stopping time (i.e time for which the stopping test (15) is fulfilled) and the value of
the residual ||[V™ — V"~ 1||1:. Notice that when we increase the refinement level L., the
precision required in the stopping test is reached faster. For example, with L4, = 7 we
obtain a good solution on the adaptative grid at 7' = 7.187 using 952 cells, whereas with
Lz = 5, the stopping test is fulfilled only after 7' = 26.125 and the corresponding regular
grid contains 1024 cells. Hence adaptative gridding allows not only to have a better precision
using almost the same number of cells but also to handle less calculations and to save time.
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Figure 5: Capture basin of a Zermelo problem.

| Grid | Lyas | # cells | gain | stopping time | [[V" — V" |1 |

adapt 5 232 4.41 26.125 3.890 E-7
reg 5 1024 - 26.125 3.89 E-7
adapt 6 478 8.56 12.96 1.82 E-8
reg 6 4096 - 12.96 1.82 E-8
adapt 7 952 17.21 7.187 2.38 E-5
reg 7 16384 - 7.187 2.38 E-5

Table 2: Gain relative to each refinement level with the value of the residual and the stopping
time.
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Example3: A viability kernel problem (consumption problem)
Let £ =10,2] x [0,3], A= [—%, %] and f(z,a) = (z1 — x2,a), Yz € R?, Va € A.

We define the viability kernel associated to IC as the set of initial states = € K such that
exists a control a € L(R*; A) and a trajectory y. o(.) (evolving under the control a) which
never leaves IC,

Viab(K) := {x € K,3a € L°(RT; A), y.0(t) € KVt > 0}.
We define also
Viab(T,K) :={z € K,3a € L>=(]0,T], A), y.,0(t) € KLVt € [0,T]}.

Let p(z) = 0if z € K, and 1 otherwise. Consider the value function vy of the control
problem (1) associated to the dynamics f, the final cost ¢ and the set K.

Let o(t,x) = vp(T — t,x). From [6], we have: Viab(T,K) = {z € K, o(T,z) = 0},
and Viab(T,K) —7_ 4+ Viab(K). As in the previous example, in order to approximate
Viab(K), we compute an approximation V™ of 0(¢", ) for n satisfying the same stopping
test (15).

We show the graphics we obtain for maximal level L,,q, = 5 (figure 6 (a)) and L,,q. = 6
(figure 6 (b)). In these figures, the white line is the border of the exact viability kernel.
Here, the set of controls A is discretized into N, = 2 controls (a € {—1,1}).
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(a) Limaz=5, T = 256, # cells=421 (b)Linaz=6, T ~ 5, # cells=916

Figure 6: Viability kernel of the consumption problem.

In a previous work [6], the UB-HJB scheme has been compared to the viability algorithm
[21]. Many numerical examples have been handled on a regular grid (among others the
Zermelo problem and the consumption problem) to prove the relevance of UB-HJB in this
kind of problems. In fact, UB-HJB provides a much better approximation of these sets
(viability kernels, capture basins). Here we continue in the same direction and improve
results given by UB-HJB scheme. The use of the adaptative method allows us to reach a
better precision by optimizing the management of the memory.
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5 Appendix: Generalized solutions of the HJB equation

The aim of this appendix is to give a global view of the different notions of solution of the
HJB equation. Especially to summarize some results concerning the characterization of the
value function v as the unique solution (in a sense that has to be explicited) of this equation.
The sense of solution depends essentially on the regularity of the final cost function ¢ and
on the set K. We recall that we keep the assumptions of the introduction on the dynamics
f and the set of controls A. We define the Hamiltonian

H(z,p) = —I%iﬁ f(z,a).p, ¥Y(x,p) € K x R™.

The case when K = R". The first result of characterization of the value function
was given in the pioneering works of Crandall, Evans and Lions [9, 10] in the case when
¢ is bounded continuous and X = R". In fact they proved that v is the unique bounded
continuous viscosity solution of the HJB equation:

—ve(t, ) + H(z, v (¢, 2)) = 0, (t,x) €]0, T[xK, (16)

satisfying v(T,z) = (z), Yz € K. For the convenience of the reader, we recall here the
definition of the viscosity notion:

Definition 1 i) u upper semi continuous (u.s.c) on [0,T] x K is a viscosity sub-solution of
(16) if it satisfies for all ¢ € C*([0,T] x K), for all (to,x0) local mazimum on |0, T[xK of
u—= ¢J

—¢(to, xo) + H(zo, du(to, 20)) < 0.

i) u lower semi continuous (l.s.c) on [0,T] x K is a viscosity super-solution of (16) if it
satisfies for all ¢ € C1([0,T] x K), for all (to,z0) local minimum on 10, T[xK of u — ¢,

—¢¢(to, x0) + H(xo, ¢z (to, 20)) > 0.

i4i) u continuous on [0,T] x K is a viscosity solution of (16) if it is a viscosity super-solution
and a viscosity sub-solution of (16).

Now, let (to,x0) € (0,7) x K, and consider the sub-differential D~ v and the super-
differential D u of u given by:

o}.

lim sup u(t,x) — u(to, zo) — p.(t — to, x — o)
(t,2)—(to,T0) [(t — to,x — x0)]
(t,x)€[0,T|xK

lim inf u(t,z) — u(te, wo) — p.(t — to,x — x0)

_ L n+1 ) 0,40 p- 0, To
D~ u(to, x0) == {P ER™, (o) —(to,m0) |(t — to,z — 7o)
(t,z)€[0,TIxK

IN
o

Dt u(to, zo) == {p € R™*,

Y
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Using these sets, the notion of viscosity solution can be defined equivalently as follows:
i) u u.s.c is a viscosity sub-solution of (16) iff:

V(t,x) €]0, T[xK, V(pt,pz) € DTu(t,z), —ps + H(z,ps) < 0.
ii) u l.s.c is a viscosity super-solution iff:
v(t7$) 6]07T[XIC7 v(pt;pw) S Dfu(t,x% —DPt +H($7Pw) 2 0

Let us mention that if u is a differentiable classic solution of the HJB equation then it is a
viscosity solution of the equation. Conversely, a continuously differentiable viscosity solution
is a classic solution of the HJB equation.

Thanks to the convexity of the Hamiltonian H(z,.), Barron and Jensen [3] proved that
a continuous function w is a viscosity solution of (16) if it satisfies equivalently

V(t,z) €]0, T[XK, Y(pt,pz) € D™ u(t,z), —pt + H(x,py) = 0. (17)

Hence, contrary to the definition of Crandall and Lions, we need to “touch” the solution by
test functions only from below.

As the definition of Barron and Jensen uses only the l.s.c character of the function, we
can extend it to l.s.c functions.

Definition 2 A Ls.c function satisfying (17) is called a l.s.c viscosity solution of the HJB
equation.

With the above definition, Barron and Jensen [3, 4] proved that when ¢ is l.s.c and
K = R", then the l.s.c envelope v, of the value function:

V. (t, ) = Hminf oy (¢ z)0(t', 2"),
is the unique l.s.c viscosity solution of the HJB equation (16) satisfying the final condition
Hminf g piy (7,20 (8 2") = p(x), Vo € R". (18)
On the other hand, under the following additional convexity hypothesis:
A is convex, and {f(z,a), a € A} is convex Vx € R", (19)

Frankowska proved in [14] that the value function is the unique l.s.c solution of the HJB
equation (16) satisfying the final condition (18).

When K is a compact of R". Now when the set K is a compact of R" and the final cost
 is continuous, the value function may be discontinuous. As K is no more an open set but a
closed set, the notion of viscosity has to be handled with some care. In fact, if u is a viscosity
super-solution of (16) on an open set ), this doesn’t imply that u is a super-solution of (16)
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on a closed set ¥ C Q.

Under the inward pointing qualification constraint introduced by Soner [23]:
>0, Ve dk, Jac A, f(z,a)n(z) <-—v, (IP)

(here n is the outward normal to K and 0K is regular) the value function is proved to
be continuous and is characterized as the unique constrained viscosity solution of the HJB
equation (16), in the following sense:

Definition 3 A bounded function is a constrained viscosity solution of (16) iff it is a vis-
cosity sub-solution on |0, T[x K and a viscosity super-solution on 0, T[x K.

An extension of this work is given by Ishii and Koike [20] under the following weaker quali-
fication constraint:
A(z) # 0, Yz € oK, (VC)

with A(z) ={a€ A, Ir >0, yeo(t) € KV € B(z,r)NK, t € [0,7]}. Let us first define the
u.s.c envelope v* and l.s.c envelpe u, of a real valued function u:

V(t, iC)7 U*(ta CE) = lim Sup(t’,z’)—»(t,x)u(tlv x/)a

V(t, ), uy(t,z) = iminf u) @ oyut’, o).

We also define the inward Hamiltonian :

Hin(z,p) = — aglf}a)f(w,a)-p, V(z,p) € K x R"™.

The result of [20] says that, under the qualification constraint (VC), v is a discontinuous
viscosity solution of (16), in the following sense.

Definition 4 A bounded function u is a discontinuous viscosity solution of the HJB equation
(16) if it satisfies
_(U*)t(ta 33) + Hlﬂ(ta 33, (U*)ﬁ(tv 33)) S 0 V(t, .TZ‘) E]Oa T[XICa
and
—(us)t(t, ) + H(z, (us) (8, 7)) > 0V(¢, ) €]0, T[xK,

in the viscosity sense.

We remark that the constraint (VC) means that there exists a viable trajectory y, o(.)
for each starting point = € KC. Viability means that y, o(.) keeps in K all the time. Whereas
the inward pointing qualification constraint (IP) insures the existence of a trajectory which
remains in the interior of /.
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Under another qualification constraint called outward pointing;:
Ve e K, Ja € A, f(x,a).n(x) >0, (OP)

Frankowska et al. [15, 16, 17] studied the case when K is a compact set with a regular border
and eventually an empty interior, and ¢ is proper and l.s.c. In this case, if the convexity
assumption (19) holds, then the value function v is characterized as the unique l.s.c solution
of the HJB equation, in the sense that it satisfies:

lminf ., ..o— o 0(tn, ) = @(x), Vz ek,
TR €K

Hminf o, .oyt V(tn, Tn) = v(0,2), V€ K,

zn €K
—Dt + H(xapz) 2 07 v(ptvpr) € D_’U(t7$)7 \V/(tVT) 6]O7T[X6Ka
—pe+ H(z,ps) =0, Y(prpa) € D™ w(t,z), Y(t,z) €0, T[x K .

The outward pointing qualification (OP) means the existence of a control variable which
allows to leave IC, but not tangentially to the border K.
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