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Abstract: Using a support vector machine requires to set two types of hyperparameters:
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Borne "rayon-marge" sur ’erreur "leave-one-out" des
SVM multi-classes

Résumé : L’utilisation d’une machine & vecteurs support requiert la détermination des
valeurs de deux types d’hyper-paramétres : le paramétre de "marge molle" C et les para-
métres du noyau. Pour effectuer cette tache de sélection de modéle, différentes procédures
fondées sur la validation croisée sont actuellement disponibles. Leur défaut premier réside
dans le temps de calcul qu’elles nécessitent. Afin de surmonter cette difficulté, différentes
bornes supérieures sur lerreur "leave-one-out" des SVM calculant des dichotomies ont été
proposées. Dans ce rapport, nous établissons une extension directe de 1’'une de ces bornes,
nommeée borne "rayon-marge", au cas de la SVM multi-classe standard.

Mots-clés : Erreur "leave-one-out", SVM, M-SVM, sélection de modéle.
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1 Introduction

Using a support vector machine requires to set two types of hyperparameters: the soft mar-
gin parameter C' and the parameters of the kernel. To perform this model selection task,
several approaches are available ([7, 8]). A simple solution consists in applying a cross-
validation procedure. This, however, can appear highly time consuming, especially if the
procedure is a leave-one-out one. This is the reason why, in recent years, a number of upper
bounds on the leave-one-out error of bi-class SVMs have been proposed in literature (see for
instance [11, 12, 9]). Unfortunately, so far, little has been done to extend them to the multi-
class case. A notable exception is the work Wang and co-workers [13]. The authors propose
two extensions of Chapelle’s "radius-margin bound" [10, 11, 3]. However, to preserve the
appealing properties of the original (bi-class) result, they deviate significantly from a direct
extension. As they put it themselves: "However, a direct extension of this bound to the
multi-class scenario is not viable because it is rooted in the theoretical results of bi-class
SVMs."

In this report, we introduce a direct extension of the radius-margin bound to the multi-
class case. This leads us to introduce original concepts, such as the one of margins for
multi-class SVMs. It appears once more that the statistical theory of multi-category dis-
criminant analysis cannot be built as a trivial generalization of the theory developed for
the computation of dichotomies. Our bound, when applied in the bi-class case, should be
sharper than the original one, although this is obtained at a significant additional cost.

The organization of this document is as follows. Section 2 introduces the bi-class SVMs,
summarizing their architecture and training algorithm. A detailed proof of the original
bound is then presented in Section 3. In Section 4, the standard multi-class SVM is intro-
duced. The extension of the RM Theorem to this machine is the subject of Section 5.

RR n° 5780



4 Darcy & Guermeur

2 Bi-class SVMs

2.1 Architecture and algorithm

We first summarize the main points of the training algorithm of pattern recognition SVMs
([1, 4]). A SVM is characterized by a kernel £ — X (one projection operator of which we
call ®) and a soft margin constant C'. Suppose that it is trained on a subset s, = {(z;,9:)},
(1 <i<m)of X x{-1,1}. The algorithm constructs an optimal hyperplane, that is to say
an hyperplane maximizing the "margin". The "margin" is the smallest Euclidean distance
of a point of the training set to the hyperplane, the equation of which is (w®, ®(x))+b° = 0.
Moreover, this optimal hyperplane is expressed in its canonical form ([10], p.412) i.e.

min|[(w, &(2)) +bl| = 1.

The hyperplane is thus the solution of the following Quadratic Programming (QP) problem!:

Problem 1

mm{—nwn +CZ&}

=1

o Juilw, ®@)) +0) 21— &, (1<i<m)
& >0, (1<i<m)

The couple (w?,d°) is the solution of this optimization problem. The Lagrangian function
associated with Problem 1 is given by:

L(w,b,&,0,p) = |w||2+0251 Za, yi((w, ®(z;)) +b) — 1+ &) Z% (1)

i=1 i=1

Setting the gradient of (1) with respect to w equal to the null vector gives the expression of
w as a function of the Lagrange multipliers «; which is:

w= Zyiaié(xi). (2)

Setting the gradient of (1) with respect to b equal to the null vector gives

> yia; =0. (3)
i=1

1The notions of mathematical programming used in this report can be found, for example, in [5].

INRIA
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Setting the gradient of (1) with respect to the slack variables &; equal to the null vector gives

a;+ B =C, (1<i<m). (4)

Substituting (2) and using (3) and (4) in (1) leads to the Wolfe-dual formulation of Prob-
lem 1, the constraints of which are deduced from (3) and (4):

Problem 2
1 m m m
max { —o Z Z ooy Y k(T , ) + Z:ZI o

i=1 j=1

0<a;<C, (1<i<m)
s.t. m
Sy =0

The objective function of this latter problem can be reformulated as
L r T
J(a) = —5 Ho+1«

where the general term of the Hessian matrix H is given by h;; = yy;k(z:, z;). Let

a®=1[ad,... ,a?n]T be the optimal solution of Problem 2. According to (2), the expression
of wV is:
w® = Z yiad ®(z;). (5)
i=1

2.2 Some useful results

We introduce some results needed in the proofs of the key lemma and RM Theorem. First,
note that the general term of vector 1 — Ha® is simply

m
1- Za?yiyj"v(ﬂ?j,mi) =1 —yi(w’, ®(z;)) = yb® + & (6)
j=1
Proposition 1 In the separable cas, we have:
T 2 L 1
a®” Ha® = ||lu°|| =Za?=? (7)
i=1

with v the margin.

Proof

RR n° 5780
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a®"Ha® = [|u|?
Actually, for any vector z of size m the components of which are z;, we have:

m

m m m
2THz = Z Z zihijz; = Z Z 2i2jYiyik(2i, T;5). (8)

i=1 j=1 =1 j=1
Since k(z;, ;) = (®(x;), B(z;)),

2

> ziyi®(w;)

i=1

2THz =

9)

Hence, when z is an optimal solution of Problem 2, this directly leads to the expression
2
of ||wO||”.

2
[w®]” = 322, of
Since Vi & = 0, the Kuhn-Tucker conditions imply that

af (1 —yi((w°, ®(z;)) +0°)) = 0.
Thus -
> a? (1 - yi((®, ®(x:) +1%) =0.

i=1

This is equivalent to:

m m m
D al =" adyi — @, adyid(zi)) =0.
i=1 i=1 =1

Simplifying with the use of (3) and (5), we get:

2
> a? [’ =o0.
i=1
[lw ¥
This springs directly from the fact that the hyperplane is expressed in its canonical
form.

2
o) = 2

INRIA
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3 Bi-class radius-margin bound

3.1 Key lemma in the bi-class case

In this section we introduce the key lemma which is a basis for the proof of the RM Theorem.

Lemma 1 Let us consider a pattern recognition SVM on a domain X. This SVM is char-
acterized by a kernel k (a projection operator ®) and a soft margin constant C. Suppose
that it is trained on a subset s, = {(zi,yi)} , (1 <i<m) of X x {—1,1}, the points of
which it separates without error. Suppose further that all the corresponding dual variables
a? satisfy a? < C. Consider now the same machine, trained on sy, \ {(zp, yp)}. If it makes
an error on (zp,yp), then the inequality

aj > Dz (10)

holds, where D,, is the diameter of the smallest sphere containing the projections of the
support vectors of the initial machine in the feature space.

1

Proof First, note that support vectors are points x; verifying:

0<ad (11)

which, given the hypotheses, implies that 0 < af < C.

The hypotheses of Lemma 1 also implicitly imply the fact that ag # 0, of which we will
make use several times. Let (wP,b?) be the couple characterizing the optimal hyperplane
when the machine is trained on s, \ {(zp,yp)}. Assuming that this machine makes an error
on the example (z,,y,) means that

yi((w?, ®(2;)) + b°) < 0.

Let of = [of,...,ab_;,0,00,, .. .,aP |7 be the vector of [0, )™ the components of which
are the dual variables of the second SVM, with a 0 in position p. This representation is
used to characterize directly the second SVM with respect to the first one. Indeed, oP is
an optimal solution of Problem 2 under the additional constraint af) = 0. Let us define two
more vectors in R7', A7 = [A’] and p? = [pf]. M is constructed in such a way that the

vector a® — ag)\p is a feasible solution of Problem 2 under the additional constraint that
o) —a9\b =0, i.e. a® — o) NP satisfies the same constraints as a?. We have thus:

Vi#p, of —a)X > 0= M <

Sl

Vi # p, /\f20$a?—ag)\f§0

ag—ag)\§:0<:))\g:1.

RR n° 5780



8 Darcy & Guermeur

Using (3), we have:
Zy, a; —ao)\p = 0<=)ap2y,)\p =0 << Zy,/\p =0.

Vector AP satisfies the following properties:

=1
0

Vi, 0 <A < “—0 (12)

Zi:l y@Alp

In addition, we assign nonzero values only to some coordinates of A* (apart from AP) that
correspond to points the class of which is the opposite of the class of z,. Note that for any
point z; that is not a support vector, we have a? = 0 and consequently AY = 0. Our set of
points for which A¥ # 0 is thus a subset of the set of support vectors. To sum up, vector \?
satisfies the following properties:

o i=p, N =1
T ign N =0

) 13
yi#yIJaOS)‘fS% (13)

E?;1 :Uz')\:f =0
Quite similarly to AP, uP is specified so that aP + cuP satisfies the same constraints as «

where c is a scalar belonging to (0,C]. Furthermore, we impose that ub = 1. First, note
that, as required,

0

Vi#p, pf>0= ol +cut >0
and
ap +eph =c=0<ap +cup <C.

The remaining constraints are expressed as:

m m
D ui(of +epf) =0yl =0,
i=1 =1
. C—-a?
Vi#p, of +ept <C <= pul < —

Note that since all the of are strictly inferior to C, changing C for a larger value C' does
not change the optimal solution of Problem 2. As a consequence, without loss of generality
we can make the hypothesis that C is arbitrarily large. The last constraint thus vanishes.
Performing as in the case of AP, we assign nonzero values only to some coordinates of u?P
(apart from pb) that correspond to support vectors of (w°,b°) the class of which is the

INRIA
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opposite of the class of x,. The reason for this choice will appear at the end of the proof.
Finally, vector uP satisfies the following properties:

; — P __
t=p, p; =1
Yi =y .
! p{z;ﬁp, wr=0

Ple? >0, u? >0

Z?;1 yz’/‘f =0
By construction of vectors A? and p?, we have J(a® — aJAP) < J(a?) and J(a? + cpP) <
J(a®), and by way of consequence,
J(@®) — J(a® — ag)\p) > J(a®) — J(aP) > J(aP + cpP) — J(aP). (15)
Since 1
J(® - ag)\”) = —5(040 - ag/\p)TH(aO - ag)\”) + 1%’ - ag)\p),

the expression of the first term is

0)2
J(a?) = J (0 — aph?) = —(a;’) NTHN 4+ o937 (1 - Ha?) .

But recalling (6) and (13) this can be simplified:

m m m
T (1= Ha®) =10yl + > APE) =) APg). (16)

i=1 i=1 i=1
At this point, we make use of the hypothesis that all the dual variables o are strictly inferior
to C. According to the Kuhn-Tucker conditions, this implies that all the slack variables &)
are equal to 0. Thus, the expression of J(a®) — J(a® — a9 X?) is simply (recalling (9))

2
J(a®) = J(a® — adNP) = G NTHN = L (a0)
P 2 Q2 P

2

Z Myi® () (17)

We now turn to the right-hand side of (15), directly simplifying it thanks to (9).

2

> ulyi®(ws)

i=1

2
J(@® + cpP) — J(aP) = epPT (1 — HaP) — %

Proceeding as in the case of the left-hand side of (15), we establish that

m m m
PPt (1= HoP) =b, Y yipl + Y plel = pbel.
i=1 i=1 =1

RR n° 5780



10 Darcy & Guermeur

If the initial SVM, characterized by the couple (w®,b%), has nothing but null slack variables,
then the sole slack variable of the SVM (w?, b?) which can be positive is £8. Thus as in (16),

Pt (1— HaP) =& =1 -y, ((w”, ®(zp)) + b)

and by way of consequence

T(@® + ep?) = J(@?) = e[t =y (0, Blap) + )] - 5 | Y stwidan)| - (19)
Combining (17) and (18) finally gives:
SO0 M) > elt =y, (WP, 2w + ] = 5 |- wudian) - (19)

We want to find the best lower bound on the left-hand side of this inequality (or more
precisely ag), thus we look for the maximum of the right-hand side with respect to ¢. On
R% this maximum is obtain for:

& = 11—y, ((wpa ‘I)(xp)) + bp)
120, whys® ()|

To understand why we maximize on R’ rather than on (0, C], remember that without loss
of generality we can make the hypothesis that C is arbitrarily large, which exonerates us
from checking that ¢* < C. By substitution in (19), (a9)? can thus be bounded from below
as follows:

0)2 > [1 — yp ((wp, B(zp)) + bp)]2

= m 2 m
YT ISR My (@)D ki ()
Since by hypothesis the SVM (w?, b?) misclassifies z,, [1 — y, ((w?, ®(z,)) + b?)]* > 1. This

provides us with a simpler lower bound on (a9)?, namely

(a

-
|

i p— — ;. (20)
120550 ATy ® (@) 7112252 mii® (i)
Recalling the constraints assigning nonzero values only to some coordinates of A, and u,
that correspond to support vectors the class of which is the opposite of the class of zp,
the terms in the denominator of (20) appear as the difference between two vectors. One of
these vectors (in both cases) is ®(z,), whereas the other one is a convex combination, in
the feature space, of support vectors of the opposite class (here appears the interest of the
additional constraints on p?). As a consequence, both vectors belong to the smallest ball

INRIA



RM bound for M-SVMs 11

containing the support vectors of (w?,b°). By application of the triangle inequality, we thus
obtain:

2
<D,

2
<D2. (21)

i Myi® ()
i=1

m
> ubyid(xi)
i=1

Thanks to (21), it is possible to substitute both |37, APy;®(z;)||” and |27, uly:®(z)|

with D2, in (20), which concludes the proof. ]

3.2 RM theorem

Theorem 1 Let us consider a pattern recognition SVM on a domain X. This SVM is char-
acterized by a kernel k (a projection operator of which we call ®) and a soft margin constant
C. Suppose that it is trained on a subset s, = {(zi,y:)}, (1 <i<m) of X x {—1,1}, the
points of which it separates without error. Suppose further that all the corresponding dual
variables o? satisfy o < C. Let L, be the number of errors resulting from applying a
leave-one-out procedure to this machine, Dy, the diameter of the smallest ball containing the
support vectors of the initial machine and 7y its margin. We have:

2
L < Dm.

- (22)

Proof Actually, the key lemma exhibits a non-trivial bound on o when the machine
trained on the set without (z;,y;) makes an error on this point. Thus, the sum of the af is
constituted of the terms we can bound thanks to the key lemma (a? > 75-) and the others

with the trivial bound (a? > 0). We have thus:

i=1 m
and consequently:
m
L <D} af
i=1

Since we are in the separable case, we can use the right-hand side equality of (7) and
conclude:

2
L < 2,
Y

RR n° 5780



12 Darcy & Guermeur

4 Multi-class SVMs

There are several types of multi-class SVMs (see [6] for a survey). We will focus here on the
machine introduced independently and under different forms in [14, 10, 2]. For the sake of
simplicity, we will only refer to it as "the" M-SVM in the sequel.

4.1 Architecture and algorithm

We first summarize the main points of the training algorithm of this machine. Let us consider
a M-SVM on a domain X. It is characterized by a kernel & (a projection operator of which
is ®) and a soft margin constant C. Let C = {Ct}, (1 <k < @) be the set of categories.
Suppose that the machine is trained on a set s, = {(z;, C(2;))}, (1 < i <m) of m couples
in X x C. The algorithm constructs a set of optimal hyperplanes (w,br), (1 <k < Q), b
solving a QP problem. Let W = {w1,...,wk,...,wg} and b = {b1,...,bk,...,bg}. The
model corresponds to the class of functions h:

(wy, ®(x)) by
VeeX, h(x)=| (we,d@) | +| b |. (23)
(wq, ®(x)) bo

This QP problem is the following one:

Problem 3

lewkll +CZ Z €ik

i=1 k=1,k£C (z:)

st (We 2y — Wy B(T5)) + bo(e) —bk 21— &, (1<i<m),(1<k#C(z) <Q)
S k>0, 1<i<m),(1<k#C(z:) <Q)

Let the couple (W9, b%) denote the solution of this optimization problem. The Lagrangian
function associated with Problem 3 is given by:

L(W,b,§,a,8) =
_Z“wk” +CZZ£zk—ZZazk{ We(z:) — Why B(24)) + bo(es) — bk — 1+ & }
i=1 k=1 i=1 k=1

m Q
=3 Bk (24)

=1 k=1

INRIA
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Setting the gradient of (24) with respect to wy equal to the null vector gives the expression
of wy, as a function of the a;, which is:

Q m

wp = Y > oa®(mi) — Y apd(x). (25)
z;€C 1=1 i=1

Setting the gradient of (24) with respect to by, equal to the null vector gives

Q m
Z Zaﬂ - Zaik =0. (26)

z;€CL 1=1

Setting the gradient of (24) with respect to & equal to the null vector gives

g+ B =C, 1<i<m),(1<k<Q),k#Cxy). (27)

Substituting (25) and using (26) and (27) in (24) leads to the Wolfe-dual formulation of
Problem 3, the constraints of which are deduced from (26) and (27):

Problem 4
max {J ()}
TN o, Dk aa - an =0, (1<k<Q-1)
where:
J(a) =
1 Q Q m m Q m m Q
_5 Z Z Z aikajm(xi, xj) -2 Z Z Z aikajc(wi)m(wi, .’L’j) + Z Z Z aikajkka(xi, .’Ej)
i k=1 I=1 i=1 j=1 k=1 i=1 j=1 k=1
m  Q
+Zzaik-
i=1 k=1

with © ~ j meaning that x; and x; belong to the same category.

In the formulation of Problem 4, we have implicitly introduced the dummy variables
Qic(z;) = 0, (1 < i < m). In what follows, they will be used again wherever they make
notation simpler. The objective function can be expressed as

L r T
J(a) = —5@ Ho+ 1 1y,

where the general term of the Hessian matrix H can be found in the technical documentation
of the M-SVM software (http://www.loria.fr/~guermeur/technical_doc/index.html).

RR n° 5780



14 Darcy & Guermeur

Let o = [ad;,...,000,...,a),...,a), .. .,a?nQ]T be the optimal solution of Problem 4.
According to (25), the expression of w is then:

Q m
=) D () _Za?kq)(wi)- (28)

z;€CEL =1

Definition 1 (Multi-class margin) -, the margin between categories Cy, and Cy, is de-
fined as in the bi-class case as the smallest distance of a point either in Cy or Cj to the
hyperplane separating those categories.

For 1<k <1<Q,let d be:

O = min H Hélg (wy, — wi, ®(x;)) + b, — by — 1, melg (wp — wi, B(x;)) + b — by — 1}] .
] (

29)

We have:
1+ 6p

. 30
o —w] (30)

Ykl =

Note that we know the values of the dy; as soon as (w?,°) is known.

4.2 Some useful results

We introduce some results needed in the proof of the extensions of the key lemma and the
RM Theorem. Note that the general term of vector 1 — Ha® is simply z.—J (a®). Tt is thus
equal to

1—

Q
0
E E ajlm(a:j,x, E ajc(z,)“ xj,%;) — E E aﬂm xj,%;) +E ajk/c xj,%;)

z;EC(x;) I=1 j=1 z;ECE I=1

Keeping in mind the expression of the vectors defining the hyperplanes (25), this can be
rewritten as
L= (We(gyy — wh, B(@:)) = D(py — by + &k (31)

Let us express the relationship between »~, _; [lw;, — w||* and Zszl [Jwg||?:
D llwk —wi]* = (Q - 1) Z||wk||2—2z W, Wr)- (32)
k<l k<l

Keeping in mind that Zgzl wy, = 0, it springs that

Q Q Q
I S will>=0=>"> (wr,w) = lJwel* + 2 (wp, w)-
k=1

k=1 I=1 k=1 k<l

Q

INRIA
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Thus,

Q
> llwkll? = =2 (wr, wi)
k=1

k<l
which, by substitution in (32) leads to

Q
D Mok —wil* = QY [lwl>. (33)
k=1

k<l

Proposition 2 We have:

o" Ha® —ankn? S el = Sy (34)

i=1 k=1 k<l 7’61

Proof

THo® =32, [[wd])?
leen the equality between the primal and the dual objective functions at the optimum,

we have:

——a Ha +1(Q m& = QZIIwkII“rCZZfzk

i=1 k=1
Combining it with (31), recalling that the &), are null,
1 47
50" Ha® = —Z”wkllz ZZazk{ (Woar) = Wy B(@:)) + o) — bg}. (35)
i=1 k=1
We have:

i Q o (W0 i{ 3 Zazk Zaz,}bl,

i=1 k=1 =1 \z;€C) k=1

which, due to (26), implies

m  Q
2 Za 5 (b (zi) — bR) = 0. (36)

i=1 k=1

(35) thus simplifies into:

~za® ——Zu =3 el (e — B (37)

i=1 k=1

RR n° 5780
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Given (25),
llwRl® =
Q m
< Z Za?lq)(xl Zazktﬁ 1"1 Z Zajnq) 'T] Zagkq)(x])) -
z;€Cy 1=1 z;€Cy n=1 j=1

0
E E E E azka]nm Ti, Tj)—2 E E E ada]km wz,x1+g E azka]kn (@i, ;).

z; €ECr z;€C I=1 n=1 z;€CEL j=1 I=1 i=1 j=1

Summing over the index k thus gives:
Q
Dl =
k=1

m m Q

m m Q
ZZZazkaﬂn T, T;) 222204?19%0(3; Vi, T +ZZZ oyl k(mi, 7).

i~j k=1 1=1 i=1 j=1 k=1 i=1 j=1 k=1
(38)

Still using (25), we find
af (W g,y — Wiy B(0)) =

Q m
0.0 00
§ E :aikajl'i(miaﬂfj) - E az’kaj(/”(zi)’i(xiamj)
2;€C (a;) 1=1 j=1
- g E afalk(zi, x;) + E ag k(T ;).

zJECk =1

Summing over the index k gives:

Q
D oWl — iy B(as)) =
k=1

m Q
0
a? aﬂfs Ti, L) E E ozzkozjc(z yE(@i, ;)

M@

)D

NG IMe
T

z;€C(xi) j=1k=1
m m  Q
0
E azc(wj)a]lm xi, %) +E E ad Oé]k/i (x4,25).
j=11=1 J=1k=1

Summing over the index ¢ gives:

m Q
DD allwly,) —wh, ®()) =

i=1 k=1
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RM bound for M-SVMs 17

Z Z Z a?kagl”(mi; m]) - z Z Z a?kajc(m )I‘E .Z'“[EJ)
inj k=1 I=1

i=1 j=1 k=1

m m Q m m Q
Z Z Za?o(zj)a?zﬂ(ﬂfiaﬂfj) + Z Z Za?ka?k"&(xiaxj) =
i=1 j=1 k=1

=1 j=1 [=1

m m Q

m m Q
ZZZalka]ln T, ;) 2222a1ka10(z V& (@i, T +ZZZ adpadyk(zi, 7).
k=1

i~j k=1 1=1 i=1 j=1 i=1 j=1 k=1
(39)

From (38) and (39), it springs that:

m  Q
2D (e, — i, ® Z [ (40)

i=1 k=1

which, by substitution in (37), provides us with the announced result.

hd Zk 1||wk||2 Ez 1Zk 1 Qik-

Since by hypothesis all the &;;, are null, one of the Kuhn-Tucker conditions is:

Oé?k {(woc(wz) o wg: ®(z;)) + boc(””i) - bg B 1} =0,
and thus:

Z Za(z)k { wC’(z‘ — wy, ®(xz;)) + boo(w,-) — by - 1} =0.

i=1 k=1
Recalling (36) and (40), this directly leads to:

m Q
Zza?k{<w00(wi)_wgaq)( i) + D¢ (a) bg—l}:

i=1 k=1

lewkll2 Zzak =0.

i=1 k=1

2
S I~ S
This is deduced from combining (30) and (33).
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18 Darcy & Guermeur

5 Multi-class radius-margin bound

5.1 Key lemma in the multi-class case

We now deal with the extension of the key lemma in the multi-class context.

Lemma 2 Let us consider a multi-class SVM on a domain X. Let C = {C}, (1 <k < Q)
be the set of categories. This M-SVM is characterized by a kernel k (a projection operator
®) and a soft margin constant C. Suppose that it is trained on a set s, = {(z;,C(xz;))},
(1 <i <m) of m couples in X xC, which it discriminates without error. Suppose further that
all the corresponding dual variables o satisfy o%, < C. Consider now the same machine,
trained on sy, \ {(zp, C(xp))} (the corresponding dual variables are ofy, ). If it makes an error
on (xp,C(xp)), classifying this example in category Cy,, then the inequality

0 1
pn 2 KD?,

holds, where D,, is the diameter of the smallest sphere containing the projections of the
support vectors in the feature space. K is defined, using the support vectors, as:

a (41)

K= /| max (KxikKpyik), (42)
ik 1 ad, >0

where A = [Ai] € Rfm, Xic(zs) = 0, (1 <i <m), and Ky ; is the value of the objective
function at the optimal solution of the QP problem:

Problem 5
m/\ln Jzk()\)
0
Vi, A= 3@
ik
SEAV£iVL 0< )y < 2
ijECz Z?:l )\jo - Z;n:l )‘ql = 05 (1 S l S Q - 1)
with )
Q m
Jzk(’\) = Z Z)‘]l
=1 \j=1

p = [ui] € RTQ, Bic(z:) =0, (1 <4 <m), and K, ;. is the value of the objective function
at the optimal solution of the QP problem:

Problem 6

min Jix (1)
i

INRIA



RM bound for M-SVMs 19

l=k, pu=1
{l #k pa=0
Vi iV, g >0
Zz]-eol 222:1 Hjo — Z;nzl pa =0, 1<I<Q-1)
Jir is defined as for A:

2
m

Tie() =D | D i

=1 j=1

Proof Let (WP,b?) be the couple characterizing the hyperplanes when the machine is
trained on s, \ {(zp,C(xp))} . Let

oP = [all’l,...,afp_l)Q,O,...,O,a’(’pﬂ)l,...,aan]T

be the vector of [0,C)™? the components of which are the dual variables of the second
M-SVM, with agk =0, (1 € k € Q). This representation is used to characterize directly the
second M-SVM with respect to the first one. Indeed, a? is an optimal solution of Problem 4
under the additional constraint agk =0, (1 <k <Q). Let us define two more vectors in
]RTQa AP = [)‘fk] and pPf = [ka] (1<i<m),(1<k<Q), with )‘fc(mi) = 'qu(:ci) =0,
(1 <4 <m). M satisfies additional properties so that the vector a® — a9, A7 is a feasible

solution of Problem 4 under the additional constraint that agk - agn)\gk =0,(1<k<Q),
0

ie. ¥ —a) AP satisfies the same constraints as a”. We have thus:
; 0 0 o
Vi#p,Vk# Oai), off —af, M\ 20 &= N < —F
n
Vi # p,Vk # Ol:), A > 0= ol —ap, A <O
al,
0 0 - —
VE, app —ap by = 0= Ny = a%
n
Q m
Z Z (aq — apa ) — Z (e — app i) =0 =
z;€C 1=1 i=1
Q m
YIS
z;€CL =1 =1
To sum up, vector AP satisfies the following properties:
aO
Yk, A = o8
pn o
Vi # p,Vk, 0< M, < S : (43)

pn

Emieck EIQZI Afl - E:il )\fk = 05 (1 S k S Q - 1)
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20 Darcy & Guermeur

uP is specified so that oP + cuP satisfies the same constraints as a®, where c is a scalar
belonging to (0,C]. Furthermore, we impose that ugk = 0 for k different from n and
Hpn = 1. _

Vi # p,Vk # C(z;), ph, >0=af +cuf >0

C—-af
Vi # p,Vk # C(x;), of +cub), <C <= pf) < - th
Q m
D D (ah+ouy) =) (el +euh) =0 ) Zuzz Z/m =0.
z;€C I=1 i=1 z;€Cr I=1
Remember that since we can choose an arbitrary large C, the constraint pf, < C_caf’“
vanishes. To sum up, vector uP satisfies the following properties:
{k =n, ;=1
k P =0
7 . (44)

Vi # p,Vk, uh >0
Yeiccn Elel ph =S ph, =0, 1<k<Q-1)

By construction of vectors A7 and p?, we have J(a® — a9 XP) < J(a?) and J(a? + cpP) <
J(a®), and by way of consequence,

J(a®) = J(a® - agn)\p) > J(a®) — J(af) > J(aP + cuP) — J(aP). (45)

Since 1
7(@0 ~ a0, X) =~ (o — a0, M) H(a® — a3, ) +17 (0 a0, ¥)

the expression of the first term is
0 0 0 \p (agn)2 T 17\p 0 \pT 0
J(@’) = J(« —apn/\)zT)\ HX + a9 X7 (1— Ha").

But recalling (31) we can simplify:

AT (1 - Ha®) :z Z (beaiy — br) ,k+z > AL
i=1 k£C(z

=1 k£C ()
But
m Q
ST (be@y—b) A=D1 DD A - > A b =0,
i=1 k#£C(z;) I=1 \z;€C k#l z; ¢C,
thus

T (1-Ha®) = f: > A&

i=1 k#£C(z:)
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RM bound for M-SVMs 21

At this point, we make use of the hypothesis that all the dual variables oY, are strictly
inferior to C. According to the Kuhn-Tucker conditions, this implies that all the slack
variables £} are equal to 0. Thus, the expression of J(a®) — J(a® — a9, \P) is simply

0 0_ 0 (O‘gn)Z T
J(@”) = J(a” — a,,A) = 5 APTHMP.
Using (34), we find

2

2 Q
J(@®) = J(a® = ap,\P) = @ )

k=1

(46)

Q m
Z Z Ny ®(zi) — Z)\fk‘l’(fvi)

z;€CL =1

We turn now to the right-hand side of (45).

2 Q
J(a® + cpP) — J(aP) = ep?” (1 — HoP) — Z

Q
Z Zp‘zlq) wl Zp’zk .’Ez
€Cy =1

=1

Proceeding as in the case of the left-hand side of (45), we establish that
W a-Hn =3 S
i=1 k£C(z;)

If the initial SVM, characterized by the couple (W°, 5°), has nothing but null slack variables,
then the sole slack variables of the SVM (WP, bP) which can be positive are thoses associated
with z,, i.e. the variables pk, (1<k+#C(zp) Q). Thus,

,UPT (1-Hof) = Z uﬁk ﬁk-
k#C(zp)

Since pub, = 0 for k # n and pb, = 1, this simplifies into:
upT (1-Ha?) =&, =1~ (we(z,) — Wn, (7)) — bo(z,) + b
and by way of consequence

J(? +cpf) — J(aP) =c [1 - <wC(zp) — Wy, B(zy)) — be(a,) + b"] -

Q m 2
Z D M ®(@) = Y B ()

€Cy 1=1

CQ
7|,
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22 Darcy & Guermeur

Combining (46) and (47) finally gives:

2

(ao )2 Q Q m
%Z DD NR(@) = > AL ()| >
k=1 |lz;€C I=1 i=1
2 Q Q m 2
c [1 - <wC(xp) — Wn, (I)(mp)) - bC(mp) + bn] - E Z ZMZ‘I’(%) - Z:ufkq)(xz)
k=1 ||z;€C) =1 =1
(48)

The value of the scalar ¢ maximizing the right-hand side of (48) is:

¢t = [1 = (wea,) = wn, B(@5)) — boey,) + bn]
- 2
S || Seec, DR (@) — S 0 ()

By substitution in (48), this means that (a9,,)? can be bounded from below as follows:

2
[1 - (wC(zp) — Wn, <I>(:L'p)) - bc(zp) + bn]

2 2
S || Sarce, TR N B(@) - S0 M) S [Tarec, DR #h® (@) — I 1 (w0)

Since by hypothesis, the SVM (W?,bP) makes an error on x,, classifying it in the category
CTL7

(Wo(z,) = W,y B(Tp)) + bo(a,) +bn <O

and thus \
[1 - (wc(zp) — wp, B(zp)) — bC(wp) + bn] > 1.

This provides us with a simpler lower bound on (aJ,)?, namely
2
(apn)” >
1
Q Q}\P(I),_m)\Pq),2Q QP(I),_qu),2
pOpant Zmeck Do A ®(ma) = D00 N ®(m)|| iy Ezieck Doz B ® (i) = D00 p, ®(@i)

(49)
Let K)\,p,n,k be:

m
— } : p
K/\,p,n,k - )‘z’k'
=1
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We have:

Q m
DD NR(m) = DAL ()

z;€CL I=1 =1

2
= (Expnk)? 1001 (®(2:)) — Coa(®(2:))I”

where Cv1 (®(z;)) and Cv2(®(z;)), as in the bi-class case, are two convex combinations the
difference of which we can bound by D,,. Then,

2

Q Q m Q

MN®(z) — Y M®(xi)|| <D2 Y (Kxpmr).
DS > >
k=1 ||z;€C) I=1 =1 k=1

Since the same reasoning can be done with vector u? in place of the vector AP, with K, , » &
replacing K p n,k, this leads to
1

(azom)2 2 Q 2@ :
Dlrln Ek:l (KA,p,n,k)z Zk:l (Ku,p,n,ky

By construction, AP and p? satisfy the constraints of Problems 5 and 6 respectively. As a
consequence, they can be chosen so that Zgzl(l(',\,p,mk)2 = K pn and Zszl (Kppn)? =
K, p,n- By definition of constant K, we then get:

Q Q
Z(Kk,p,n,ky Z(Kum,n,k)2 < K?
k=1 k=1
and finally:
0 \2 1
(apn) 2 D4 K27
Taking the square root concludes the proof of the lemma. [ ]

5.2 MC-RM theorem

Theorem 2 Let us consider a multi-class SVM on a domain X. LetC = {Cy}, (1 <k < Q)
be the set of categories. This M-SVM is characterized by a kernel k (a projection operator
®) and a soft margin constant C. Suppose that it is trained on o set s, = {(zi,C(z;))},
(1 <i<m) of m couples in X x C, which it discriminates without error. Suppose further
that all the corresponding dual variables of, satisfy of, < C. Let L, be the number of
errors resulting from applying a leave-one-out procedure to this machine, D,, the diameter
of the smallest ball containing the support vectors of the initial machine and (’Ykl)1<k<l<Q
its bi-class margins according to Definition 1. Let the 6y be given by (29) and K be the
constant in the key lemma (equation (42)). The following upper bound holds true:

2 2
Q k<t Tkl
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24 Darcy & Guermeur

Proof Actually, the key lemma exhibits a non-trivial bound on o? when the machine
trained on the set without (z;,y;) makes an error classifying it in C),. Thus, the sum of the
;. is constituted of the terms we can bound thanks to the key lemma (af, > #%%>) and

the others with the trivial bound (af, > 0). We have thus:

and consequently:
m Q
Lm <KDY D o).
i=1 k=1

Recalling Proposition 2, we conclude:

., <KD2 lz 1+5kl2
k<l sz

One could find strange the presence of the % coefficient in the right-hand side of (50).
Indeed, at first sight, it seems that this formula is not equivalent to the one of Theorem 1
when () = 2. This is however the case, and the difference springs from the fact that the
penalty term in the primal objective function is Zgzl |lwg||* instead of 3, _, |lwk — wy|?,
the use of which would make the relationship between the bi-class and the multi-class cases
more straightforward.

INRIA
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6 Conclusions and future work

In this report, we have established a direct extension of the radius-margin bound to the case
of the standard multi-class SVM. Obviously, its practical interest primarily depends on the
possibility to compute the constant K at a reasonable cost. This could be the case, since this
computation does not involve the computation of the kernel x on the points of the training
set. If so, then the bi-class variant of the bound could even prove superior to Chapelle’s one
(since it should be tighter by construction). Our result can be directly compared with those
proposed in [13], both from the point of view of sharpness and cpu time requirements. This
is the subject of an ongoing study.
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