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Abstract: This report deals with continuous limits of several one-dimensional dif-
fusive systems, obtained from stochastic distortions of discrete curves with different
kinds of coding. These systems are indeed special cases of reaction-diffusion. A gen-
eral functional formalism is set up, allowing to grapple with hydrodynamic limits.
We also analyse the steady-state regime, not only in the reversible case, so that the
invariant measure can have a non Gibbs form. A link is made between recursion
properties, which originate matrix solutions, and particle cycles in the state-graph,
by introducing loop currents on the analogy with electric circuits. Also, by means of
the aforementioned functional approach, a bridge is established between structural
constants involved in the recursions at discrete level and the constants which appear
in Lotka-Volterra equations describing the fluid limits of stationary states. Finally
the Lagrangian for the current fluctuations is obtained from an iterative scheme, and
the related Hamilton-Jacobi equation, leading to the large deviation functional, is
solved at least in the reversible case allowing to rediscover some known results.
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Dynamique stochastique de courbes discrétes et
processus d’exclusion. Partie 2 : Equations fonctionnelles
et représentations continues

Résumé : Cette étude est dédiée a ’analyse des limites continues de divers systémes
diffusifs unidimensionnels, qui décrivent notamment les déformations stochastiques
de courbes discrétes, codées de différentes facons. Ces systémes constituent des cas
particuliers de réactions-diffusions. Un formalisme fonctionnel général est élaboré
pour traiter la limite hydrodynamique. On s’intéresse également au régime station-
naire, les processus n’étant pas nécessairement réversibles et pouvant alors donner
lieu & des états de type non-Gibbs. Un lien est établi entre les propriétés récursives
a Dorigine des solutions matricielles et les cycles dans un graphe d’états, en introdui-
sant des courants de boucle, par analogie avec des circuits électriques. En outre, a
I'aide de I’approche fonctionnelle précitée, on peut faire le pont entre les constantes
de structure impliquées dans ces relations de récurrence au niveau discret et les
constantes apparaissant dans les systémes de type Lotka-Volterra, lesquels décrivent
la limite fluide des états stationnaires. Finalement, & partir d’'un schéma itératif,
on obtient le Lagrangien qui rend compte des fluctuations de courants de particules.
L’équation de Hamilton-Jacobi qui en découle —et dont on extrait la fonctionnelle de
grande déviation— est résolue dans le cas réversible, permettant de retrouver certains
résultats établis par ailleurs.

Mots-clés : Processus d’exclusion, état de Gibbs, limite hydrodynamique, équation
fonctionnelle, courant, Hamilton-Jacobi.
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1 Introduction

Interplay between discrete and continuous description is a recurrent question in sta-
tistical physics, which in some cases can be addressed quite rigorously via probabilis-
tic methods. In the context of reaction-diffusion systems this amounts to studying
fluid or hydrodynamics limits, and number of approaches have been proposed, in
particular in the framework of exclusion processes, see [24],[7] [30], [22] and refer-
ences therein. As far as the above limits are at stake, all these methods have in
common to be limited to systems having stationary states given in closed product
form, or at least to systems for which the invariant measure for finite NV is explicitly
known. For instance, ASEP with open boundary are described in terms of matrix
product form (really a kind of noncommutative product form), and the continuous
limits can be understood by means of Brownian bridges [8]. We propose to tackle
these problems from a different view-point. The initial objects are discrete sample
paths enduring stochastic deformations, and our primary concern is to understand
the nature of the limit curves, when N goes to infinity: how do they evolve in time,
and which limiting process do they represent as ¢ goes to infinity: in other words,
what are the equilibrium curves? Following [14] and [15], we give here some partial
answers to these questions.

In [14] a specific model was considered, namely paths on the square lattice, and we
could reformulate the problem in terms of coupled exclusion processes, to understand
the thermodynamic equilibrium and a phase transition point above which curves
reach a deterministic profile, solution of a nonlinear dynamical system which was
solved explicitly by means of elliptic functions. Two extensions of this system were
introduced in [15] :

e one which comprises multi-type exclusion particle systems appearing in another
context (see e.g. [12, 13]), including the ABC' model for which similar features
occur [6];

e 3 tri-coupled exclusion process to represent the stochastic dynamics of curves
in the three dimensional space.

In this extended formulation, we provided a set of general conditions for reversibility,
by analyzing cycles in the state space, together with the corresponding invariant
measure.

In this paper, we focus on non-Gibbs states and transient regimes. In another work in
progress [16], we analyze the asymmetric simple exclusion process (ASEP) on a torus.

INRIA
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Under suitable initial conditions, the usual sequence of empirical measures converges
in probability to a deterministic measure, which is the unique weak solution of a
Cauchy problem. The method presents some new features, and relies on the analysis
of a family of parabolic differential operators, involving variational calculus. This
approach let hope for a pretty large level of generalization, and we are working over
its general conditions of validity: some of them are anticipated in section 4 of the
present report, where we establish the complete hierarchy of hydrodynamic equations
for multi-types particle systems.

Sections 5 and 6 are devoted to the stationary regime, for which, from [14] and
[15], the limit curves are known to satisfy a differential system of Lotka-Volterra
type which is the essence of the fluid limits in our context. Section 5 solves the
steady state regime in the reversible case. A geometric interpretation of the free
energy is provided (involving the algebraic area enclosed by the curve), as well as
an urn model description for the underlying dynamical system, leading precisely to
a Lotka-Volterra system.

Non-Gibbs states are considered in section 6. In [15], necessary and sufficient condi-
tions for reversibility where given, by identification of a family of independent cycles
in the state graph, for which Kolmogorov ’scriteria have to be fulfilled. We pursue
this analysis, by showing that irreversibility occurs as a result of particle currents
attached to these cycles. A connection between recursion properties, originating ma-
trix solutions, and particle cycles in the state-graph is found, with the introduction
of loop currents, on the analogy with electric circuits. These recursions at discrete
level connect together invariant measures of systems of size N and of size N — 1,
and they involve coefficients to which we able to give a meaning in the fluid limit,
as N — oo. With the help of the functional approach, these structural constants are
shown to be mapped onto the constants intervening in the Lotka-Volterra systems
describing the fluid limits. We extend the iterative scheme procedure initiated in
[14] and developed in [15], which originally concerned only the steady-state regime.
In fact, this scheme also allow us to express in transient regime particle-currents
in terms of deterministic particle densities: this is a mere consequence of a law of
large numbers. At least when the diffusion scale is identical for all particle species,
local correlations are found to be absent. In the last section 7, we observe that local
equilibrium takes place at a rapid time-scale, compared to the diffusion time which
is the natural scale of the system. In the spirit of the study made in [3], we obtain
the Lagrangian describing the fluctuations of currents, and we analyze the related
Hamilton-Jacobi equations.

RR n°® 5808
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2 Model definition

2.1 A stochastic clock model

The system consists of an oriented path embedded in a bidimensional manifold, with
N steps of equal size, each one being chosen among a discrete set of n possible ori-
entations, drawn from the set {2kw/n,k = 0...n — 1} of angles with some given
origin. The stochastic dynamics in force consists in displacing one single point at
a time without breaking the path, while keeping all links within the set of admis-
sible orientations. In this operation, two links are simultaneously displaced. This
constrains quite strongly the possible dynamical rules, which are given in terms of
reactions between consecutive links.

For any n, we can define
kel 25 sl vk
XX = X'XY kell,n], k#I, (2.1)
Al

which in the sequel will be sometimes referred to as a local exchange process. It is
necessary to discriminate between n odd and n even. Indeed, for n = 2p, there is
another set of possible stochastic rules:

kvl YKok
XX =2 X' X", k=1,....n, l#k+p,

Atk " (2.2)
Xkxhtr = xktlxhtp+l k=1,...,n.
6k+1

The distinction is simply due to the presence, for even n, of folds (two consecutive
links with opposite directions), which may undergo different transition rules, leading
to a richer dynamics. The set of transitions rates {\; } represent the rates of exchange
between two consecutive links, while the 7;’s and d;’s correspond to the rotation of
a fold to the right or to the left.

2.2 Examples

1) The simple exclusion process

INRIA
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The first elementary and most studied example is the simple exclusion process, which
after mapping particles onto links corresponds to one-dimensional fluctuating inter-
face. In that case, we simply have a binary alphabet. Letting X' = 7 and X? = 7,
the reactions rewrite R
TTS TT,
A+

where AT is the transition rate for the jump of a particle to the right or to the left.
1) The triangular lattice and the ABC model

Here the evolution of the random walk is restricted to the triangular lattice. A link
(or step) of the walk is either 1, e*™/3 or /3 and quite naturally will be said to
be of type A, B and C, respectively. This corresponds to the so-called ABC model,
since there is a coding by a 3-letter alphabet. The set of transitions (or reactions) is
given by

>‘ba >‘cb )\ac
AB S BA, BC S CB, CA'S AC, (2.3)
>‘ab >‘bc Aca

where the rates are arbitrary positive numbers. Also we impose periodic boundary
conditions on the sample paths. This model was first introduced in [12] in the context
of particles with exclusion, and, for some cases corresponding to reversibility, a Gibbs
form has been found in [13].

2) A coupled exclusion model in the square lattice

This model was introduced in [14] to analyze stochastic distortions of a walk in the
square lattice, and from now on will be referred to as the {7,7,} model. Assuming
links are counterclockwise oriented, the following transitions can take place.

>‘ba >‘cb >‘dc )‘ad

AB = BA, BC = CB, CD = DC, DA = AD,
)‘ab )‘bc )‘cd )‘da
ébd 6Cll édb 6116

AC = BD, BD = CA, CA = DB, DB = AC.
Yac Ybd Yea Ydb

We studied a rotation invariant version of this model, namely when

def
)\+ = Aab — )\bc = )\cd = )\daa
def

AT = A = Aep = Age = >\ad7
+ def

Y = Yac = Vbd = VYea = Vdb-
V" = Sae = Opd = Oca = Oap-

RR n® 5808
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Define the mapping (4, B,C, D) — (1¢,7°) € {0,1}?, such that

Then the dynamics can be formulated in terms of coupled exclusion processes. The
evolution of the sample path is represented by a Markov process with state space
the set of 2N-tuples of binary random variables {7} and {T]l-) },j=1,...,N, taking
the value 1 if a particle is present and 0 otherwise. The jump rates to the right (+)
or to the left (—) are then given by

t() _ =b=b b.b yE o =b. b b=b &
Aa (D) = BT AT + T AT + T + T 25)
+\ _ ma=a % ara \F | =a.a ~=+ a=a ~F '
Ap (1) =TT AT + 7078 AT + Tl v + T 0T

Notably, one sees the jump rates of a given sequence are locally conditionally defined
by the complementary sequence.

3 Transient regime codings

3.1 Coding of the generator
3.1.1 Fourier transform with boolean variables

For boolean variables, the Fourier transform takes a very simple form. Let s €
{=1,1} and f: s — f(s) a real valued function. Due to the boolean nature of s, f
takes only two values, f(£1) & f+1, giving rise to the following binary decomposi-

tion,

f(s) = 8;1f1+ 1;Sf—1 = fl—;f_l + fi _Qf_ls.

Call 7 € {0,1} the dual variable of s, and g : 7 — g¢(7), which admits of the
decomposition

9(1) € Fg0 + 71,

INRIA
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with g(0) = go and g1 = ¢g(1). By definition, g is the Fourier transform of f if

The relation between f and g can be rewritten in the form

1
fls) = 7 > (F+7s)g(r),

7€{0,1}

> (FHTs)f(s):

se{-1,1}

Q
—~
3
~—

I
Sl =

[\]

(3.1)

S—

By letting 7 = Tl, the kernel 7 + 75 takes also the more conventional form

This formalism easily apply to ternary variables, by considering the eigenstates of
the permutation operator o (acting on the values of the variables), s being the
corresponding eigenvalue.

3.1.2 Generating function for ASEP dynamics

With the help of the preceding formalism, the following proposition yields an operator
representation for the backward generator of the ASEP dynamics.

Proposition 3.1. Let {r;,i = 1...N} and {7;,i = 1...N} a set of 2N boolean
variables with the following algebraic properties

Vie{l...N} {Tm:”’

77 =0,
y denoting the ring of homogeneous polynomials of degree N in these variables.
Let also {o;,i = 1...N} be a set of operators acting on V(N), such that, for any

RR n® 5808
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P e V(N), 0P s obtained by e:z:changm(q 7; and T; in P. Let Then any function of
N
the particle sequence is an element of V ), and the generator takes the form

N
G=Y g1, (3:2)
i=1
with
9iyl = A (oioir = V)T + A (01001 — 1) 7T

= f‘iTi+1()\+O'iO'i+1 — )\_) + Tifi—i-l()\_o'io'i—i-l — )\+),

where A\* are the transition rates of a particle jump to the left(-) or to the right (+).
|

At this point it is useful to introduce the dual space of P of V(N), the set of
functions of {s; € {—1,1},i = 1... N}. A given state can be indifferently represented
by an element P € V™ or P e V. Both are related through the Fourier transforms

Using these representations, it is then possible to write a scheme expressing the
dynamics of the system.

Lemma 3.2. Let P(7,t) € V™ the state of the system at time t and P(s,t) € p
its Fourier transform. The Markov evolution of the system is given by the following
dynamical scheme:

P({r},t+6t) = 3 3 D s +0Gms) b1 1),

ﬁ({s},t +6t) = Z s >N, Ti(1+si)+6tG(s’T)P({T},t),

T

INRIA
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with
N
G(S,T) = Z(Sisi-i-l — 1)()\4_7'7;77'7;4_1 + )\_fiTi—i-l);
=1
~ N
G(T, S) = Z TiTi+1 (>\+SZ'SZ'+1 — )\_) + TiTit+1 ()\_Sisz'—i-l — >\+)
=1

The invariant measure satisfies the system
S EERBIEIGEAG ) P({s} =0,

36l S ns) G G s, ) P({r} = 0.

T

In some situations, the above conditions concerning steady state distribution may
prove convenient. For instance, a set of sufficient conditions is given by

Z[Ti"'l - Ti][)\_si_H — )\+SZ‘]]5(S) = O, 1=1... N,

s

Z[Si-i-l — Si][)\+Ti7_'i+1 — )\_7_'Z'TZ'+1]P(7') = 0, i=1...N.

T

3.1.3 The general n model

For the sake of simplicity, we restrict ourselves to the case of an odd alphabet, were
reactions 2.1 consists only in exchanging neighbouring letters. Let o; represent the
circular permutation among the possible letters at a given site i,

(X0 X2, X7 X — (XX X XD,

As before, V™ is the set of functions of {X} X2, X3...XPi = 1...N} which
actually reduces to a homogeneous polynomial ring, due to the binary nature of all
variables and the exclusion constraint

Vie{l...N}, Xkxt = Xlop.

RR n® 5808
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Similar properties hold for V™ as the set of function of {f(},f(f,):(f’ . XZ”,Z =
1...N}. The Fourier transforms between two representation P and P of the same
state now reads

P({X}) = ZH exp (27 Z KIXFXDP({XY),

{X}i= 1 i=1,k,l=1

P({X}) = ZH exp( —22—” Z RIXFXHP{XY).

{X}zl i=1,k=1

As for the generator, we get directly, for an odd n,

N n
G= ZZAM (oioie1 — 1) XIXE, = ZZX XE o (Maoioivr — i)

i=1 k,l i=1 k|l

The dynamical scheme is then given by

PUX},t+6t) = Ze BE Sk KIXFXIH0G(X.X) ({X} £)

X . ~
({X} t+ 5t — Z % ikl lefo-i—étG(X,X)P({X}?t)’
X

where
N 20 2 g
GX,X)=)_ Awi(e XFx, - 1)xEx!
i=1 k,Lk .V
N n s
GX.X) =33 (e TR ) XIXE
i=1 k,Lk I

We see that this scheme allows to write the transition amplitude for a state at time
t, conditionally on the state at time to, as a sum over path in the space (X, X) with
exponential weighting factors, which might be suitable for getting asymptotic limits
for large N.

3.2 Coding space-time dynamical constraints with binary variables

Another possibility to achieve the same goal, namely to derive a generating function
for the dynamical evolution of the system, is to consider space-time samples of binary

INRIA
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variables, and to impose constraints on these variables, so that they correspond to
an admissible evolution of the sample path.

3.2.1 Constraint coding

For the sake of simplicity, we will restrict ourselves to the ASEP system for the
set-up a space-time formalism. The sums will be taken over all possible processes
{7} € {0,1}}, having 0 or 1 particle at site i € {1... N} and a discretized time-stamp
j€{1l... M}. When considering the partition function, we have to attach a specific
weight w? each time a particle jumps from one site i to the next one i + 1 in the time
interval [j,7 + 1]. There are clearly additional constraints, since all processes are
not allowed: the only possible differences between a sequence taken at time j and at
time j + 1 come only from right jumps, particles entering the system from the left
tip ¢ = 1 or leaving it through the riglht tipi=N. To cope with these constraints,
we introduce two auxiliary fields SZ_—:__E € {-1,1} and a:_rf € {—1,1} living on the
dual lattice. The purpose of such a field is to correlate traQnsitions at site ¢ and site
1+ 1, between time-stamps j and j + 1, when a particle jumps. We have

Z= 3 Fages IS5 (777 (1-w o)+ AT (1w ol

(TY5) - o ’

with Feqges depending on the boundary conditions. For open boundary, with particles
entering the system at site ¢ = 0 and departing at site « = IV, we obtain

F, edges —

M - 1 . .
H(TleH 1—w agi)—i-ffffﬂ(l—A)%—A +w JHs];rQ)
-- 2 2

(TNT]]VH(l —B)+ TN 7t (1 + w O'?V ) + BTN Frly wTN ]]V—H ?_7)
(3.4)

As a verification, consider a system with only 2 sites and open boundary conditions,
with rates «, 3, A, respectively for input, output and jump. Using the binary variables

RR n® 5808



16 Guy Fayolle , Cyril Furtlehner

to write the matrix elements of the transition operator, we get
P(r1,79,t + dt) = P(7y,72,t) + dt Y ( (T — 771 (ThTo + TTo)
7
+ M1 71Ty — TiT1TeT2) + B(19T2 — T972) (7171 + T171) ) P(r],15,1).
Letting N = 2 and w? = A\dt in (3.3), A = adt and B = 3dt in (3.4) and summing

over the auxiliary variables s and o, one checks readily the correct transition functions
are obtained at first order in dt. Again, Z can be recast in an exponential form, by

using again properties of binary variables.

Z F, edges

{T}{S}
K=y j+ 3 j+l +
Jj_J+1 JT3 J 1 j
exp Z T, (w(UZ._g—O'Z )—210gw+z—( %24- Z+%2_|_2))
1=2,7=0
+7‘j(210 w—w(0j+%+g]_%)+iz(sj+é+S—%+2))
i g i-1 i1 o iyl i1
i+3
+wai+%),

where the edges contributions are given by

Feqges = exp (Z it wcr]3+2 — A —log Aw + Z'g(s];r5 +1))

i1 1
(logAw A— w0]+2+ig(s]§+2+1)+wa§+2
2 2

1
— A (wo: J+2 v B 1ong+zg(s§V+_2 +1))

(long+B wa +z§( ?\7—%

INRIA
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3.3 Discrete stochastic equations

The third method we propose to depict the dynamics of the system is directly based
on stochastic equations coding jump times as independent interacting Poisson pro-
cesses.

3.3.1 The random telegraph problem

The random telegraph process is a time homogeneous Markov process X; with states
0 and 1 and rates A*. The generator, as formulated in section 3.1, is equal to

g=AT(c -7+ A (0 —1)7.
Herewe have clearly

G(s,7) = (s — 1)[)\ + u(T — 7')],

G(r,s) = (s — 1) [A — (7 —7)]. (3.5)

In fact, it is possible to write a stochastic equation for this model, by introducing
u(t) and v(t) two independent Poisson processes, with respective rates A and A\,
so that

or

—(t) = 7ut(t) — Tu (t).

SH() = 7t (1) — mu (1)
Discretizing this time-process, with d¢ the time scale discretization, we get

— =t -
Tirl = T = Tjlj g = Tilhj /2 (3.6)
where
. 0  with probability 1 — AE6t,
Yitre =

1 with probability AE6t.

Considering now the sequence {7;,j = 1... M}, we look for the generating function
of an admissible sample path. To this end, from (3.6), we build the quantity

. — 7y — 7 — gt )
Lji12 = Tjr1 = Tj = TjUj g g T Tjliy o)

which, for arbitrary 7;, can take the value out of {—1,0,1}, 0 being the value for
admissible sequences. The discrete version of the Fourier transform of the indicator
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18 Guy Fayolle , Cyril Furtlehner

function reads

; 0 fo L, € {-1,1},
: Z e Sit1/2Ljt1/2 — ' j+/2 €4 t
2
sj+172€{-1,1} 1 for Lj_|_1/2 = 0.

As a result, we get at hand the generating function
1 s
Fl{s, T, Ui}] = 2_M6XP(? Zsj+1/2Lj+1/2).
J

Summing over the set {u®}, we recover the generating function obtained directly
from (3.5). Another way is to square Lj 12, to take Boltzmann weights

2 e at T ot
(Ljt12)” = TITj10G g o T TiTi010 g o T TiT01U5 g o T TiTi0105 o

and then to follow the procedure of section 3.2.1.

3.3.2 The simple exclusion problem

For ASEP, we need to introduce to set of Poisson processes {u;1/2(t)} and {v;11/2(t)},
corresponding to left and right moves, with respective rates A™ and A\~. The stochas-
tic equation corresponding to this system reads

%(t) = fi(t) (Ti+1(t)vi+1/2(t) + Ti—l(t)ui—1/2 (t))

— T; (t) (77'1'4_1 (t)ui+1/2 (t) + i'i_l (t)vi—l/2 (t)) .
Of course this equation can be discretized as well. Setting

J+1/2 _ _j-j d+1/2  _j_j | j+1/2
Jit1js = Ti T2 — T Tiv1Vig1/2o

we get immediately
1§ jH1/2 j+1/2
T T = Ji+1/2 - Ji+1/2 :
The generating functional then becomes

1 T i1 i i11/2 i+1/2
Fl{s,T,u,v}] = oNM eXP(; Zsj+1/2(7'ij+ - 7}'] - Ji]+1//2 + Ji]+1//2 ))
i,j
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Summing over the fields u and v leads directly to the formulation of section 3.1.2,
using for example the equalities

LT _
Z eXPE/dtTi(t)TiJrl(t)3i+1/2(t)uz‘+1/2(t)

“i+1/2(t)

— exp / AT (5T OG5 ®) _ 1)

= exp/dt)\+7'i(t)7'i+1(t)(si(t)sl-H(t) — 1)

So far, we have listed four different but equivalent formulations on the space-time
lattice. An important unanswered question remains: is one of these four methods
clearly mostly appropriate to take continuous limits after scaling ?

4 Hydrodynamic limits

Here, we bear on a preliminary study [16], where a new functional method was
introduced to handle the hydrodynamic limit of the simple exclusion process. We
look into the way this approach could extend in order to systems comprising an
arbitrary number of particle types. We will focus this section on the n-type case.

4.1 Functional integral equations

Let ¢, k = 1...n aset of arbitrary functions in C2[0,1], G™ < Z/NZ the discrete
torus (circle). For i € G®™), X¥(¢) is a binary random variable and, at time ¢, the
presence of a particle of type k at site 7 is equivalent to X¥(¢) = 1. The exclusion
constraint reads

Y XF(t)=1, VieG.
k=1

The whole trajectory is represented by n™ () = {XE(t),i e G™ k=1...n} which
is a Markov process. Q™) will denote its generator and F,") = o(n™(s),s < t) is
the associated natural filtration.
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20 Guy Fayolle , Cyril Furtlehner

Define the real-valued positive measure

. 1 n .
Vg Eew |+ D on()XE]

k=1,icGWV)

where ¢ denotes the set {¢y,k = 1...n}. In [16] the convergence of this measure
was analyzed for n = 2. A functional integral operator was used to characterize limit
points of this measure, these were shown to be indeed the unique weak solution of a
partial differential equation of Cauchy type.

In what follows, we will be interested in the quantities
Y(9) < [B(Z7[0) ],
g™ (6) “10g [E(2[9])],

respectively the moment and cumulant generating function. The idea of using Z\™ [¢]
is that the generator, when applied to Zt(N), can be expressed as a differential operator
with respect to the arbitrary functions ¢. Indeed, we have
Q@M [Zt(N)] — LEN)Zt(N)’
with
82
i ()0 (L)’

=N Y
k#LieG(N)
after having set

() & 0e(C) — de() + i) — dn( ),

Rl V) & 20 (V) e~ Smh(%(w)).

We introduce now the key quantities for hydrodynamic scalings, by assuming an
asymptotic expansion of the form

Mi(N)=D(N2+ 28Ny £ 0(1), Wk Ik#£L

2
where ag; = —ay are real constants. Here the system is assumed to be equidiffusive,
which means there exists a constant D such that, for all pairs (k,1),
At (V)
li =D.
Ngnoo N2
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>From now on we will omit the argument of A\;;(N) and retain the initial notation
Ax;- The coefficients ay; express the asymmetry between types k and [. Now one can
write

U - i M (i, N) Gt (4.1)
- k(2 ) ]
ot k#£LieG®) aﬁbk( )8@(%1)

To rearrange the sum in (4.1), in order to select dominant terms in the expansion
with respect to 1/N , we make use of the exclusion property, which is formally

equivalent to
SRCI
o 9(y) N

Since we are on the circle 1 € G, Abel’s summation formula does not produce any
boundary term, so that, skipping details, (4.1) can be rewritten as

8ft(N) :DN2 n 14+1 af 8ftN)
o zc;[qs( ) — 61 (~ >][8¢k() 550 5T

82 (N) 82ft(N) .
: . O(N™).
i ; (GartmiontEm * saEontm)) O

(4.2)

0
It is worth remarking that operators like -
01 (%)
0

9 and 0
8¢k(%) () () 0du()

this explains the selection of dominant terms in the above expansion.

and ¢k(%) — ¢k(ﬁ) in produce

a scale factor 1/N, while scale as 1/N?:

Let N — oo and assume the convergence of the sequence f(()N). Then, from the
tightness of the process, together with a zeste of variational and complex variable
calculus, as in [16], we claim [the proof is omitted] £\ also converges, in a good
tempered functional space, and its limit f; satisfies the functional integral equation

o o _or. i
- dmz¢k | B = 2 (Gmonm))
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Similarly, the cumulant characteristic function is a solution of

8gt 0 agt
D/ d$2¢k o [ Oz Oy, ()

dg9: gy 0%y
;“kl(am 90~ Fataoa@))

Assume at time 0 the given initial profile pi(x,0) to be twice differentiable with
repect to x. Then (4.3) is given by

1 n
a(9) = [ do 3" il thn(o)
k=1

0

where pi(x,t) satisfy the hydrodynamic system of coupled Burger’s equations

o[+ 2 (S k-1

with the set of given initial conditions py(x,0),k =1,...,n.

Remark It is important to note that, without differentiability conditions for the
intial profiles pi(x,0), one can only assert the existence of weak solutions (in the
sense of Schwartz’s distributions) of Burger’s system.

4.2 About correlations in the ABC model

In this section, we meet the so-called ABC model, which corresponds to n = 3 in
our general setting. According to the arguments presented above, the cumulant
generating function g;(¢q, s, ¢c) can be shown to satisfy the functional integral
equation

2 2
agt D/ dvda(z) g 99t +<5 g . gt )
x

Oz Oy () O¢a(x)0pc(x) " Opa(x)0dp(x)
99  Ogr Ogr Oy
* (ﬂaqba(w) D0e(x) | 06a(a) 8¢b($)>}
[analogous terms obtained by circular letter permutation], (4.4)
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- - def def def
where, for the sake of brevity, we introduced o = ape, 8 = Qea, 7 = Qlgp-

Solving (4.4) is a difficult problem, which will be considered in a forthcoming work.
For the moment, we shall only present an approximate equivalent system.

4.2.1 An approximate solution of (4.4)

Up to a slight abuse in the vocabulary, g; is analytic with respect to the vector func-
7 def

tion ¢ = (¢q, Py, dc) (think in terms of Radon-Nykodim derivatives and variational
calculus). Then we have

- 1 . -
1(60.0n.00) = [ 3w) e+ 5 [ S )dwdrdy+O(lol),
with
O-aa(337y7t) O-ab(:payat) O'ac($7y7t)
O't(ﬂf,y) = O-ab(m7y7t) O'bb(iU,y,t) O-bc(m7y7t)
O'ac($7y7t) ch(ifay’t) O'cc(wayat)

Let us start from the purely heuristic assumption that cumulants of order > 3 are
negligible. Then, identifying coefficients in the ¢-power expansion of g;, we derive
the following closed system

Oo - R o o o
8;“1 = D{Aaaa + V. [ﬁ(pao-ca + pcaaa) - W(Pao'ba + pbaaa)] },
do 1- R R R o
Wab = D{Aaab 5V [B(Patbe + PeOab) — V(PaOtt + PoOab)
+ fy(p_’bo'aa + ﬁaaab) - O4(p_’b0'ac + ﬁcaab)] }7
00 e 1- . . . .
ot = D{Aaac + §V [B(pao'cc + pcaac) - 7(pa0'bc + pbaac)

+ a(ﬁcaab + ﬁbaac) - ﬁ(ﬁcaaa + ﬁaaac)] }7

7y = <Pu($)>
)]

where g, stands for the vector
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Due to the exclusion constraint A; + B; + C; = 1, we have

9t(Pas b, bc) = gt(Pa — Pe, P — ¢c, 0),
and the following relations hold
Oac = —Oaa — Oabs
Obc = —Oab — Obb,
Oce = Oqa + 204 + Opp.

Finally, we obtain the system

004a

ot = D{Aaaa + 6 [Jaa(ﬁ(ﬁc - ﬁa) - ’Yﬁb) - O-ab(ﬁ + V)ﬁa] }’

Oggb — D{Aaab + %6 [Caa(a+7)Pb — o (B +7)Pa (4.5)
+ou((y = B)Fa+ (@ =) + (B — @)7.)] }
Doy,

W = D{Aabb + 6 [O'bb(a(ﬁb — ﬁc) + ’Yﬁa) + O'ab(a + ’)/)ﬁb] }
which represents 2-dimensional diffusions submitted to an external field.

At steady state, they can be solved below the transition point when the densities
are uniform. Indeed, in this case, the matrix governing the behaviour of the system
reads

B(pe = pa) = VPb —(B+7)pa 0
ety gl =B)pa+(a=)p+ (B -a)p]  —3(B+7)pa
0 (a+7)p VPa + (po — pe)
In the particular case of a reversible system, the average densities are given by
pam— = — g
a+ B+ a+ [+ a+ B+
and the above matrix becomes
—af  —a(B+7) 0
5 e 0 ey,
0 (a+7)B o3
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afy
a+ B+
value as the one obtained from the deterministic field in [6, 15].

with eigenvalues 0 and +¢ : unstable modes exist, with the same critical

In the general case (i.e. p'not constant), the set of equations (4.5) should be solved
along with the exact deterministic system

1 apa . a2pa 0
Dot a2 + O [Pu('Ypb — Bpc) +YTab — ﬁaac}’

10p, %y O
BE = W + % [pb(ozpc - 'Ypa) + aope — ’}/O-ab:|)

1 apc . 82[)0 0
o = a2 T o [pc(ﬁpa —apy) + Boac — Oéf’bc]

Note that correlations ¢ are taken at coinciding points. Comparison with a finite-size
system is in principle allowed, just by computing the value of o at t = 0.

5 Reversible stationary states

5.1 The invariant measure

Up to a slight abuse in the notation, we let X* € {0,1} denote the binary random
variable representing the occupation of site ¢ by a letter of type k. The state of
the system is represented by the array X & {XFi=1,...,N;k=1,...,n} of size
N x n. The invariant measure of the Markov process of interest is then given by

1
P(X) = 7 exp[—H(X)], (5.1)
where )
HX) =5 > Do XIX;, (5.2)
i<j kil

with ag) and al(,]: ) two N-dependent coefficients related by

A
ay’ —ap’ = Nlog T]Z (5.3)
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provided that some balance conditions hold. For example, in the clock model (2.1),
these conditions take the simple form

> ' Ny =0, (5.4)

kAl

and they follow indeed directly from Kolmogorov’s criteria applied to a particle
crossing the system.

5.2 Free energy and metastable configurations

We consider again the ABC model as a typical example, and the extension to other
models will be straightforward. Assume conditions (5.4) hold, so that the invariant
measure is given by

P({A,B,C}) = —eXp ZQWA Bj + ay) BiCj + ol C;A;],
z<]

where the constants « b), al()c and o)’ take the values

Xab A A
a® = Nlog 22 of = Nlog 2%, al) = Nlog =
)\ba )\cb )\ac

while al()g) ozglj) and affz) are set to zero, to be consistent with (5.3). The constraints

(5.4) now become

(N) N (N)
Na o) Np  al Ne oy (5.5)
Ng ol Ne a7 Na ol

Following [6], we want to write a large deviation functional corresponding to the
above Gibbs measure when N — oo. Set » = %, J = exp(2in/3), and let Z(x)
denote the complex number given by

N%(—JJB +J22)

where we have introduced the parameters

def ) def N def .
a = hm 1 oy 8= hm ald), v= lim «
N—oo

(V)

ab
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in agreement with the notation of section 4.2.

The sequence {4, B,C} is thus represented by a path Z(z) in the complex plane,
consisting of oriented links having only three possible directions

{6=0, 0 =27/3, 0 =4r/3},

depending on whether a particle A, B or C is present. The length of a link corre-
sponding to A, B, or C is, respectively, 1/(N«), 1/(NS3) or 1/(N~).

Note that condition (5.5) ensures the path (denoted by I) is closed, that is

1

— A+ J+J>=0.
a+6+’y(+ +J7)

Z(1) =

Consider now the area A enclosed by I,

A= i.%(zdz—zdf).
2i Jr

]

Then, as N — oo, we have

A= 1
o B Y

B R C R G )

Finally we obtain

Nafy 3N
A
V3 T av e

When considering the large deviation functional, an additional entropy term con-
tributes to the free-energy which has the form

H{X;} = +O(1)

F(pas pvs pe) = S(pas po, pe) + A(pas po, pe). (5.6)

In the present case, this entropy term comes from a multinomial combinatorial factor
#b!mc!, namely the way of arranging a box of n=[N dx] sites, with three species of
identical particles having respective populations n; = p;(z)Ndx, i € {a,b,c}. Then
Stirling’s formula for large N yields

1
S(pas pspe) = N /O da[pa () 10g pa(x) + py() log po(x) + pela) log pe(a)].
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The large deviation probability of a given profile is thus given by

1
PN(Paa Pbs pC) = E eXp(_N]:(paa Pb; Pc)) (57)

Stable and metastable deterministic profiles correspond to local extrema of the free-
energy. According to 5.6, the variational principle can be reformulated by requiring
that the optimal profile should realize a combination tendind to maximize both the
entropy and the enclosed area. Of course, these two requirements are contradictory.
Curves of maximal entropy are typically Brownian, and have an area which scales
like 1/ V/N; on the contrary, the opposite extreme configuration consisting of an
equilateral triangle achieves the maximum area, but belongs to a class of profiles
for which the entropy contribution is equal to zero (since plog p vanishes both for
p =0 and p = 1). Depending on the weight given to this combination, which is
fixed by the parameter a3v/v/3, we will obtain profiles which are either Brownian
(the degenerate point of the deterministic equations) or deterministic, both regimes
being separated by a second order phase transition.

5.3 Ehrenfest urn model interpretation

Consider a kind of Ehrenfest model with three urns (or boxes), denoted by {A, B, C'},
and N indistinguishable balls (or particles). This generalizes the standard Ehrenfest
model which comprises only two urns. Each urn contains balls of a given type,
N (1), leN) (t) and NI (t) being the corresponding time-dependent populations.
Since the system is closed, N, + Np+ N, = N. At random times taken as exponential
events, balls are moved from one box to another one, i.e. individuals are transferred
from one population to another. We define the moving rules as follows: a pair of
balls pertaining respectively to urns B and C is chosen and the ball pertaining to
urn B is moved to the third box C. This process occurs randomly at a rate . Two
other transition rates § and ~ are defined in a similar way, by circular permutations
of the boxes. This can be summarized by the following set of reactions

AB— BB,
¥
BC—(CC,
CA?AA.

This zero-range process is of Ehrenfest Class, as defined in [18], in the sense that
balls, rather than boxes, are chosen at random. When NV increases to infinity, we are
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lead to consider concentrations instead of integer numbers:
N (o)
Ci(t) 2 i YY)
Z( ) Ngnoo N

for i = a,b,c. After a proper scaling limit, the dynamics of the model is described
by the following Lotka-Volterra system

aC,
ox - Ca(ﬁcc - ’ch)v
ac,

% = Ob(’}’ca — aCc),
0C,

£ = CulaC) - 6Ca),

which, after replacing « by ¢ and densities by concentrations, is nothing else but the
differential system giving the invariant measure of the (A, B,C) model, in the fluid
limit at thermodynamical equilibrium [6].

5.4 The square lattice model
5.4.1 The invariant measure

We turn now to the second case-study, namely the square-lattice model introduced
n [14]. It does illustrate the rules (2.1). Instead of handling the problem directly
with the natural set of four letters {A, B,C, D}, we found convenient to represent

the degrees of freedom by pairs of binary components. In the symmetric version of
the model defined by (2.4), when cycles are absent (N, = N, = 1/2 and v+ = ™),
we could derive the invariant measure

P(74,7) Z—eXp (8 (7 — 707)] (5.8)

1<j

with 8 = log i—; Let us see how this relates to the original formulation of the model
in terms of the four letters A, B,C and D.
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Proposition 5.1. Under the reversibility conditions imposed on the transitions rates
D, YF, 6% k=1...4,1=1...4}, the measure given by (5.1)and (5.2) reduces to

1
P(X) = E exp{g Z BZA] — AZBJ + AZD] — DZA]
1<j

+ C;Bj — BZ'C]' + DZ'C]' — CZ'D]'},
and is equivalent to (5.8).

Proof. We start from the invariant form (5.1), (5.2), together with the reversibil-
ity conditions given in theorem 3.2 of [15], and hereafter referred to as conditions
(1),...,(v). We also replace indexes k = 1,...4, by small letters a,b,c,d, in all

coefficients, thus writing a®, a%, ..., etc.

Then, condition (iv) yields

a b
abd % = IOg ?;_b’ ot — abd — lOg %7
c d
a® — o =log %, a® — a® =1og %
Now, using condition (i) , we obtain
a~b bac
a’ — a" =log /;bgc =0, a® — o = log gcgd =0.

In order to reduce the number of parameters, we define 3 € R such that condition
(v) rewrites as

def
5 def aab _ aba — abc _ acb — acd . adc — ada . aad.

This in turn leads to

Similarly, we get the set of identities
aad + ada — 200 — (aab + aba)7

a® = o = q — aac’ Oébb — add — o — Oébd,
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where « is precisely defined by condition (v) of the aforementioned theorem. Finally,
we are left with a set of parameters {a, 3, a%, a®®, a® 4 a*} allowing for a complete

characterization of the Gibbs form. Indeed,

PX) = %exp{%ZBiAj—AiBj + A;D; — DiA;
1<j
+C¢Bj—Bin + Din—CiDj + F}. (59)

In (5.9), the quantity

ac abd
(N4 — N¢o)? + 7(NB — Np)?

(6% (6%
FZE[(NA+ND)2 + (NB+N0)2]+ 5

[

+ —(a® 4+ a®) (N4 — N¢)(Ng — Np),

\)

is a constant simply contributing to a redifinition of the normalization. Remember
N4 — N¢ and N — Np are conserved by the dynamical rules, in addition to N4 +
N+ N¢c+ Np, whence No+ Np and N+ N¢ also are kept constant. Let us come
back to the mapping between the two representations. It simply states that

7

ib:Ci—i-Di, ?ia:Ai—l-Bi. )

It is now straightforward to check that (5.8) and (5.9) represent the same probability
measure, as it was expected. ]

5.4.2 Two continuous descriptions and a functional mapping

Writing down the large deviation functional F(pa, pB, pc, pp), [introduced in (5.7)
and resulting from (5.9)], together with the conditions ensuring an optimal profile,
we obtain a differential system of Lotka-Volterra class

9pa _ (pB — pD) 9pB _ (pc — pa)
O npaA\pPB PD), O npp\pc PA),
Opc dpp
— _ e _ a1
B npc(pp — pB) B npp(pa — pc), (5.11)
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in which the last equation is follows merely by summing up the three other ones.
This system is structurally different from the one obtained in [14], which involved
only two independent profiles (p,, pp) corresponding to deterministic densities for the
particles 7, and 75, while in the present case there are three (p4, pp, pc for example).

It is interesting to notice that, in both models, explicit level surfaces exist. Indeed,
the above system satisfies papppcopp = cte, in addition to constraint pa + pp + pc +
pp = 1. On the other hand, p,(1 — ps)ps(1 — pp) is the level surface of the former
system encountered in [14]. This can be explained by reversing the mapping (5.10),
so that

C; =177, D; = 770 (5.12)

This indicates that the set of 4-tuples {2, 7%, 77,7’} constitutes the elementary
blocks of the system, and that letters A;, B;, C;, D; are composite variables encoding
correlations of these building blocks. Therefore, in the continuous limit, we are left
with two different descriptions of the same system, related in a non trivial manner.
We propose now to explore more carefully this connection. In particular, while
the linear mapping (5.10) still holds in the continuous limit, as a relation between

expected values

Py = pc + pp,

the non-linear equations (5.12) are instead expected to bring a different form, since
they involve correlations.

Proposition 5.2. The differential system given by

0 “(x
5~ [log PO onap () - 1),
A (5.14)
9 p’(x) '
Z Nlog P T = —op(2p, () — 1),
oz [log T pb(:r)] n(2pa(z) — 1)
is related to (5.11) through the invertible functional mapping given by
pc = papp + K, pPD = papy — K,

where K is a constant to be determined.

INRIA



Stochastic Dynamics of Discrete Curves. Part 2: Continuous Descriptions. 33

Proof. First, let {pB,pc,pp} be the set of independent variables in (5.11), and
express them in terms of the new triple {pq, pp, pc} given by (5.13). This gives

a(pa - pC) _
pe = n(pa — pc)(pa +pp— 1),
dpy — pc) B B
a5 = n(py — pc)(1 = pa + pb),
dpc _
Oz = npc(py = pa)- (5.16)

Combining these equations yields

0pa

ai = Npa(pa + pp — 1) +npc(1 = 2pa),

8;, (5.17)
y nes(1 — pa — p) +npc(2pp — 1),

which in turn allows to express pc as

Instantiating this last value of pc in (5.17) and in (5.16), we obtain (5.14), after
immediate recombination, together with the relation

Opc _ 9(paps)
Oz or

This last equation has its counterpart for p4, pp and pp: after integration, we are left
with four constants, which reduce to the one given in (5.15) only when compatibility
with (5.13) is imposed.

6 Non-Gibbs steady state regime

We shall speak of non-Gibbs steady state regime whenever the invariant measure is
not described by means of a potential. This kind of regime occurs when Kolmogorov’s
reversibility criterion fails for at least one cycle in the state space.
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6.1 The tagged particle

One cycle in the state space for the n odd model can be accurately represented by
a tagged particle moving around, while keeping the other particles frozen in a well-
defined permutation order. Each time this particle exchanges its position with one
of its neighbours, the permutation order of the frozen particles remains unchanged.
In other words, the tagged particle simply diffuses in a fized random environment
defined by the other particles. Choose X! = A as the tagged particle, and let
{in,z' =1,...N;k;,e {1,... ,n}} the complementary set of frozen particles. To
all admissible transitions, which are typically jumps of A between sites (i,7 + 1) or
(i, — 1), corresponds a set of conditional rates given by

. 1 def “ k.
)\:(Z—F 5) = Z )\aki Xi_;l.p
k;=1
. 1 def - k.
MG+ 5) = D> Aa X
k;=1

Violation of condition (5.4) is mathematically equivalent to the inequality

7 Mli+3)
3!

=1

In such a case, the diffusion of particle A is biased to the right [resp. left] direction, if
the preceding coefficient is greater [resp. lower| than one. Let us write the invariant
measure of the set of binary occupation numbers {4;,i = 1,..., N} of our tagged
particle, conditionally to the set {X¥},i =1... N,k = 1...n of occupation numbers
of the frozen subset, which has of course to correspond to a given permutation.

Then, clearly, Zi\i | Ai =1 (since we consider only one tagged particle) and

N n,N
I({A}{X}) :%Zexp{ Yo ) AXTlogAam + Y AiX;”logAma}.
=1

m=1,i=11+1<j<i i<j<l
One can now verify that the expression of the flux due to A between sites ¢ and i+ 1

Gulit3) = N+ DP(A=1) = A i+ D)P(ia = 1)

= i [exp(z Ny, log)\am) — eXp(Z Ny, log)\ma)}

Z
m=1 m=1
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is in fact independent of i. Implicitly, this measure is actually defined with respect
to a rotating frame, where by frame we mean the set {Xf} slightly rotating as
A circulates around the system. Indeed, after one complete tour of the tagged
particle, the sequence {X¥} has been shifted by one unit in the opposite direction
(sz - Xz'k—l)'

Another way of seeing things is to consider the steady-state regime of a particle
moving around a circular lattice in a random environment. At each site , i there are
random transition rates AT (i) corresponding to jumps to the left(-) or to the right
(+). Then at steady state there is a uniform flux ¢, which is independent of the
lattice site and leads to the system of equations

A+(1)1?(%) —A‘(l)p(g) = ¢
N 1, 1,
A (z)p(z - 5) —A (z)p(z + 5) o,
N (Np(N = ) = A" (N)p(3) = ¢
Hence,
TN |
plit )= > pi+ 300
=1
with
1 ¢ -1 )
pli+ 30 =3 [In@ IT %o,
j=1 J=l+1
and N N
det = [TA*(0) = A ().
i=1 =1

Of course when the determinant vanishes, we recover the reversible case which is
exactly Kolmogorov’ criterion. To see the meaning of p(i+ %, l), introduce a fictitous
particle moving in the complementary lattice of intermediate sites, so that [ be
located between [ — 3 and [ + 3 (see figure 6.1a), but with the important restriction
that no overtaking is permitted between the two particles. This is materialized by a
cut on the (4,1) torus (see figure 6.1.b). As long as one does not cross the cut drawn
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l+1

i+ 1
i—1 —

i—1/2i4+1/2

b
@ ()

Fig. 6.1: interpretation of p(i + 3,1) (a). Cut in the transitions (b)

in figure 6.1.b, the following detailed balance holds along a horizontal line

pli+3.0)  AT(i+1)

pi+3.0) A (i+1)

Similarly, along a vertical line, we have

pli+5,0+1) A ()
pli+10) AI+1)

This shows at once that p(i + %, 1) is the invariant measure of this 2-particle system.
Combining these last two equations, we get

A+ D)p(i+ 2,0+ 1) = AT+ 2)p(i + 3,0+ 2),
A+ Dpli+ 3,0+ 1) = A= (i)p(i + 3,4).

This means the measure we consider is still the stationary one, provided that the
following transitions rates are added

1 AT (@ 3
(i+5i+1) (ii”(z'+§,z'+2)

3 A
(z’+§,i+1)
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which is tantamount to adding transition jumps along the cut (without crossing it
however). By construction we meet again the correct rates between ¢ and ¢ + 1 and
the corresponding measures of this model, simply by summing over [. In addition
the value of the flux is obtained directly by

¢

i) = — x det,

3
1) — A (i D 4 2
i+1) (i 4+ Dp(i + =, Tol

gb:)\+(i+1)p(i+1, 5

2

as expected. This procedure of adding moving walls (a fictitous particle) could be
useful in some cases to construct the invariant measure when reversibility is lost.

6.2 Cycles in the state-graph and matrix-form solutions

6.2.1 Tagged particle cycles
n® = BDC

ADCB

/ n¢ = ADB
n = ADC

n® = BCD

ABDC ABCD ACBD

Fig. 6.2: Graph of the state space and the dual graph corresponding to cycles for a
local exchange process of type (2.1), with 4 letters and periodic boundary
conditions.

By state-graph, we mean the graph in which nodes represent all individual states
of the system, and arcs are the allowed transitions between states connecting these
nodes. By definition a closed path in the graph means that all visited nodes are
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visited only once, but the extremity which is visited twice. Regarding to Kol-
mogorov’s criteria, two types of cycles arise: trivial and non-trivial cycles. Let
{m,n2,...,mk,m} be a cycle involving k different states, and Aj2, Aog,..., A\g1 the
set of transition rates attached to each arc, and Aoq, A3, ..., A1 to the reversed ones
(assuming each transition is reversible with a finite rate). Then, to check reversibility,
we attach to this cycle a coefficient

Y+ det A12A23 - Ap

- ) 6.1
Y- A21Az2... Ak (6.1)

and Kolmogorov’s criterion holds if and only if this coefficient is equal to 1.

When transitions consist only in particle exchanges between neighbouring sites,
which is the case either in the simple exclusion process (n = 2) or for the multi-
type particle system (n odd in our model definition), it is possible to identify a set of
elementary cycles which play an important role in the description of the stationary
regime.

Definition 6.1. For a purely particle exchange model, with an arbitrary number of
particle species and periodic boundary conditions, a tagged particle cycle (TpC)
is the set of states scanmed during the process where a particle of a given type is
transported around the system after performing successive allowed jumps (including
virtual exchanges with particles of the same species). Let n be the sequence corre-
sponding to one of these states. If i is the position in the sequence of the letter which
is transported, the cycle is denoted by the reduced word n;, obtained from n after
removing the letter of type x at the i*" position.

This definition has to be adapted when the system is open, because in this case
transporting a particle around is not anymore meaningful. For the simple exclusion
process, we propose the following

Definition 6.2. For a simple particle exclusion process with open boundary, o tagged
particle cycle is the set of states scanned during the following process: a particle,
travels to the right (assuming it can), reaches the right end of the system, then is
converted into a hole, which in turn travels back through the system until reaching
the left end, where it is converted into a particle which finally will move to the right
to the starting point. This definition is completed by exchanging right with left and
particle with hole, as long as all steps of the process are allowed.

INRIA



Stochastic Dynamics of Discrete Curves. Part 2: Continuous Descriptions. 39

This definition is illustrated in figure 6.3.a. All other cycles are of the type depicted
in 6.3.c, so that they are trivial, as far as from Kolmogorov’s criteria are concerned.

e ™~ ~ ™~ - ~
e ) ¢ v O )
(a) oo (b) Cescaess
( ) ( ) ( )
. / A / S J/
)\ab
—
...AB...DC < ...BA...DC ...
Aba
)\cd T¢ )\dc (C) )\cd T¢ )‘d(‘
Aab
...AB...CD... =~ ...BA...CD...
)\ba

Fig. 6.3: Example of TPC in the state space for asep with 7 particles and open
boundary (a). If the process is not totally asymmetric, and if particles can
both enter and leave the system at each end, a transition pertains to two
contiguous TPC (b). (c) represents a trivial cycle, Kolmogorov’s coefficient
(6.1) is 1, whatever the type of particles may be.

6.2.2 Cycle combinatorics

The system is not reversible if Kolmogorov’s criterion fails at least for one TPC.
From a combinatorial point of view, it may seem surprising at first glance that, for
the class of systems we consider, the condition that Kolmogorov’s criterion holds for
each TPC is not only necessary but also sufficient. Indeed, as shown below, the total
number of independent cycles in the state space is much larger than the number of
TPC.
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This can be observed by performing a combinatoric analysis, remember the state-
graph defines a graph in which each node is a state, and each arc connecting two
nodes stands for an allowed transition. From basic results in graph theory (see [2]),
the quantity giving the number of independent cycles in an arbitrary graph G is
called the cyclomatic number

v(G) =m—n+p, (6.2)

where n,m,p are the respective number of nodes, arcs and components. In all our
cases, since the system is irreducible, the number of component is p = 1. It remains to
evaluate the number of nodes and the number of arcs. The general case is involved.
Thus we shall only consider two simple cases, where all elementary rates (in the
original process) are positive, and each arc of the state-graph will count both for a
transition and its reverse.

15t case: ASEP system of size N with open boundary conditions.

The number of states is 2" and, from the very definition, the number of independent
TPC is exactly the number of sequence of size N — 1, i.e. 2V~ To compute the
number of arcs, we introduce n]kv the number of configurations of size N with k
sectors of identical particles: this is precisely the number of partitions of NV with k
elements. This yields the simple recurrence

anv+1 = nkN_l + n]kv,
the corresponding generating function being given by
co N 22y
def N_k N
flay) =Y nyaty™ =

o l—z—xy
N=1k=1 Yy

A state with k sector can experience k + 1 possible transitions, therefore the number
of arcs of the graph is

11 0V 9 N1 N+1
r=1,y=0
Hence
v(G) =2V"2(N —1) + 1,
and
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showing, for large IV, an asymptotic factor of N/2 between the cyclomatic number
v(G) and the number of TPC.

2nd case: N particle system of size N with periodic boundary conditions.

Because of invariance under circular permutation of the particles of a given state, the
number of states is (N — 1)!. The number of arcs is exactly N/2 times the number
of states, i.e. NT' Therefore,

v(G) = (N — 1)!(% — 1) + 1.
Here the number of TPC is given by N(N — 2)! = N(N — 1)!/(N — 1), where N is
the number of possible letters to remove. Indeed, recalling from the definition that
a TPC is obtained by removing a letter from a sequence, (N — 1)! is the number of
states and 1/(N — 1) a symmetry factor due to circular permutation of N — 1 letter
sequence corresponding to a cycle. Thus we observe again the asymptotic factor of
N/2, for large N, between the cyclomatic number and the number of TPC.

The conclusion of this qualitative analysis is that, given an independent set of cycles,
most of them are not TPC. Without proving this fact for the moment, we can safely
claim that any independent cycle can be decomposed on a basis consisting of the
set of TPC, and of cycles of second class as these depicted in figure 6.3.c. Since this
second class cycles are trivial with respect to Kolmogorov’s criteria, in what follow
we will solely deal with TPC.

6.2.3 Cycle currents and matrix solutions

A question is then whether it is possible to attach to these non trivial cycles,
conserved quantities (which vanish when the system is reversible), namely parti-
cle currents. A transition taking place between two particles of different type, say
AB — BA, can be viewed either as a particle A travelling to the right, or as a
particle B travelling to the left. Therefore, two joint TPC are involved in this ex-
change (see figure 6.3.b). Assuming this transition occurs between site i and 7 + 1,
we consider the dual graph of the state-graph state, see figure (6.2), and we iden-
tify the center of each plaquette with an elementary TPC represented by a reduced
word. In this way, a set of variables {¢(n*)} is attached to the TPC plaquettes, while
currents between states are attached to the links of the graph, which represent transi-
tion between states. Exploiting the conservation of probability mass at equilibrium,

RR n® 5808



42 Guy Fayolle , Cyril Furtlehner

EO: O O O C0: 0 O @

El1. 0O O @ Cl1:0O @

F2:0 @ O (2@ O /

E3: 0O @ @ C3:. @ © @ C3

F4: @ O O @ \_?.
E5: @ O @

E6: @ @ O

El-® @ @ 1

@ e
Fig. 6.4: Graph of the state space for a TASEP with three particles and the dual graph
corresponding to the possibles cycles.

currents between states n and i’ can be written in the form

APy — Moo Py = b0 (17) — dp(0711). (6.3)

allowing to change current variables into cycle variables, as loop currents are intro-
duced in an electric circuit. Recall that, by construction, if one follows a particle
say a around a cycle, and if one writes (6.3) for each transition, the quantity gzb(nf )
remains always the same along this cycle. Writing that equation for all states and
all possible transitions produces a set of extended detailed balance equations, which,
after eliminating all ¢’s, would lead to the invariant measure equation. Before prov-
ing that this system of equations is well defined, let us make the link of these flux
equations with the matrix-form solution [9] of the simple exclusion process. Take a
system of size N, with two types of particles A and B, open boundary conditions,
a rate of entrance o at the left end and a rate of escape (8 at the right end of the
system. The invariant measure can be encoded by means of a matrix product in the
following manner. A given sequence n = ABA ... BB is represented by a product of
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El:
E2:
E3:
E4:
E5:
E6:

AABBC
AABCB
AACBB
ABABC
ABACB
ACABB

Call ABBC
Cagi ABCB
Cagl ACBB
C.a: AABB
Ce: ABAB

()

Ca3

k\

&

w

Fig. 6.5: Graph of the state space for a totally asymmetric ABC model with five
particles, (A, A, B, B,C) and the dual graph corresponding to the possible

cycles.

matrices U and V, and the corresponding weight is obtained by taking the trace

P, =Te(WUVU...VV),

where W is an additional matrix which takes into account the boundary property.
A sufficient condition for this to be the invariant measure is that U, V, W satisfy

AUV = 2o VU =U +V (%)

uw =-w

WV =—-W.
«

The right side in (x) is reminiscent of the second member of (6.3). In fact we have
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It is remarkable in this case that variables attached to the dual lattice (the ¢’s)
take the form of a probability amplitude of a reduced exclusion process [TI(I/Vn;k )
correspond to the stationary weight for a system of size N — 1]. This suggests the
existence of a dual process in the space of TPC, which can be formulated as an
exclusion process.

6.3 A system of detailed equations for currents

When writing the system (6.3) for detailed currents, we have at hand m equations,
m being the number of links of the state-graph, and n + 14, unknowns, where n is
the number of nodes and vy the number of TPC. In matrix form, this reads

MP =&, (6.4)

where
e M is a m X n matrix;

e P a column vector of size n, the elements of which are probability weights
corresponding to each state;

e & is a column vector of size m, where each component is the algebraic contri-
bution of all TPC having the corresponding link [ in common, [ being a line
index, and we already know that the number of these contributions is at most
2, see figure 6.3.c.

To fix the sign conventions, we agree that orientations of cycles are given by the
natural orientation of the system, i.e. each particle travels positively from left to
right. An exception is made for the simple exclusion system, since in this case holes
travel positively to the left and there is only one type of TPC.

AoP(n) — A1 P(1') = o(nf) + ¢(nf 1) for ASEP,
AabP () = Moo P(0') = ba(nj) — dp(nj,y)  for multi-type systems.

As the cyclomatic number of the state graph is the number of independent cycles of
the graph, we see from (6.2) that our system, since m is the number of equations
and n + v4pe the number of unknown, is over-determined by a quantity

m — (N + Vpe) =V — Vgpe — 1.
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In is interesting to identify the origin of this over-determination and a set of resulting
constraints put on the ¢’s. To each line of the matrix M corresponds a transition
between two states, so that a given cycle in the state-space is associated with some
combination of lines of M (namely the successive transitions taking part in the cycle),
and the resulting sub-matrix is a square matrix of size the number of states visited
by the corresponding cycle.

If j{—f is Kolmogorov’s coefficient (6.1) of this cycle, the related determinant is simply
given by v4 —~— and vanishes for all trivial cycles of the type depicted in figure 6.3.c.
This means that the number of independent equations is m — v + v4pc, which equals
the number of unknown minus 1, the remaining degree of freedom being related the
normalization condition. However, a certain number of compatibility conditions have
to be imposed on the ¢’s in order to eliminate safely all dependent equations of our
system (6.4). These conditions lead directly to the basic recurrence scheme which
is at the source of matrix-solutions obtained in the context of ASEP, but also for
multi-type particle systems [1], as we shall see in the following lemma

Lemma 6.3. Let N be the size of the system (number of sites), A a given type of
particle, n a sequence of size N, and n* a reduced sequence obtained from n by
removing a letter A. Let also P™N=Y(n*) be the normalized weight of state n* in
the invariant measure of the reduced process of size N — 1, and C$" a constant
associated with the type a. Then the form

& (") = CPNTI (),
fulfills the compatibility condition for all trivial cycles.

Proof. Instead of proving this for an arbitrary trivial cycle, we do it for the one
depicted in figure 6.3, leaving to the reader the detail of the general case. To fix
some notation, let ', n?, n® and n* be the 4 states concerned by the cycle, so that

n=..AB...CD... p*=...B...CD... 7% =...A...CD...
”=...BA...CD... nf=...BA...D... nfii=...BA...C...
”=...BA...DC... n*=...A..DC... ¥, =...B...DC...
n=...AB...DC... nj*=...AB...C... nji,=...AB...D...
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Assume also A is in position ¢ and C' in position j in 7;. Then, the system of
equations restricted to this cycle takes the simple form

A P[0'] = XMoo P0%] = Galn*] — dulnitil,  (a)
Aed P[] = Aac P[] = ¢el*] — dalnfia),  (b)
Mo P[1°] = A P[] = ¢u[n*] — ¢alniis], ()
MicP['] = AeaP[n'] = ¢aln] — delnjia).  (d)

As we already know, these equations are not independent. Hence taking the com-
bination Acg(a) + Apa(b) + Age(c) + Aap(d) leads to eliminate one equation, but with
the following constraint on the ¢’s.

>\cd¢a [ml*] - )\dc¢a[n§11] + )\dcgbb[n?*] - AchSb[nil—il] +
Xoa®el3*] = Aav@elnita] + AapBalny] — Xeadalnsa] = 0

At this point, let us remark that, for example, nil and 77Z "¥1 are in correspondence
through the transition CD — DC' at site j, j + 1, as well as 77]2-* and 17?‘11 with
respect to the transition AB — BA at site ¢, 4+ 1 .... From the hypothesis of the
lemma, this gives

C(N) C(N 1)P(N 2) 771,;*]

N) (C (N— 1)P (N— 2) nij*]
C(N) (C (N— 1)P(N 2) 7722;*]
N) (C (N— 1)P (N— 2) mﬁt;*]

<k

T PETS

7]17‘] = 7]14—137

PETS 3xx

g = Thj+10

_ Oz(zN_l)P(N 2) 77@2*13) +
)

— WY pN- 2) Aok
b

(N-1) p(N— 2) Lk
B Cd P J+1) +

N-1) N— 2) Bk
- Cé P( 771j+1) +

7714—1,3 = 07

is the sequence obtained from 7' by suppressing letters at site ¢ and j.
This last equation holds since

7]@4—17_]7

nz,j—i—l
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6.4 Fluid limits

In this section we examine how the structural constants CIE:N), when they exist at
microscopic level, are transposed at macroscopic level.

6.4.1 From the hydrodynamic functional

Proposition 6.4. Let a local particle exchange system 2.1 of size N, with n types of
particles and periodic boundary conditions. Assume the detailed current equations
holds, for any pair of particle types k and [,

Mo Pn) = N POI) = ok (nf) = u(nia), kil=1...m,
altogether with the structure equation, valid for any type,
M) =PI, k=1...n. (6.5)

Then the limit functional f[p] = hm f0[8], where

n,N .
Wil =Y Paes(y > Xrou(1),

{n} k=1,i=1
satisfies the equation
0 8foo 0 foo 0 foo
= C fo%e) — , 66
9 06 () ; N e B PN ) o0
under the fundamental scaling
)\(N) N20(N) C(N)
lim 1 = lim —k  — Jim 2k —
i log So = and VIZk, fim —Sei— = i 5 =

with

def
Z -
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Proof. We use the notation of section 4. In order to extract additional information
at steady state, we refine our preceding variational analysis by defining the functional

T ({6, 0,0)) = % s o2 L5 o2 o
U g a0 R T 00 Fh0a) |7

(6.7)

which corresponds to the second member of equation (4.1) at steady state, and where
1t is understood that the sets {¢} & {¢(£),i =1...N} and {96} £ { ( L), i =
. N} are taken as independant parameters. This functlonal can be erten in two

different manners. Recalling the definitions

A (3) = op(i+1) — dr(@) — (i + 1) + (i) = Dby (i) — Ay (3),

(6.7) may be rewritten in the form

afY o)
T ({¢,8,0}) = ND Or - '
(¢, 0:0}) i ; . oi( )[8¢k( V) Oon(HE)

(OIS L 1
: : O(=),
+§ 2 (8¢k )00 () i 8(;51(%)8%(%))] +0(%)
(6.8)

On the other hand, combining the sums in (6.7) yields

™ i) gy, 2¥k(0)
)({¢7 z¢} kl; 1%6N¢n+2NAw 2?\?

x XEXL NG PO ) = PO, (6.9)

where 7 is a given configuration, 7, being the one obtained from 7 by exchanging i

and 7+ 1, and
n,N
= > Xy
k=1,i=1

-y
=
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>From the assumptions in the statement of the proposition, we can rewrite (6.9) as
op 2@
(N) G+ g D () ki
T ({¢,0,0}) = Z Y et ay A N
kyl=1,i=1 {n}

x XEXL [CRO P () = GO PN ()
(6.10)

where 7] is the sequence obtained from 7 by removing the site 7. We also have
> XEPentT = fO TV glen (),

where [ ”[(f)ﬂ means that £ " is considered as a function of the n(N — 1)
variables {¢1(%),k = 1,...,n;j = 1,...,N,j # i}. Using all these ingredients,
expanding (6.10) in powers of 4 and keeping the dominant terms, we get

T™ ({¢,0:0}) = N2 ZN M) o= 2w ? “}w(%).

kiTi=1 boog (L k(%)
(6.11)
Now, rearranging the summation, using the exclusion property
—op(x) N’
comparing (6.8) and (6.11), we finally obtain
Z 0un( { of”  of) o ( rfe) )}
z Pk - i IR i i
bl Oor(%)  00(5E) 2 \Ogr(%)0di () 9o () 00k ()

n,N
) . O(N) C(N) af(N 1)
— N2 0, z k éé\f—l) +
;;1 ¢k(N)[ D/ ; D d¢n(% )]

(%)

As the last equality holds for any 0,¢y, letting N — oo implies easily (6.6), which
was to be proved. [ |
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6.4.2 Lotka-Volterra systems and out-of-equilibrium stationary states

Here we will establish the connection between the structural constants (6.5) of the
current equations associated with the invariant measure and the fluid limit descrip-
tion of stationary states. From the results obtained in section 4, we are looking for
a solution of the form

o) =oo( [ Y ).
k=1

which, instantiated into (6.6), yields gives the following equations for the pg°’s

0
&_ P oMo = —vpp,  k=1..n
I#k

The interpretation of this system is now quite clear : it is exactly a particular
stationary solution of the system formed by the coupled Burger’s equations

2
S SO
l#k

where the functions pp are sought in the class

def
pk(:rvt) = pio(x - Ut)a
the variable (z — vt) being taken [modulo 1]. Hence, there is a frame rotating at
velocity v, in which p7° is periodic. Moreover, in this frame, the stationary currents
do not vanish and have constant values

a/’k Kl P7°)
Jr(x) = e (v— Z ! =
Ik
Therefore, while the macroscopic constants {ci,k =1,...,n} are in principle deter-

mined from the periodic boundary conditions constraints and from the fixed average
values of each particle species, they can also be directly derived from the microscopic
model, as soon as the structural constants do exist.
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6.5 Permanent currents at steady state
6.5.1 A scheme with currents

In our preceding studies, we devised a scheme to obtain a fluid limit at steady state,
first for the reversible square-lattice model in [14], and also for the ABC model when
it is non-reversible case [15]. Here we generalize this procedure to transient n-type
particle systems, resting upon the hydrodynamic hypothesis partially established in
section 4, and which will be precisely stated.

For any particle-type k, the rescaled discrete current reads

J,gm(%) SIS+ D)XE - A ()XE,,  i=1,....N, (6.12)
with \
M) =YX+ X,
14k
o= A
NOEDPE S RS o
[

where arbitrary constants I'y have been introduced (they not modify the value of
Ji) to ensure that the )\f’s never vanish. To be consistent with other scalings, I'
is assumed to scale like N. Our hypothesis is that J; has a limiting distribution,
Ji(x), such that, for any integrable complex-valued function «,

N

I 12 (i)J(N)(z')_/l ()4 (x)d (6.13)
Ngllooﬁi:laﬁ vo(y) = Oax e (x)dx. )

In addition, the system will be said equidiffusive, if there exists a single diffusion
constant D, such that, for all pair of species (k,),

=D [equidiffusion].

To simplify the notation, consider equation for k = 1, writing J, &' J, and replacing
X! by A;. Then solving (6.12) as a linear system yields

A+ 1A — I (F)

Ay =
! a (i)
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This relationship between A; and A;1 can be iterated, by means of a 2 X 2 matrix
products. Indeed, introducing the pair of numbers (u;,v;) such that 4; = 3£, the
recursion becomes

| AE(it1) W (% )
Ui+1 Aa (2) \/)\+ (i+1)Ag (i Uj def u Uj
= — 7 )
v; A (i) v; v;
i+1 0 m P P

where for convenience we divided everything by the common factor 1/ Az (i)Ad (i + 1).
Let us define the quantities (p being a positive integer)

i Ai(j(+)1) 0
itp i e Aa (g
Gz(z](\)r)( N ’N) = H — ’
j=i 0 )‘a(J)
A G+1)
G (iR iy a Ty
a ( N ’N) - H Jo
. 0 _ ()
V() = N+ Da ()
0 0

Because of the upper triangular structure of o, we may simply express G?™¥) as

t+p 1 1+p 1
Gl(ZLN)( N ’N) Gz(z](\)r)( N N)
z~|—p t+7+1 1+ i+75—1 1
ZG(N) )0 () Goo (— )

To handle this equation in the continuous limit, an additional transformation is
needed. Let us define

I, Aa (3)
Mo oY T 0
i = s R; = )
+ . — .
0 Aa iz) 0 )\%iz)
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and - ) - )
N e I i+p i
G () = LivonGa (- ) B
~ t+p 1t t+p 1 ' (6.14)
G (7 77) = Litwt1 G (7 1) B
Then G™, G{ and 6™ verify the new equation
~ 1+p 1t Y
G w) = G (& )
p . o o S (6.15)
ot tp ity it Ty s it it L
+JZ_;G¢10( N 7T)0a (T)Gao( N N )’
where .
. 0 _LalM ()
&(N)(_) _ A (+1)Ag (4)
¢ AN
0 0

Noting that A;j1pi1Ta/AS (0 +p+ 1) = Aippyr and AT/, (i) = A;, the iteration
between ¢ and i + p gives

Gant (7 %) 4 + Gola (R 1)

Ga (N %)

Aitpt1 =

We can now profit by the law of large numbers in equation (6.15). First of all, for
N large, and fixing z = i/N and y = p/N, we get

i+p,n

e A o3 Aak 5k
G () =ew(G D le i)
j=i+1,k=2 ka
o3 [*TY -
:exp(—/ duZa“kpk(u)+o(1)>,
r k=2

where o3 = _OJ, from the hydrodynamic hypothesis. To proceed further, we

1
0
have to distinguish between two situations.

[The equidiffusion case]|
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Recalling that I'y, is a free parameter which scales like IV, it is convenient in the

equidiffusion case to impose the limit
. Ta(N)
1
Nl—I>noo N
Then, expanding 6 (i/N) with respect to 1/N yields

=D.

, 0 I8
59)(%) - NP L o(NT?),
0 0

and the limit

def . ~
Ga(x +y, ZE) = ]\;Enoo GELN) (

is provided by equation (6.15). Hence

T4y _
Go(z+y,z) = Gao(az+y,:r)+/ duGao(x+y, z4+u)oq(z+u)
with

Gao(y, ©) = exp (% /y duy aakpk(u)) :
z k=2

Gao(z4u,x), (6.16)

still by virtue of the hydrodynamic hypothesis (6.13). Now it is possible to close the

equations between densities and currents. Letting

R
we have ~ ; g J
. a le A G¢ L71
Qa(%): (% ~)a 1i+ fa (v )+0(1)-
Gz2(ﬁ’1)

Hence, at fixed z = i/N, we get the limit relation

palz) & ZZEZ = lim_ qa(%)a

where u, and v, satisfy the differential system

Ou, 1 1
Oz = 5 Zaakpk(m)ua - EJa(m)vaa
k=2

O0v, 1 & Ok ()
= — a5 § ak Pk a
ox 2 P

(6.17)
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as a direct consequence of 6.16.

Combining these last two equations to write p/, = (u/ v, — v,u,)/v2, we obtain the
final deterministic expression for the current

9pa
Jo(x) = D( ;x +Zaak,ok,oa> (6.18)
k=2

which, combined with the continuity equation
Ipa . 0J,
ot ox
leads again to a Burger’s hydrodynamic equation. Using the central limit theorem,
it is also possible to establish by the above approach various equations for stochastic
hydrodynamics and current fluctuations. This is postponed to section 7.2.3.

=0,

[The hetero-diffusion case| Here, the limit (6.15) is a bit more tricky. In fact, the
expansion of & involves correlations between currents and densities which already
appear in the leading terms, and we expect an effective diffusion constant of the
form

n
Da(p) = Dexp (Z ﬁ“’“pk) :
k=2
with

D & li_r)n 1 exp( Z log Agx (N )

Aok
ak def

% i 1 ( )
pT = dm g\ §mp

We pursue no further the study of this case, which presumably could be handled
with block-estimates technics (see [30]).

6.5.2 The square-lattice model

The procedure follows the lines of the preceding subsection. The current equations
corresponding to both species have the form

i N

']ng) (N) = )‘(—zi_ (Z)Tz 7—2—4—1 - )‘a (Z)TiaTia—i-lﬂ

1 PN
']ISN) (N) - )‘+( ) T; sz—i-l )‘b (Z)Tisz'b+17

RR n® 5808



56 Guy Fayolle , Cyril Furtlehner

with the rates given by (2.5), and we restrict the present analysis to the symmetric
case (see relations [2.4)]. Reversing for example the equation for .J, leads to the
homographic relationship

eI
TG M@+ @)

which again can be iterated by means of the matrix product G, and equation (6.15).

Define

r AT (N) + A~ (V) aer AT (N) = A~ (N)

AN N
() ) =
e H(N) 9~ (V)
ef +7
’}/(N) d:f 2 °
Then the proper scalings for large N are given by
- AN) (V) - uN)
IS e G s - L S

Contrary to the last section, the transformation (6.14) is unnecessary. We have

0 I G
) ( i ) — VAL (@)X (0)
90 \N) = — —
Aa (1) _ )‘q (%) 0
Aa (i) AL (2)

Here G5 cannot be given explicitly, but is instead solution of the following combi-
natorial self-consistent equation

i1+p 1 t+p 1
GO () = G ()
P i+p i+ i+ i+ i+1 (6.19)
+]Z:;GE)Z)( N ) N )U((lN)( N )Gl(lN)( N ) N )
Now N ridn i N ity i
S G(n (Z'Tpvﬁ')ﬁ*‘G(n)(%’ﬁ)'
SCHIC O PRTECar
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For the same reason as before, the limit G, of G3") does satisfy
T+Y
Golz+y,x) = Gg(a:+y,:n)+/ du GO(z+y, 24+ u)ou(x+u)Ge(x+u,z), (6.20)
x

with
GOy, z) = exp (7703 /y(2pb(u) — 1)du>,

xT

by just applying the law of large numbers in the formal expansion of G5’ with respect
to o5. In the present report, we leave aside the question concerning existence and
analytic properties of a solution of (6.20). As for the expression of o,, we must again

discriminate between two situations.

[Case v = )]

N2 — 1)  —alo)
ou(z) = ,
2n(2pp — 1) (1 —2pp)

which leads to the following differential system, analogous to (6.17),

Oug 1

8:13 - 77(2/717 - ]-)ua - BJa(m)vm

a0~ 1yuy (1 — 2

o n(2py — 1)ua + n( Pb)Va,
so that 5

_ Pa _ _
Ja(@) = =D (5% + 2mpa(1 = pa) (1 = 201) ).

[Case ~ # )]

Like in the hetero-diffusion case of the last section, the effective diffusion constant
Dq(p) involves correlations between 77 and 77, and J,(i/N) in the leading order
term, and we expect a behavior of the form [14]

Da(pp) = D exp [2/11,(1 — pp)log %] ;

as a result of a multiplicative process. This could be obtained through renormaliza-
tion technics applied directly to equation (6.19).
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To conclude this section, we see that, for v = A, the differential system expressing,
at steady state, the deterministic limit of the square lattice model with periodic
boundary conditions finally reads, setting v, = 2p4 — 1,

v,
S =11 =V + vva + ¢
v (6.21)

i = (1 —v})vg + v+ °

Ox bJTa ’
where v is a possibly finite drift velocity and ¢ = ¢(7,, 7)) and ©° (74, 73) are two
constant currents in the translating frame. Thes currents have to be determined in a
self-consistent manner, after fixing the average densities v, and 7, and the periodic
boundary conditions. For v = 0, the system (6.21) is Hamiltonian with

Mr o2 2 2

H = E[Vayb —V, _VI?] + ©pVa — Palp- (6.22)

Indeed, it is easy to observe that (6.21) can be rewritten as

dv, OH  du, OH

or oy’ or O,

The degenerate fixed point v, (x) = U4y is always a trivial solution and corresponds
to the relations

Ga =72 =Dy, @y =n(1 — 52)7a.

7 Local equilibrium and stochastic corrections

The goal of this section is to go beyond the law of large numbers, and to tackle micro-
scopic and macroscopic currents from several points of view (central limit theorem,
large deviations).

7.1 Time-scale for local equilibrium

In keeping with our approach, we discuss the question of local equilibrium [30] by
means of the following functional

N
1 ¢ i
def
Yt(N) = exp(ﬁ klzlz 1¢kl(ﬁ)XfX£+1)-
7: YZ:

INRIA



Stochastic Dynamics of Discrete Curves. Part 2: Continuous Descriptions. 59

Without entering into cumbersome technical details, let us just notice that the ex-
plicit computation of LMY, ™) shows that L{"™ Y, scales like O(N) instead of O(1)
as LV Z{™. This fact can be interpreted as follows. The empiric measure

n,N

def 1 )
g = N Z Qbkl(N)XfoH
kd=1,i=1

is a convolution of the distribution of interfaces between particle domains with a
set of arbitrary functions. To a given particle density distribution, drawn from the
set of local hydrodynamic densities, corresponds an arrangement of these interfaces
which somehow characterizes the local correlations between particles. As shown in
section 6.5, these correlations vanish at steady state, at least when the system is
equidiffusive. Moerover, this scaling tells us that correlations vanish at a time-scale
faster than the diffusion scale, by a factor of V. Therefore, even in transient regime,
correlations are negligible for the family of diffusive processes under study. A more
formal proof of this fact is postponed to the completion of the functional approach
initiated in [16].

7.2 Microscopic currents
7.2.1 Particle currents

An essential feature of particle systems is that the number of particles is locally
conserved. This property is reflected as N — oo by a continuity equation, which
relates local variations of particle density to inhomogeneous fluxes or currents. In a
discretized framework, conservation of particles is expressed according to the follow-
ing

Proposition 7.1. Let {JF(t,e)} i = 1,..., N be stochastic variables corresponding to
the fluzes of particles of type k € {1,...,n} between site i and i + 1, such that

THE ) = S0 (KO XL (X ) X (40~ XL X ()X () XL (440))
£k

with € > 0. By definition JF(t,€) are ternary variables in {—%, 0, —I—%} The following
identity, equivalent to particle conservation,

1o XK+ 9 = X
€

+JF(te) — JE(te) =0 a.s., (7.1)

e—0
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holds for alli € {1,...,N}, Vt € R*. In addition, letting n™ (t) denote the sequence
{Xk@®)), i=1,...,N;k=1,...,n}, then the variables {JF(t,e)}, i=1,...,N;k =

1,...,n}, have a joint conditional Laplace transform given by

1Y (¢) £ E, exp( Z Or()eTE (8,0 nt) | = ofe) +

k<li=1

n,N
E; [exp(e > aXfx] (e 1) e XEXE | (e wom(R) — 1))], (7.2)
k#li=1

where ¢, k=1,...,n is a set of C* bounded functions, and Yy = ¢ — ¢;.

Proof. The points are mere consequences of the definition of the generator and the
Markovian property of the process. In particular, (7.1) results from the fact that,
almost surely, at most one jump takes place in the time-interval ¢, when ¢ — 0,
since all events are due to independent Poisson processes. In addition, on the time
interval [t,t + €], the occurrence of a particle exchange between sites ¢ and i + 1,
corresponding to eJF(t,¢) = 1 is only conditioned by the presence of a pair (k,[) at
(1,74 1), with a transition rate given by )\lefoH. Therefore

n,N

hi' (¢) = Et< I1 [1 + AR XEXL (eRvu) 1)]>7
k#l,i=1
which, after a first order expansion with respect to ¢, leads to (7.2) . -

7.2.2 An iterative numerical scheme

Given a sample path 7™ () at time ¢, we may generate a current sequence {JF(t,¢)}
according to the local product form encountered earlier. In turn, once the set
{JF(t,€)} is known, the sequence n(t + €) is almost surely determined, as ¢ — 0,
by the identity (7.1), expressing conservation law of particles. We therefore have at
hand an explicit stochastic numerical scheme to generate the sequence 7(t) step by
step.

Proposition 7.2. For any ¢ > 0, N € N, the iterative scheme given by

Qni1(n) =Y Pe(nln')@Qn(n),

77l
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where P.(n|n') is defined according to (7.1) and (7.2), converges when € — 0 to the
original probability measure Pi—,.(n) generated by the original semi-group.

Proof. There is only thing to show: VT' > 0, the probability p, that 3¢ € [0, T], such
that two adjacent transitions occur within the same time-interval [¢,t + €], tends to
0 when € — 0. This is warranted by the fact that the total number of transitions for
t < T is almost certainly finite. Indeed, we have

NT

Pe <1 — (1 — (HlkéllX )\kl)2€2) « — 0.

e—0

For the hydrodynamic limit the rates A scale like N? for large N. Thus, it will be
convenient to take a single limit ¢ & ¢(N) — 0 as N — oo, since the condition for

the scheme to be meaningful writes
Ne(N)(rrﬁx M) = o(1),

so that we get a scaling of €(N) = o(N %) to meet our needs. This will allow us, in
the sequel, to make use of the approximation

N

>oak (Xt +e) = XE) = Y (I = TF)e) = ofe),
i=1 !
for any set of bounded complex numbers {a¥}. |

7.2.3 Central limit theorem for currents

We are in position to exploit the conditional product form (7.2) to perform a map-
ping, in the spirit of Lemma 4.1 of [14] , in order to obtain a dynamical description
of the system, in terms of some external free random process. To this end we assume
the validity of the hydrodynamic limit, as a basic point, and we rely on the following
lemma.

Lemma 7.3. Suppose the existence of a set of density functions px, such that

E[exp(% g Xlkqbk(%))] = exp(% log[l +pk(%)(e¢k(%) — 1)} +0(N_2)),
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for any given bounded complex function ¢, and let ¢ = sup (¢r(x)). Then,
1<k<n;z€[0,1]

N . .
E[exp(%Mziﬂqsa%)@(%))ffxé)] -
1 & i i i i ¢
eXP(N Z ¢k(ﬁ)¢l(ﬁ)ﬂk(ﬁ)ﬂl(ﬁ) + O(N))'

k<li=1

From this we deduce the following identity,

n,N . . A
hg\;)((f)) = exp(e Z )\klpk(%)pl(z ;1) (e%wkl(ﬁ) _ 1)
k<lyi=1

n )\lkpl(%)pk(i Xfl) (e W) — 1)) n 0(6)>, (7.3)

which leads to recover (in our specific context) a formulation of the general result of
[3] concerning fluctuation laws of currents for diffusive systems.
Define the following n x n symmetric matrix M{px,k =1,...,n}
Mij = —pipj, L7
Mi; = pi(1 — pi).
The determinant of the matrix is [[};_, pk, so that it is invertible if none of the py

vanishes, the inverse being given by

1 1
Mjl=—+—, ]
) i Pn (74)
i = o

after having taken into account the exclusion condition > ;_, pr = 1. Since every
line k£ or column k sums to pgp, > 0, all the eigenvalues are strictly positive, and

hence M (p) ows a real square-root matrix M 2 (p).
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Proposition 7.4. Let ¢,k = 1,...,n — 1 denote a set of C* bounded functions of
the real variable x € [0,1], {wF,k = 1,...,n — 1} a set of independent identically
distributed Bernoulli random variables with parameters 1/2, taking at time t values
in {—1/2,1/2}. Then there exists a probability space, such that

1S a1 5 alpla e VB (o4)) o
=1

k’zl k’zl

where J* are deterministic currents expressed, in terms of densities, by

T {pl=1...n}) = (apk + Zaklpkpl)

The lines of arguments bare some features in common with the ones proposed in
[14] (to study fluctuations at steady state). Recall, by law of large numbers, that
correlations are negligible and do not affect the expression of the deterministic cur-
rents (6.18). ’ll’his justifies the mapping (7.5). On the other hand, the calculation of

coefficents M2 is done by comparing h’ in (7.3) with

Blesp( Zm VDM ()l | =

exp (g quk (3)61(55) +o(e)).

As M3 is symmetric, we see that the satisfactory expression for M is the one given
above. Setting, for k=1,....,n

1
Y, (x, e wk,
the corresponding white noise processes

Wk(z,t) = ]\}im v (z,1),
— 00
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describe current fluctuations in the continuous limit. It is worth remarking that, due
to the exclusion constraint

S JE(te) =0, Vie{l,...,N},
k=1
there are only n — 1 independant processes dW*(x, ).

7.3 Macroscopic fluctuations

Two main quantities with be explored in this section: the Lagrangian and the large
deviation functional.

7.3.1 The Lagrangian

The preceding section provides us with the coefficients needed in order to achieve an
heuristic derivation of the Lagrangian [3]| describing the current fluctuations. Given
p}fN) the empirical measure

P i
pV (1) = N ;Xf(t)é(ﬂc - N)’

assumming the system admits a hydrodynamic description in terms of density fields
pr(z,t), the statement in [3] is that there is a large deviation principle for the sta-
tionary measure. In other words, the probability that the measure pECN) deviates from
the hydrodynamic density profile p; is exponentially small and given by

P{p(N)(t) ~ p(t),t € [t17t2]} ~ e—NI[tl,tz}(ﬁ)7

with t
2
I[tl,t2](ﬁ) = L(p(t),0p(t))dt.

t1

The deviation from hydrodynamic solutions come from current fluctuations. Writing
(N
—1 def 196y,

)
formally 77+ = fom, the quantity v~ —%— +J k(p), represents the fluctuation of
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the current J*. Reversing the relationship between current fluctuation and white
noise process leads to

n 1 o)
dwl(a;,t)zdyl(m(x,t):,/ﬁZMle( ! pk+jk( )), I=1,...,n—1.
k=1

Then, putting the joint distribution of {dW*(z,t);x € [0,1],k = 1,...,n — 1} in
(7.6), we obtain

1 n—1 k "
ﬁ(ﬁ(t)aﬁtﬁ(t))dt:%/ dwz(%&ﬂ)?
0 k=1

n—1 n

ZD/ d:UZZMlk;( - pk+Jk( ))2 t

k=1 k=1

where € has been identified with d¢ and dz with 1/N. Then, the symmetry of M _%,
the form (7.4) of M1 and the exclusion constraint

Z V_l Pk + Ti(p) =
lead to the final compact form

(V_l 9 Jk(ﬁ))2

k 1

7.3.2 Hamilton-Jacobi equation and large deviation functional

Here we proceed as in [3]. Let 7, the conjugate variable of py,

et OL(p, Oip)
t) & 0
(@, 1) 00p(x,t)

The Hamiltonian is then given by

0

1 n
H({prr ) d:ef/ dz > m(, )0upi(e, 1) — L.
k=1
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Some algabraic manipulations lead to the expression

1
1 2
H({pr, m}) = / dx [C%ijk(/)) - §Dpk (f%ﬂk) }
0
Then the large deviation functional F, satisfying
P(p™) =~ p) = e NF0),
might be derived, as in [3], from a regular variational principle

f(p) = Hp}f I[—oo,O]([))v

where the minimum is taken over all trajectories p connecting the stationary deter-
ministic equilibrium profiles g to p. This means that F and the action functional I
must satisfy the related Hamilton-Jacobi equation

oF
H(tow g, 1) =0
In addition, one can check the relation
F=8+U,

where

1 n
5=/ dx ) pilog p,

0 | k=L
1 X
U= /0 dz / S o or(@)pu(y)dy.

0 %kl

a form already encountered in the reversible case, see equation (5.6). Indeed, when
the process is reversible, I/ is translation invariant (i.e. independent of the initial
integration point, here set to zero), and so

s _ g
Ipi(x)  Dpy

We skip the irreversible case, which might be solved along the lines of section 6.
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8 Concluding Remarks

In this report we strove to put forward some technics, and to extend methods to
tackle the problem of mapping discrete model to continuous equations. In particular
we showed a way of obtaining functional equations to handle the hydrodynamic
regime. Even in the context of a very specific model, namely stochastic distortions
of discrete curves, some open hard questions remain.

e The determination of the invariant measure in the general case, at the discrete
level, which would generalize the totally asymmetric case [17, 26].

e The analysis of Hamilton-Jacobi equations to obtain a kind of continuous coun-
terpart of the invariant measures, namely large deviation functionals.

Also the study of the 4-particle case corresponding to figure 6.2 but not reported
here, seems to be rich of interesting combinatorial features, which we could not yet
interpret.

With regard to hydrodynamic limits, there is a puzzling issue, namely when particle-
species diffuse at various speeds, in what we called the heterodiffusive case. For many
one-dimensional models, it is well known that a single slow particle may considerably
modify the macroscopic behavior of the system (see e.g. [25]). Our approach is for the
moment restricted to diffusive one-dimensional systems. Nevertheless, other scalings
(like Euler), as well as processes in higher dimension, are definitely worth being
studied. Following th, it could be interesting to consider more realistic exclusion
processes, for instance in the field of traffic modelling. Also the analyses of irreversible
invariant states in terms of cycles in the state-graph could be extended for ASEP on
closed networks.
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