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Abstract: A sequential particle algorithm proposed by Oudjane (2000) is studied here, which uses an
adaptive random number of particles at each generation and guarantees that the particle system never dies
out. This algorithm is especially useful for approximating a nonlinear (normalized) Feynman-Kac flow, in the
special case where the selection functions can take the zero value, e.g. in the simulation of a rare event using an
importance splitting approach. Among other results, a central limit theorem is proved by induction, based on
the result of Rényi (1957) for sums of a random number of independent random variables. An alternate proof
is also given, based on an original central limit theorem for triangular arrays of martingale increments spread
across generations with different random sizes.
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Un algorithme particulaire séquentiel
garantissant la survie du systéme de particules

Résumé : Nous étudions un algorithme particulaire séquentiel proposé par Oudjane (2000), qui utilise
un nombre aléatoire de particules & chaque génération et qui garantit que le systéme de particules ne s’éteint
jamais. Cet algorithme est spécialement utile pour approcher un flot non-linéaire (normalisé¢) de Feynman-Kac,
dans le cas particulier ol les fonctions de sélection peuvent prendre la valeur zéro, e.g. dans la simulation d’un
événement rare par importance splitting. Nous prouvons par récurrence un théoréme central limite, reposant sur
le résultat de Rényi (1957) pour la somme d’un nombre aléatoire de variables aléatoires indépendantes. Nous
donnons aussi une autre preuve, reposant sur un théoréme central limite original pour un tableau triangulaire
d’accroissements de martingales répartis sur des générations de tailles aléatoires différentes.

Mots-clé: flot de Feynman—Kac, fonction de sélection positive ou nulle, fonction de sélection binaire, systéme
de particules en interaction, temps d’extinction, nombre aléatoire de particules, théoréme central limite, analyse
séquentielle, temps d’arrét, théoréme d’Anscombe, tableau triangulaire d’accroissements de martingales.
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1 Introduction

The problem considered here is the particle approximation of the linear (unnormalized) flow and of the associated
nonlinear (normalized) flow, defined by

& n, ¢
(o 8) = BL6(G) [[or(X0)] and (o, 0) = 20
k=0 {(Yn, 1)
for any bounded measurable function ¢, where {X, k =0,1,--- ,n} is a Markov chain with initial probability
distribution 79 and transition kernels {Qy, k = 1,--- ,n}, and where {g, kK = 0,1,--- ,n} are given bounded

measurable nonnegative functions, known as selection or fitness functions. This problem has been widely
studied [3] and the focus here is on the special case where the selection functions can possibly take the zero
value. Clearly

Yo = gk (V-1 Qr) = g (-1 Qx) (Vk—1,1)  and 0 =go 7o , (1)

or equivalently vx = 7x_1 Rr where the nonnegative (unnormalized) kernel Ry is defined by Ry(z,dz’) =
Qk(x7 d.’L‘/) 9k (xl)a hence

Ve, 1) = (k-1 Qk, 9x) (yk-1,1)  and  (y0,1) = (m0, 90) , (2)
and the minimal assumption made throughout this paper is that (v,,1) > 0, or equivalently that (ng, go) > 0
and (pur—1 Qk,gx) > 0 for any k = 1,--- ,n, otherwise the problem is not well defined. There are many practical

situations where the selection functions can possibly take the zero value
e simulation of a rare event using an importance splitting approach [3, Section 12.2], [1, 6],

e simulation of a Markov chain conditionned or constrained to visit a given sequence of subspaces of the
state space (this includes tracking a mobile in the presence of obstacles : when the mobile is hidden behind
an obstacle, occlusion occurs and no observation is available at all, however this information can still be
used, with a selection function equal to the indicator function of the region hidden by the obstacle),

e simulation of a r.v. in the tail of a given probability distribution,
e nonlinear filtering with bounded observation noise,

e implementation of a robustification approach in nonlinear filtering, using truncation of the likelihood
function [10, 15],

e algorithms of approximate nonlinear filtering, where hidden state and observation are simulated jointly,
and where the simulated observation is validated against the actual observation [4, 5, 17, 18], e.g. when
there is no explicit expression available for the likelihood function, or when a likelihood function does not
even exist (nonadditive observation noise, noise—{ree observations, etc.).

This work has been announced in [12], and it is organized as follows. In Section 2, the (usual) nonsequential
particle algorithm is presented, and the potential difficulty that arises if the selection functions can possibly
take the zero value, i.e. the possible extinction of the particle system, is addressed. Refined ! error estimates
are stated in Theorem 2.2, for the purpose of comparison with the sequential particle algorithm, and the central
limit theorem proved in [3, Section 9.4] is recalled. In Section 3, the sequential particle algorithm already
proposed in [14, 11] is introduced, which uses an adaptive random number of particles at each generation and
automatically keeps the particle system alive, i.e. which ensures its non—extinction. The main contributions of
this work are L' error estimates stated in Theorem 3.4 and a central limit theorem stated in Theorem 3.7. An
interesting feature of the sequential particle algorithm is that a fixed performance can be guaranteed in advance,
at the expense of a random computational effort : this could be seen as an adaptive rule to automatically choose
the number of particles. To get a fair comparison of the nonsequential and sequential particle algorithms, the
time—averaged random number of simulated particles, which is an indicator of how much computational effort
has been used, is used as a normalizing factor. The different behaviour of the two particle algorithms is
illustrated on the simple example of binary selection functions (taking only the value 0 or 1). In Section 4,
some basic properties are proved for sums of a random number of i.i.d. random variables, especially when this
random number is a stopping time, and a conditional version of the central limit theorem, known in sequential
analysis as the Anscombe theorem and proved in [16], is stated in Theorem 4.7. A central limit theorem for
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2 F. Le Gland & N. Oudjane

triangular arrays of martingale increments spread across generations with different random sizes, is stated in
Theorem 4.10.

The remaining part of this work is devoted to proofs of the main results. L' error estimates for the
nonsequential and sequential particle algorithms, stated in Theorems 2.2 and 3.4, are proved in Sections 5
and 6, respectively. The central limit theorem for the sequential particle algorithm, stated in Theorem 3.7,
is proved in Section 7 by induction, based on the central limit theorem stated in Theorem 4.7 for sums of a
random number of i.i.d. random variables, and an alternate proof is given in Section 8, based on the central
limit theorem stated in Theorem 4.10 for triangular arrays of martingale increments spread across generations
with different random sizes.

Finally, Theorems 4.7 and 4.10 are proved in Appendices A and B, respectively, and some elementary results
are proved in Appendix C.

2 Nonsequential particle algorithm

The evolution of the normalized (nonlinear) flow {ux, k =0,1,--- ,n} is described by the following diagram

el —— Nk = fi—1 Qp Mk = Gk " Mk »

with initial condition up = go - 70, where the notation - denotes the projective product. It follows from (2) and
from the definition that

n

B[] 9x(Xe)] = (v, 1) = T ] Ok 98)
k=0

k=0
i.e. the expectation of a product is replaced by the product of expectations. Notice that the ratio
sup gk ()
z€E

Pk = —F—
<nkagk>

is an indicator of how difficult a given problem is : indeed, a large value of p; means that regions where the
selection function gy is large have a small probability under 7. The idea behind the particle approach is to
look for an approximation

in the form of the weighted empirical probability distribution associated with the particle system (&, wi , i =

1,---,N), where N denotes the number of particles. The weights and positions of the particles are chosen is
such a way that the evolution of the approximate sequence {,u{CV ,k=0,1,--- ,n} is described by the following
diagram

pry 1 =SV (i Qr) —————— i =g

with initial condition defined by u)’ = go - 8" and 1YY = S¥(n9), where the notation S™(u) denotes the
empirical probability distribution associated with an N-sample with common probability distribution p. In
practice, particles

e are selected according to their respective weights (wi_,,i=1,---,N) (selection step),
e move according to the Markov kernel @, (mutation step),
o are weighted by evaluating the fitness function g5, (weighting step).

Starting from (1) and introducing the particle approximation

Yo =gk SN (1 Qr) (i, 1) =gremy (W1, 1)

and
5 = g0 SN (m0) = gon

INRIA



A Sequential Particle Algorithm that Keeps the Particle System Alive 3

for the unnormalized (linear) flow, it is easily seen that

1) = k) (il and (30, 1) = (03, g0) 3)
hence
VIJCV N N d ’Yév N N
=Gk M =K an =go- Ty = Mo -
(W, 1y BT (1) o

However, if the function g can possibly take the zero value, and even if (ng,gx) > 0, it can happen that
(¥, gx) = 0, i.e. it can happen that the evaluation of the function gy returns the zero value for all the particles
generated at the end of the mutation step : in such a situation, the particle systems dies out and the algorithm
cannot continue. A reinitialization procedure has been proposed and studied in [5], in which the particle system
is generated afresh from an arbitrary restarting probability distribution v. Alternatively, one could be interested
by the behavior of the algorithm until the extinction time of the particle system, defined by

™ =inf{k>0: (n,gr) =0} .

Under the assumption that (7, 1) > 0, the probability P[+" < n] that the algorithm cannot continue up to the
time instant n goes to zero with exponential rate [3, Theorem 7.4.1].

Example 2.1. [Binary selection] In the special case of binary selection functions (taking only the value 0 or
1), i.e. indicator functions g = 1Ak of Borel subsets for any £k =0,1,--- ,n, it holds

Po = (M0, 90) = P[Xo € Ag] ,

and
P = (M, gr) = P[Xi € Ay | Xo € Ag, -+, Xp—1 € A1),
for any k =1,--- ,n, and it follows from (2) that

P, :P[XO € AO;"' 7Xn EAn} = <'7n71> = H(Uk,9k> .
k=0

On the good set {7V > n}, the nonsequential particle algorithm results in the following approximations

N . i
pk%p;cv:<nlivvgk>:‘]\/v¢| where IIJCV:{Z:]-v"'aN:ngAk}v
denotes the set of successful particles within an N—sample with common probability distribution 7y (for k£ = 0)

and pl | Qy (for k=1,--- ,n), and it follows from (3) that

P P = 0 = T o) = TT VL

In other words, the probability P, of a successful sequence is approximated as the product of the fraction of
successful particles at each generation, and each transition probability p; separately is approximated as the
fraction of successful particles at the corresponding generation. Notice that the computational effort, i.e. the
number N of simulated particles at each generation, is fized in advance, whereas the number |I}¥| of successful
particles at the k—th generation is random, and could even be zero.

The following results have been obtained for the nonsequential particle algorithm with a constant number
N of particles : a nonasymptotic estimate [3, Theorem 7.4.3]

N @) — . N
¢;S|\1;ﬁ:1E|1{TN>n} (K » @) <un,¢>\§\/ﬁ+P[T <n],

and a central limit theorem (see [3, Section 9.4] for a slightly different algorithm)
VNN oy (i 9) = (i, @)] = N(0,03(0))

in distribution as N | oo, with an explicit expression for the asymptotic variance. In the simple case where the
fitness functions are positive, i.e. cannot take the zero value, these results are well-known and can be found
in [7, Proposition 2.9, Corollary 2.20], where the proof relies on a central limit theorem for triangular arrays of
martingale increments, or in [9, Theorem 4], where the same central limit theorem is obtained by induction.

For the purpose of comparison with the sequential particle algorithm, the following nonasymptotic error
estimates are proved in Section 5.

RR n° 5826
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Theorem 2.2. With the extinction time 7V defined by

N=inf{k >0 : (g, gx) =0},

it holds ( N >
Tn s 1 N N
E ALCI Bt | <z, +P7r" <n],
LY sy oty = =
and
sup E[1, n (1 8) = (pns 9} | <22 +PlFN <
pillol-1 1T > n}
where the sequence {z{c\', k=0,1,--- ,n} satisfies the linear recursion

2 < pr(1+ T"ka) 2+ T'ka and 2 <

Remark 2.3. The forcing term in (6) is \/p;/V'N, and

limsup [V'N z] < py limsup [VN 2 ]+ Vpx
NToo NToo

limsup [V'N 2] < /po -

NToo

2=

nf (5)

Notice that with a fixed number N of simulated particles, the performance is \/pr/v' N and depends on py, : as

a result, it is not possible to guarantee in advance a fixed performance, since py is

not known.

For completeness, the central limit theorem obtained in [3, Section 9.4] for a slightly different algorithm is

recalled below.
Theorem 2.4 (Del Moral). With the extinction time 7 defined by
N—inf{k>0: (n,gr) =0},

it holds

VRIS o %N 1>> 1] — N0, V9

and

VN[Lx oy (@) = (i, 6)] = N(0,03(9)

in distribution as N | oo, for any bounded measurable function ¢, with the asymptotic variance

Vo _ Zn: var(gr Rit1:n 1, k)
" (Mies g Rig1:m 1)2

)

k=0

and
n

Z var gk Rk+1 n (¢ - <Hm¢>)ﬂ7k)
g (Mies 9 Rig1:m 1)2

?

respectively, where

Rit1n 0(2) = Riyr -+ R ¢(3) = H 9p(Xp) | X =1z] ,

p=k+1

for any k=0,1,---  n, with the convention R, 1., ¢(x) = ¢(x), for any z € E.

INRIA



A Sequential Particle Algorithm that Keeps the Particle System Alive 5

Remark 2.5. Notice that

(Mo, g0 Ri:n (& = (pin, ) ) = (Yo Riins @ — {pins @) ) = (Yns @ — (pon, ) ) =0,

and
Tns (b - n;y ¢
<77k7,gk Rk+1:n (d)_ </ufna¢>)> = <Mk71 Rk:na¢_ <NJTL7¢>> = < <H >> =0 )
(Vh—1,1)
for any k =1,--- ,n, hence the following equivalent expression holds for the asymptotic variance

n

0 _ (ks |9k Riy1:n [P — (pns )] |2 )
on(9) = kZ:O (ks Gk Ricg1:n 1)? '

Example 2.6. [Binary selection] In the special case of binary selection functions, it holds

Rk+1:n 1($) = ]P)[Xk—o—l S Ak+17' o aXn S An | Xk = z] )

for any k = 0,1,--- ,n, with the convention R, 1., 1(z) = 1, for any x € F, and it follows from Theorem 2.4
that N
n 0
\/JV[l{TN oy U= NOVY),

in distribution as N T oo, with the asymptotic variance

Vo= Z(i — 1)+ Z 1 var(Ry41:n 1, px) .

_ Pk </’Lk7 Rk:+1:n 1>2
Indeed, since g7 = gy, it holds

var(ge Rigin L) - (s 9 [Bipan 1)

(s gk Rie1:m 1)? (Mhes g Rig1:m 1)

_ i <Nka |Rk+1:n 1|2> 1

e (i, Reg1in 1)2

1 L (s | Risain 107)
= (— = 1) — [k )
<pk ) Pk [ <,UfkaRk+1:n ]->2 ]

forany k=0,1,--- | n.

3 Sequential particle algorithm

The purpose of this work is to study a sequential particle algorithm, already proposed in [14, 11|, which
automatically keeps the particle system alive, i.e. which ensures its non—extinction. For any level H > 0, and

for any £k =0,1,--- ,n, define the random number of particles

N

N =inf{N >1:) g(&) > H sup gp(z)} ,

i—1 zeE
where the random variables &}, , &), - - are i.i.d. with common probability distribution o (for k¥ = 0), and
where, conditionally w.r.t. the o-algebra H' | generated by the particle system until the (k — 1)-th generation,
the random variables &1, - -+ , &L, - -+ are i.i.d. with common probability distribution uff | Qi (for k =1,--- ,n).
The particle approximation {uf! , k = 0,1,--- ,n} is now parameterized by the level H > 0, and its evolution

is described by the following diagram

H
iy ————— g = SN (il Qr) ————— i =g

RR n° 5826



6 F. Le Gland & N. Oudjane

with initial condition defined by uf = go-nt and nt = SN’ (). Starting from (1) and introducing the particle
approximation
W = gk SN (i1 Qu) (il 1) = ge i’ (Wles 1)
and
W = g0 SN (o) = g,

for the unnormalized (linear) flow, it is easily seen that

<’YI€I7 1> = <77]€I7gk> <7]€£17 1> and <’7£I7 1> = <77(1)q790> ) (7)
hence
’Yf H H d 'Y(I)LI H H
=09k "M = Mg an =4go-Ty = Mo
<7k 71> <'V(§{7 1>

Clearly, NI > H and if (ufl | Qi, gr) > 0 — a sufficient condition for which is

gr(z) = Qr gr(z) = Elgr(Xy) | Xx—1 =2] >0,

for any z in the support of 7 | — then the random number N/ of particles is a.s. finite, see Section 4 below.
Moreover

(i, go) = (S™0 (mo), 90) = 77 Zgo &) > —7 Supgo( )>0,
N = zEE
and
(it gy = (SN (uf Qu). gn) ng &) > —7 Suggk( z) >0,
€
forany k =1,--- ,n, i.e. the particle system never dies out and the algorithm can always continue, by construc-
tion.
NH
Remark 3.1. It follows from Lemma 4.3 below that 70 — po in probability, and in view of Remark 4.4 (ii)
NH
below, if (ufl | Qk, gr) > 0 then i kH — 1 in probability as H 1 oo, where
Pk
sup g ()
pkH _ zeE
(| Qr, gr)
forany k=1,---.,n

Remark 3.2. For any k = 0,1,--- ,n and any integer i > 1, let F7, = Fff vo(&L, -+ L), where 5y = {0,Q}

(for k = 0) and F/ = K" | (for k = 1,---,n) by convention. The random number N/ is a stopping time

wr.t. T = {Ff, i > 0}, which allows to define the o—algebra F/  ,, = H}' : clearly N/ is measurable w.r.t.
) Tk

3} and therefore the random variable
is measurable w.r.t. /.

Example 3.3. [Binary selection] In the special case of binary selection functions, the sequential particle algo-
rithm results in the following approximations

H .
pe Pl = (k) = 7 where N =inf{N >1:|[{'| = H},
k
for any integer H > 1, and where for any integer N > 1

IN={i=1,--- N : & € A},

INRIA



A Sequential Particle Algorithm that Keeps the Particle System Alive 7

denotes the set of successful particles within an N—sample with common probability distribution 7y (for k = 0)
and pf’ | Qy (for k=1,--- ,n), and it follows from (7) that

n

n H
k:O

Notice that the approximation uf = g - nff obtained here is exactly the empirical probability distribution
associated with an H-sample that would be obtained using the rejection method, with common probability
distribution go - o (for k = 0) and g, - (u} , Qx) (for kK = 1,--- ,n). Here again, the probability P, of a
successful sequence is approximated as the product of the fraction of successful particles at each generation,
and each transition probability py separately is approximated as the fraction of successful particles at the
corresponding generation. In opposition to the nonsequential particle algorithm, notice that the number H of
successful particles at each generation is fized in advance, whereas the computational effort, i.e. the number
N of simulated particles needed to get H successful particles exactly at the k-th generation, is random.

The main contributions of this paper are the following results for the sequential particle algorithm with a
random number of particles, defined by the level H > 0 : a nonasymptotic estimate (which was already obtained
in [11, Theorem 5.4] in a different context), see Theorem 3.4 below

sup  E| (u — pn,9) | <
6 lgl=1

<

and a central limit theorem, see Theorem 3.7 below
v H</1’7}11 - Nn7¢> = N(Ovvn(¢)) )
in distribution as H T oo, with an explicit expression for the asymptotic variance.

Theorem 3.4. If (ufl | Qp,gr) >0 for any k=1,--- ,n — a sufficient condition for which is
gk(z) = Qp gr() = E[gr(Xy) | Xk—1 =12] >0,

for any x in the support of utt | — then

1
B0l yicat and swp B s <220 ®)
(s 1) 9+ llol=1
where the sequence {zf, k=0,1,--- ,n} satisfies the linear recursion
H 2\ H
2 < pr(L4+wp +wir) 25y +wi (L4+wm pr) (9)

and
2 <wh (1+wm po)

1
where wy = T H + 1 is of order 1/v/H.

Remark 3 5. Up to higher order terms, the forcing term in (9) is 1/v/H exactly (which is equivalent to
pH/\/NH  in view of Remark 3.1), and

limsup [VH z{1] < pp limsup [VH 2 ] +1 and limsup [VH 2] <1 .

In opposition to the nonsequential particle algorithm, notice that it is possible here to guarantee in advance a
fixed performance of 1/v H exactly, without any knowledge of pi, at the expense of using an adaptive random
number N{? of simulated particles : this could be seen as an adaptive rule to automatically choose the number
of particles.

Remark 3.6. It follows from Theorem 3.4 that (ufl | Qx,gr) — (7, gx) in probability, hence p — pj in
NH
probability, for any £k = 1,---  n, and it follows from Remark 3.1 that 7’“ — pi in probability as H T oo, for

any k=0,1,--- ,n
RR n° 5826



8 F. Le Gland & N. Oudjane

Theorem 3.7. If (ufl | Qp,gr) >0 for any k=1,--- ,n — a sufficient condition for which is
gk(z) = Qr gr() = E[gr(Xy) | Xk—1 =2] >0,

for any x in the support of utt | — then

VH | %{11; —1] = N(0,V,) , (10)
and
VH (pll — i, ) = N(0,v,(9)) , (11)

in distribution as H T oo, for any bounded measurable function ¢, with the asymptotic variance

Vo= Zn: var(gr Rry1n 1,me) 1
" (k> 9k Rier1:n )% pi;

bl

k=0

and

i

2”: var (g Rk+1 o (& = (i, 8)),me) 1
o (ks g Rie1:0 1)2 Pk

respectively, where
Ri1in $(x) = Rig1 -+ Ry $(z) = H 9p(X,p) | Xp = 2],
p=k+1
for any k=0,1,---  n, with the convention R,1+1., ¢(x) = ¢(x), for any z € E.

In view of Remark 2.5, the following equivalent expression holds for the asymptotic variance

zn: Nk |gk Ryy1n [(ZS - <,Una ¢>] |2> 1
k=0 77k79k Rk+1:n 1>2 Pk

Remark 3.8. To prove Theorem 3.7, it is enough to prove that

N W N0, Va(6)) (12)

for any bounded measurable function ¢, where the asymptotic variance V,,(¢) is defined by

) <7k—17 1>2

Pk ’ (13)

1 n
Vi(#) (4n, 1) = var(go Rim &, 10) . + Z var(gx Rit1:m &, 1k
k=1

or equivalently by
n

Z var(ge Re1:n &, 1) 1

(N> 9k Rie1:m 1) pi;

)

k=0
since
(V> 1) = (vo Ri:n, 1) = (M0, 90 Ri:n 1)
and since
(Yns 1) = (=1 Ry 1) = (ve—1, 1) (e, g Rieg1:n 1)
for any k = 1,--- ,n. Indeed, notice that

H H
nfﬂnaﬁb - ’(;57 ,U,n,¢ = 7¢)7 :una¢ ’
(w ) <<%€171> (b, @) ) = 1) ( o) (fin, )
for any bounded measurable function ¢, and it follows from Theorem 3.4 that (v 1) — (v,,1) in probability
as H 1 oo, hence (10) and (11) follow from (12) and from the Slutsky lemma, with V,, = V,,(1) and v,(¢) =
V(¢ — (ln, @), respectively.
INRIA



A Sequential Particle Algorithm that Keeps the Particle System Alive 9

Moreover, if (12) holds, then

b 1) " " _
VH gy = U VE Gl = o). VH 1] = pns 6a))

converge jointly in distribution as H | oo to a Gaussian limit, for any bounded measurable functions ¢4, - - - , ¢q,
using the Cramér—Wold device.

Two different proofs of (12) are given in Sections 7 and 8, respectively. A first proof follows the approach
of [9, Theorem 4] by induction, and relies on an extension of a central limit theorem for sums of a random number
of i.i.d. random variables, see Theorem 4.7 below. An alternate proof follows the approach of [3, Chapter 9],
see also [7, Proposition 2.9, Corollary 2.20], and relies on an original central limit theorem for triangular arrays
of martingale increments spread across generations with different random sizes, see Theorem 4.10 below.

To get a fair comparison of the nonsequential and sequential particle algorithms, the time—averaged random
number of simulated particles, which is an indicator of how much computational effort has been used, can be
used as a normalizing factor instead of the level H > 0. It follows from Remark 3.6 that

n

1 1 1 -
il NH
H[n—i-l];) o R kz:%p’“

in probability as H T oo, hence under the assumptions of Theorem 3.7, and using the Slutsky lemma

N2 2L — N(0, V)

and .

1
— > NET (ull = oy 6) = N(O,03(9)
k=0

[

in distribution as H T oo, with the asymptotic variance

n

IR 1
v::[n—“kz:opkm and (@) = [— > px]vn(9)

k=0

respectively, where V,, and v, (¢) are defined in Theorem 3.7. Notice that the asymptotic variances V! and
v9(¢) defined in Theorem 2.4 for the nonsequential particle algorithm coincide with the asymptotic variances
V¥ and v} () for the renormalized sequential particle algorithm respectively, in the special case where py =

p1="""= pn

Example 3.9. [Binary selection] In the special case of binary selection functions, the support of ui | is
contained in Ag_1, and if
Qk(IL‘7Ak) = ]P)[Xk € Ay | Xp_1 = LE} >0,

for any = € Aj_q, then it follows from Theorem 3.7 that
H

\/ﬁ(%—n:mo,m,

n
in distribution as H T oo, with the asymptotic variance

n n

Risron 1,
V=Y (- Y0 i L)

2
k—0 E—0 </Jk, RkJrl:n ]->

since 1/py, = (nk, gx) = py, for any k= 0,1,--- ,n.

RR n° 5826



10 F. Le Gland & N. Oudjane

4 Limit theorems in sequential analysis

In this section, some basic properties are proved for sums of a random number of i.i.d. random variables,
especially when this random number is a stopping time. Let &;,---,&,--- be ii.d. random variables with
common probability distribution p, and let A be a nonnegative bounded measurable function, possibly taking
the zero value. For any H > 0, consider the stopping time

N
Ny =inf{N >1: ZA(&) > HM\} where A=supA(z) .
i—1 zeE

Lemma 4.1. If (u, A) > 0, then the stopping time Ny is a.s. finite and integrable.

PrOOF. By the strong law of large numbers, it follows that

1N
5 S AE) — ()
i=1
a.s. as N 1 oo, and if (i, A) > 0, then
N
i=1

and the finite level H )\ is reached after a finite number of steps, i.e. the stopping time Ny is a.s. finite. In
addition, for any a > 0

N N
P[Ny > N] =P A(&) < HA =Plexp{—a Y A(&)} > e M <A

=1

by independence, where

r=Blesp{=a MO} = [ ¢ udo) = e

and it follows from Lemma C.1 that r < 1 if and only if (i, A) > 0. This proves that the stopping time Np is
integrable, and the estimate

e aH)\
NH:ZIP’NH>N ““Zr <,
N=0
holds. O
Lemma 4.2. If (1, A) > 0, then the rough estimate
sup {E[ (5™ (1) — u, Ag) P}/ <wm
o:lIgll=1
and the refined estimate
S NS G) — i AG) | S wr [ A) +wn AT
1
hold, where wy = Vi H + 1 is of order 1/\/ﬁ
PROOF. Let N
A (ST () — )

o =A(SN(u)—p)  and 5y =
Notice that

om :(S/H <SNH(:“)7A> :5/H [<M7A>+<5H71>] :5}{ [<N7A> +< }Iﬂ1> <SNH(M)7A>] >

hence
INRIA



A Sequential Particle Algorithm that Keeps the Particle System Alive 11

and
[0, &) | < [ (05 &) | [{, A) + (0%, 1) [ AT,
for any bounded measurable function ¢. It follows from (the proof of) Lemma 5.4 in [11] that
1
sup {E[(&, o) PV2< —VH+1=wy,
¢+ llgll=1 H
which immediately proves the rough estimate, and using the Cauchy—Schwartz inequality and the Minkowski
triangle inequality yields

E|(0m,¢)| < E[| (0, ¢) | [, A) + (5, 1) | A]]

< {E| (8, 0) P32 [, A) + {E | (03, 1) |7 }/2 A
< wy [ A) +wm Al 4],
which proves the refined estimate. O
Ny H 1 _, _ A
Lemma 4.3. If (u,A) >0, then — — 1 and — — — in IL? as H | oo, with rate 1/v/H, where p = .
Hp NH 1% <,u7A>

ProoF. For any N > 1, define

N N
Dy =Y AE) and My =) [AE) - {1 A)] =Dy — N (u.A) .

i=1
By definition of the stopping time Ny, it holds
HA< Dy, =Dny—1+AEny) S (HA+1)A,
hence, upon subtracting H A throughout
0<Dn, —HXN\.
Using the decomposition
Ny (u,A) —HXN= Dy, —HX— My, ,

and the triangle inequality yields

|INpg (u, A) — HA < |Dn,; — HA + | My, | <A+ |[Mpyy,| -

Since (u, A) > 0, it follows from Lemma 4.1 that the stopping time Ny is integrable, and it follows from the
Wald identity, see e.g. [13, Proposition IV-4-21], that

E[Dn,] =E[Nu](,A)  and  E|My,[> =E[Ny]var(A, p) ,

hence

_ ) 2

since var(A, p) = (u, A%) — (u, A)? < (u,A%) < X{u,A), and since Dy,, < (H + 1) \. Using the Minkowski
triangle inequality yields
{E|Ng (u, A) — HA2}Y2 < X+ {E| My, P} < (WHF1+1) )\,
and, upon dividing by H A throughout
Nu

1 1
E=2 AW\ 2 < —(VH+14+1)= =
(Bl — 1P < G VHFT+ ) =wn+ 7

where wy is of order 1/v/H. Since Ny > H, it holds

H 1. Ny H 1 1
< SO L o Ny (A — H A

Nug p H 'Ng p

hence H ) ) )
El— — ZPM2< = (VH+1+1) = — . ]
Ely, V< g VAT ) =wn +

RR n° 5826



12 F. Le Gland & N. Oudjane

Remark 4.4. A direct look into the proofs of Lemma 4.2 and Lemma 4.3 shows that a conditional version of
the same results holds under the following assumptions. For any H > 0, let £&7,... ¢H ... be ii.d. random
variables conditionally w.r.t. the o—algebra 3, with common conditional probability distribution pz7, let A be
a nonnegative bounded measurable function, possibly taking the zero value, and consider the stopping time

N
Ny =inf{N >1: ZA(@) > HM\} where A =sup A(z) .
i=1 z€E
If (g, A) > 0, then (i) the rough estimate

5o {E[| (S™ (nur) = p, M) P | FT]Y2 <wm
: =1

and the refined estimate

, o E[| (S (upr) — i, M) | | F7] S wpr [{um, A) +wm Al
: =1

hold, where wy of order 1/v/H, and (ii)

Nu 2 Hi1/2 1 H Lo Hi\1/2 1
El|— -1 |F < — d El|l——-—*|7 < —
{[HpH Pl swn+ 4 an {[INH pHI\ M swmt 4,
A
with = —".
P (e, A)

The following central limit theorem, known in sequential analysis as the Anscombe theorem, has been proved
in [16] for sums of a random number of i.i.d. random variables, see also [8, Theorem 1.3.1] or [19, Theorem 2.40].

Theorem 4.5 (Anscombe). For any H > 0, let pyy > 0 be a deterministic constant, and let X ... XH ...
be i.i.d. random variables with zero mean and variance o%. If ry = |Hpy | — oo, if
Nm_ 1,
Hppy
in probability, and if the Lindeberg condition
XH
E[1 =] —0
{ oH
holds for any ¢ > 0, then
xXH XH
(0,1)  and 0,1),
Ay =Y
in distribution as H T oco.
. . VNu . -
Remark 4.6. Using the Slutsky lemma, and since — 1 in probability as H T oo, the two convergence
VHpu

results are indeed equivalent.

The next theorem provides a stronger result, with a precise statement on the convergence of conditional
characteristic functions, in a special case where both 0% and py are random variables. It is used in an essential
way in Section 7, in the proof of Theorem 3.7 by induction.

Theorem 4.7. For any H > 0, let X ,--- XM ... be ii.d. random variables conditionally w.r.t. the o—
algebra F | with zero conditional mean and conditional variance o2, and let pyr > 0 be a F* -measurable r.v.
If rgy = |Hpu | — oo in probability, if
N
Fy(d) =P[|—X —1|>d|F7] —0,

Hpy
p INRIA



A Sequential Particle Algorithm that Keeps the Particle System Alive 13

in probability for any d > 0, and if the conditional Lindeberg condition

XH
Ry(c) =E[l yn I~ > 197 —0,
i & = evra} H
holds in probability for any ¢ > 0, then for any ﬁ:ced real number u
xH
E[exp{i \/_ Z X } | FH] — exp{—1u?}, (14)

in L' as H 1 co. If in addition ~ % i probability, then for any fized real number u
D

2 .2

Ny
1
E[exp{iuvH—N g XJH} | ITH] — exp{—% Y pU
H 4
j=1

’s (15)

in L' as H T oo.

Using the Lebesgue dominated convergence theorem, it is sufficient to prove that (14) and (15) hold in
probability. The proof of Theorem 4.7 is postponed to Appendix A.

Remark 4.8. If (14) holds, then in particular
1 Ny XH

T d =L = N(O,1),

OH

Zy =
=1

in distribution as H T oo.

Remark 4.9. If F5(d) — 0 in probability for any d > 0, (or equivalently in L' using the Lebesgue dominated
convergence theorem), then equivalently E[Fy (d)] — 0 for any d > 0, since these r.v.’s are nonnegative, which

N,
H . 1in probability as H T oco.
PH

means that

The last result of this section is a central limit theorem for triangular arrays of martingale increments spread
across generations with random sizes. It is used in an essential way in Section 8, in an alternate proof of
Theorem 3.7.

Theorem 4.10. For any k = 0,1,--- ,n, let EF,? = {EF}? i > 0} be an increasing sequence of o—algebras, let
RN Gssume that gy = {0,Q}
(for k =0) and 3’50 =HH | (fork=1,---,n), and let {X} "> 1> 1} be a sequence of square integrable random
variables adapted to ff,f , such that

N be a stopping time w.r.t. FI, which allows to define the o—algebra H} = FH

E[Xl?z | 971?,1'71] =0, (16)
E[| XL 17 | Fio1) = Vil (17)

and .
E[|X1€Iz|2 1{\X,€I\ > e} | ?ziq,H] < Yk,o’a ) (18)

,E€

for any i > 1, where Vk o end Y are measurable w.r.t. 3"}30. If for any € > 0

S NIV, — W, and Y NIV —0, (19)
k=0 k=0
in probability, then
n NZ
SH=3"3" X[ = N, W) ,
k=0 i=1

in distribution as H T oco.

The proof of Theorem 4.10 is postponed to Appendix B. The idea is to rewrite S as a single sum across all
generations, and to use a central limit theorem for triangular arrays of martingale increments [2, Theorem 2.8.42].

RR n° 5826



14 F. Le Gland & N. Oudjane

5 Proof of Theorem 2.2

For any bounded measurable function ¢

1{7_N > n} <ﬂ7]¥a¢> — (pin, @) = l{TN > n} <H71y — fn, @) — 1{7_N <n} {tins @)

and on the good set AY = {7V > n} it holds

N e e = ®) N o e = D)
S VR s | e s I AL e TR

hence

|1{TN > n} <U7]¥a¢>_<ﬂna¢>|

[ (' = Tn: 8} | [ (= 1) |
B e e T R (A0 S e R

and similarly
Lo sy ('@ = Omad) =T oy (0 =9 0) = 1w oy (i 9)

hence

|1 N <Py7jzv’¢>*<7nv¢>‘ N
{T = TL} | <’Yn — Tn, ¢> |
B ) Sl ey Py <y

This shows that (4) and (5) hold with

| (Y =, 9) |

ERSTRE

N
z, = sup E[l,n
oillgl=t  An

and to prove Theorem 2.2 it is enough to prove that the sequence defined by

N
N | v — 7%, 9) | N N
zp, = sup E[1,y ——"2] and Ay ={m" >k},
o sei= A (D)
for any k =0,1,--- ,n satisfies the linear recursion (6).

PrOOF OF THEOREM 2.2. For k =0, it holds

<'Yév -0, ¢) = <5é\/’¢> )

for any bounded measurable function ¢, where

by definition. Therefore

N _ 5N
¢:lol=1 0 (70, 1) oilol=1  (10,1)
Notice that 1 1
E| (6}, < —— [var , 12 <~ [su T , 1/2 ,
[ (0 ,0) | < N [var(go @,m0)]"/* < N [meggo( ) (n0,90) 1= [|#]l
and upon dividing by (y0,1) = (10, go), it holds
[sup go(a) (N0, go) ]/ sup go(@)
ze _ [ a€ 1/2 _
<70a 1> [ <770790> ] \/p>0 ’

INRIA



A Sequential Particle Algorithm that Keeps the Particle System Alive 15
hence JP
N Po
25 < ——.
0 = \/N
For any k=1,--- ,n, it holds
o= = gk (-1 1) = gk (-1 Qi)
= gk (V-1 Qk — Y1 Qr) + gk () — i1 Qr) (i1, 1),
hence
(R = s 0) = (M1 — -1, Qu(gr @) + (07, 0) (vl 1)
for any bounded measurable function ¢, where
O =gk (i — pals Qn) = g (SN (a1 @r) — i1 Qi)
by definition. Therefore
sup B[l n [(0F =, 0[] < sup E[Lyn [(05y =91, Qulgr 9)) ]
¢ lloll=1 k ¢:lloll=1 k-1
+ sup E[1,n (60, ¢)] (i1, 1)]
¢:lloll=1 k-1
< sup gp(x) sup E[l N | (o1 — -1, 9) 1]
v€E illgl=1 k-1
+ sup E[1,n [{(6,¢)] (i 1)),
¢:lloll=1 k-1
and upon dividing by (vx,1) = (k, gx) (vk—1,1), it holds
N | = k@) |
zp, = sup E[1,ny —2—1"1]
o seim A )
sup g (z
e, M mnenal,
T (kegk) s e=1 - Ak (Yr-1,1)
(0, 9) | (niiys 1)
+ sup E[1,n 1,
oillgl=1t k-1 (v, 1)
i.e.
ZIZ:V < Pk lefv—l + €kN ) (20)

with the local error N N
| <6k 7¢> | <'7k—1’ 1>
<’W€7 1>

I

ey = sup E[lAN
b ll¢l=1 k=1

as forcing term. Notice that on the good set AY | € FY |

B G001 7] < = [var(on o2 Q)]
< — [sup gula) (s Qi) o]
hence
B 60| 00 1) | 90] < — [sup aula) (2 Qe 12 (Y1.1) 9]
< —= (s ai(a) (12 Quo) (1.1 o]

RR n° 0123456789



16 F. Le Gland & N. Oudjane

and upon dividing by (v, 1) = (vk—1 Qk, 9k) = (k> 9k) (Ye—1,1), it holds

[sup ge() (Vi1 Qr gk) (i1, 1)]12
e
<’Yk>1>
sup gx(x
_ [ergk( ) <7]vafl Qk,gk> <7]vaflvl> 1/2
My gk) (V=1 Qk> 9r) (V=1 1)
\ <711€Vf1 — Vk—1, Qk 9k> | 1 | <%iV,1 - Vk—1, 1> |
< 1+ /211 + 1/2
Vi | (ks g) (Ve—1,1) [ (Ve—1,1) ]
N N
Vie—1 — Vh—1, Qk gk Vi1 — Vk—1,1
S\/p—k[H%|<k1 )| %Hkl >|],

(k> gr) (Yk-1,1) (Yr—1,1)

using the straightforward estimate /1 4+ z /1 +y < 1+ % T+ % 1y, which holds for any nonnegative real numbers
x > 0 and y > 0. Therefore

N \ <’Y;J€V_1 — Yi—1, Qk gk> \
Ai—r (e, gi) (ve—1,1)

eN < YPE 4 1E)

- VN

]

|y — -1, 1) |
<7k—1a 1>

1]

1
+ EE[lAéV_l

Vel = Ye-1,9) |
<7k—1, 1>

Pk

]

[1+3pr sup E[1,n
2T el=1 Ak

oI5

1 N ‘ <’YIJCV—1 — Yk—1, 1> |
Ayq (Ye—1,1)

| <7]£;V—1 — Vk—-1, ¢> |
<7k717 1>

+ 5 Ef I]

[1+pe sup E[1,n 1]

¢:lloll=1

<

SRR

(1 + Pk Zliv—l) )

and plugging this estimate into (20) yields

< 1+ i+ =
Rk > Pk ( \/N Rf—1 \/N
6 Proof of Theorem 3.4
For any bounded measurable function ¢
<NH — fin, ) = <%I;I7¢> . (Y, &) _ <7¢Ij_7m¢> _ <UH &) <7¢Ig_7n71>
non (1) (1) {(Yn, 1) " (Yn,1) 7
enee O =) | o Ll = )|
- — A, 1
H_ gy < L0 Yy @ n Tn — ¥ D)
[ lf 0| < WO ) LT
This shows that (8) holds with
H _
Zﬁ[ — sup E[ | <’Yn 7n,¢> | } ,
o+ 11l =1 (Yn, 1)

and to prove Theorem 3.4 it is enough to prove that the sequence defined by

H _
s gL OF—wO)

é:[léll=1 (Yrs 1)
INRIA
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for any k =0,1,--- ,n, satisfies the linear recursion (9).

PROOF OF THEOREM 3.4. For k = 0, it holds
(o' =0, 6) = (55", 9) ,
for any bounded measurable function ¢, where
551 =90 (776{ —10) = 9o (SN‘f{ (n0) —no) »
by definition. Therefore

Zgl = sup E[M] — sup E[M

¢ ll¢ll=1 (70, 1) &:||l¢ll=1 (70,1)

].
It follows from the refined estimate of Lemma 4.2 that

E (6", 0)| < wr [(no,90) + wa sgggo(x)] el

and upon dividing by (y0,1) = (0o, go), it holds

(M0, 90) + wr SUp go (r) sup go(x)
T xrc
=1+wy =1+wnpo,
(70, 1) (0> 90)

hence
2 <wi (1+wp po) -

For any k=1,--- ,n, it holds

W= = grnk (M1, 1) — gk (Ve—1 Q)

gk (W1 Qi = Y1 Qi) + gr (0 = 11 Qr) (-1, 1)
hence

<’Vf — Yk ¢> = <’YI€I*1 — Vk—1, Qk(gk ¢)> + <5]1;{a ¢> <7]€Ifl7 1> )
for any bounded measurable function ¢, where

S = gx (il — pa1 Qn) = g (S™ (1 Q1) — i1 Qi)

by definition. Therefore

sup E[(vil =y 0)| < sup E[(v — k-1, Qu(gr 0)) |
¢ loll=1 ¢ loll=1
+ sup E[| (6, 0)] (vil1,1)]
o llgll=1
< supgr(z) sup E[(v, —y-1.9)|
ze o llgll=1
+ sup E[[(6{,0)| (v 1),
¢:loll=1

and upon dividing by (vk,1) = (1, gk) (yk—1, 1), it holds

H _
z,f —  sup IE[ | <’Yk ’Yk,¢> ‘
6 lell=1 (7, 1)

]

Ssu X
sup gi () (V) = Y1, 0) |
—_ up E ]

S
(M Gk) 62 ll=1 (Yr-1,1)

(o) | (i 1s 1)
E
M ¢:T\lqlsﬁ:1 [ <’71~u 1>

IA

I
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18 F. Le Gland & N. Oudjane

i.e.
Zlgl < Pk lecqfl + EkH ) (21)

with the local error

Ry H o q
5kH: sup E[|<k,¢>|<7k_1, >
: [lll=1 (Y, 1)

I
as forcing term. It follows from the refined estimate of Remark 4.4 (i) that

E[ (08, ) | 1 9G10 ] < war [{uk1 Qu, g1) + wr Slelggk(w)] o1l ,

hence

wr [(u ) Qk, gx) +wn sgggk(w)] (vl 1, 1) ol

EH <6l€{7¢> ‘ <71€{—171> | :}Cllc—[—l]

IN

< wi [(vil1 Qry98) +wn Suggk(fv) (il D] el
AS

and upon dividing by (g, 1) = (vk—1 Qk, 9x) = Mk, gr) (Ye—1, 1), it holds

<’Y}£1 Qk, gr) +wp sup gi(z) <’Yl£1a 1)

zeFE
<’7k71>
sup gx(x
_ <7}£{71 Qkagk> +wy meEg ( ) <7£Ifl’1>
(Ye—1 Qk> 9k) e gx)  (y-1,1)

vl = e-1,1) |
<’Yk-—1, 1>

H
T = Ye—1, Qk gk

§1+‘<7k1 Tkt gH—l—WHPk[l-i-
(k> gk) (Ye—1,1)

].

Therefore

(v — Vi1, Qk gk) |

H
ey < wyg |[14+E
ko< | [ (ks gr) (Yr—1,1)

]

| <’YI€I—1 — Yk—1,1) ‘

+prk[1+E[ H]

<’7k?7171>
H _
< wy [1+pk sup ]E[|<7k—1 ’Yk—1,¢>|}
¢+ llgll=1 (Yr—1,1)

| 2y — -1, 1) | 1]

Fonpe (LB

< wm [14pk 20, +wmpr (L+21,)],
and plugging this estimate into (21) yields

zfSpk(l—i-wH—&—w%)zfﬁl—i—wH(l—i—prk). O

7 Proof of Theorem 3.7 by induction

In view of Remark 3.8 above, the problem reduces to prove (12), i.e. to prove asymptotic normality for the
unnormalized linear flow. The proof given below follows the approach of [9, Theorem 4] by induction.

PROOF OF THEOREM 3.7. Notice first that

NH
H 1 0

(" =0, 0) = (SN (10) — 10, 90 &) = N > X)),
0 =1

INRIA
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where . }

X35(6) = 90(&3) #(&) — (0, 90 &) .
for any j = 1,--- , N, and where &},--- ,&},--- are i.i.d. random variables with common probability distri-
bution 79, hence the random variables X¢/,(¢), -, X¢(¢),--- are ii.d. with zero mean and with variance

NH
var(go ¢, no) independent of H > 0. It follows from Lemma 4.3 that ?0 — po in probability as H T oo, hence

the assumptions of Theorem 4.5 are satisfied, and the induction assumption (12) holds at step 0, with

1
Vo(9) (10, 1) = var(go &, m0) o
Assume now that the induction assumption (12) holds at step (k — 1). Notice that

W=k =7 — vy Re + (v — ve—1) R

hence
<7]€I — Yk ¢> = <IYI€I - 7}5{1 Rka ¢> + <7]€£1 - Yk—-1, Rk ¢> )

for any bounded measurable function ¢, and the last term goes to zero in probability as H T co. Notice also

that
N

. 1
O =Wy By @) = (S™ (i1 Qn) = 11 Qe 95 0) (i1, 1) = S > X)),

where

XE5(0) = [g(&]) (&) — (i1 Quogn )] (vF1,1)

forany j=1,--- | N ,f , and where, conditionally w.r.t. the o—algebra 9{,13_1 generated by the particle system up

to the (k —1)—th generation, the random variables &}, - - - ,fi, .-+ are i.i.d. with common probability distribution
{15, Qx, hence the random variables X/, (¢), -, X{';(¢),--- are i.i.d. with zero conditional mean and with
conditional variance

(o8 (¢))? = var(gr &, 1f1 Qi) (viy,1)% .

In view of Remark 4.4 (ii)

NH suggk(x)
. TE
FH(d):PHH;kH*1|>d|9{1€1—1]"0 with PkH:m7

in probability for any d > 0, as H 1 co. It follows from Theorem 3.4 and Lemma C.2 that (v/L |, 1) — (yx_1,1),

("1 Qrs i) — (i, gr) and var(ge ¢, i’y Qk) — var(gx ¢,7;,) in probability, hence pi! — py and off (¢) —
ok (¢) in probability as H 1 oo, with

o (¢) = var(ge ¢, pre—1 Qk) {(Ve—1,1)* .

Therefore, the assumptions of Theorem 4.7 are satisfied, and for any fixed real number wu, it holds

Elexp{iuVvH (1 — L R, ¢)} | HIL ]

1 & o2(6)
~ Elexplin VA g S XE 00} | 9671] — exp(~3a2 Py
j=1
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in L' as H T co. Notice that

Ekmp&u»ﬁicﬁf—7m¢»1—emﬂ—luQE%?Z—%u?wﬁmRk@<wﬁh1V}

= E[E[exp{iuVH (' =", R, ¢)} | Hi" 1] exp{iuVH (v} —yk_1, R ¢)}]
—exp{—3u QUk( )}E[exp{ZU\/_<'Vk 1= V-1, Be ) }]
+exp{—% 2 U’“p(f)} [exp{zu\/_ Wk 1= Ve—1, R )} ]

—exp{—%u® ) exp{—3 v’ Vi1 (Ri ) (ve—1, 1)},

o ()
Pk
and the triangle inequality yields

2 U}%(éb) B
Pk

|E[exp{iuVH (v =, 6)}] — exp{—Fu 3 0 Vie1(Ri 6) (ye-1,1)%} |

< ]E|]E[exp{iU\/ﬁ (W — A Ry, )} | HE ] — exp{—2 u? Ul;(f)”
+ |E[exp{iu\/ﬁ <’Y;§I_1 — V-1, R ¢>}] — exp{ u Vie_1(Ry ¢) <’Yk-—1, 1>2} ‘ ,

where the first term goes to zero using (22), and the second term goes to zero since the induction assumption (12)
holds at step (k — 1), as H T co. Therefore, the induction assumption (12) holds at step k, with

2
(o) (1 = T v (1 0) a1
and iterating the above relation yields
- 1
V() (vn: 1)* = Vo(Rin @) (30, 1)% + ZUI%(Rk+1:n ) o
k=1

b

1 n e ’1 2
= var(go Riin ¢,1m0) — + >_ var(gr Rit1:n 60 (r-1,1)
Po o Pk

which is the expression given in (13) for the asymptotic variance. In view of Remark 3.8, this finishes the proof
of Theorem 3.7. O

8 Alternate proof of Theorem 3.7

The alternate proof given below follows the approach of [3, Chapter 9], see also [7, Proposition 2.9, Corol-
lary 2.20], and relies on an approximate decomposition of v/H (v — ~,,¢) in terms of a triangular array of
martingale increments, with a different random number o2 = N + ... + NI of such increments on each
different row of the array. This requires a specific central limit theorem, see Theorem 8.1 below, which is of
independent interest.

Let f = (fo, f1i, -+, fn) be an arbitrary collection of bounded measurable functions. For any i = 1,--- , N,
the random variable

Sug go(x)
Xou(f Fo(€8) = (mo. f where  py = "
0.:(f) = Po\/— [fo(€5) — (10, fo)] 0= onge)
is measurable w.r.t. S’gi, where £},--+ &}, -+ are ii.d. random variables with common probability distribution
1o- Moreover
E[X(fi(f) | ?gi_ﬂ =0, (23)
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and

E[| X5 () [ 5] = = Voo(f) (24)

m var( fo, no)

with the convention F¢f, = {0, Q}. Notice that

1
X5 ()] < = 2| foll and po>1,

Po

hence for any € > 0
E[|X()Hz(f)|2 1{\Xé{i(f)| > 6} ‘ 3:(1){1'—1]

(25)
S T 7 (21fol)* 1 Lol > <) =Yoo () -
— €
\/ﬁ ’
For any k =1,--- ,n, the random variable
sup g ()
pkH _ zeEE
(11 Qs gr)
is measurable w.r.t. 3" | = /), and for any i = 1,--- , N}7, the random variable
<’Vk 1, 1)

X = IV [Fe(&h) = (utly Qns fi)]

is measurable w.r.t. & ,’;{l, where, conditionally w.r.t. the o—algebra 3/’ | generated by the particle system up to
the (k — 1)—-th generation, the random variables £}, --- , &, are i.i.d. with common probability distribution
p | Q. Moreover

EX () [ Fa] =0, (26)
and . )
BUXL NP 158 = Bt gl Qu) = V() @)
) ) ( H\/ﬁ)z >
where the random variable V,(f) is measurable w.r.t. H;" ; = F/|. Notice that
H <'7k 1 >
[ X ()] < \/— 2| fell and  pfl >1,

hence for any € > 0

EHX/fIL(f)F 1{|X,fl(f)| > 5} | ?ﬁi_l]

(i, 1)? (28)
<Ag o CIADTL e =Y5 ()
o USRIV
i
where the random variable Y,fo’s( f) is measurable w.r.t. 5[ | = Fi;.
Theorem 8.1. For any collection [ = (fo, f1, -+, fn) of bounded measurable functions
n N
=3 Y X)) = NO, WL (f))
k=0 i=1

in distribution as H T oo, with asymptotic variance

n

2
W(f) = % var(fo,mo) + Z Do 17 var(fi, Me) -

1 Pk
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Remark 8.2. Since the mapping f —— S (f) is linear (which incidentally implies that the mapping f ——
W, (f) is quadratic), the result of Theorem 8.1 is easily extended to any collection f = (fo, f1,---, fn) of d—
dimensional bounded measurable functions, using the Cramér—Wold device, and it follows from the structure of
the asymptotic variance that the random variables

Zon ZXIH ZX

are mutually independent, asymptotically as H T oco.

PrOOF OF THEOREM 8.1. It follows from (23) and (26), from (24) and (27), and from (25) and (28), that
the assumptions (16), (17) and (18) of Theorem 4.10 are satisfied, respectively. It follows from Theorem 3.4
and Lemma C.2 that (v/',,1) — (y,_1,1) and var(fx, i’ Qi) — var(f,n)) in probability as H 1 oo, for any
k=1,--- ,n. Therefore, it follows from Remark 3.1 that

= Ng' 1 NI (1)
SONAVEW = H_(;)o — var(fo, m0) + Y H;H k’% var( fi, pi 1 Qk)
k=1 k k

1 - :
— W, (f) = — var(fo,n0) +Z (1 Var(fk,nk) ,
k=1

Po
and
NH
oMY < IR
k=0 ro {\/—EQHfO” > e}
—~ NIy 12 (2 2
+3  OEL D @I
k=1 Pk {%2\\fkll>€}
— 0 ,
in probability as H T oo, and the proof follows from Theorem 4.10. O

PROOF OF THEOREM 3.7. For any bounded measurable function ¢, the following decomposition holds

n

<’77{L{ - ’7n7¢> = Z<7]€I - ’yllcqfl Rka Rk+1:n ¢> + <’Y(1)q - ’YO»Rlcn ¢>

k=1
Z<'7k: 1 1) gk (" — i1 Qk), Riren 8) + (90 (06" — 10), Rien 6)

k=1
Z’Yk: 17 _lika1Qkafk>+<77(€J—7707f0> )
where the collection f = (fo, f1,- -+, fn) of bounded measurable functions is defined by

fk(‘r) = gk(f) Rk+1:n ¢((E) ’
for any £k =0,1,--- ,n, with the convention R, 1., ® = ¢(x), for any x € E. Notice that

Ng'

(5 —mo, fo) = NH Zfo &) — (no, fo) ]

Ng'!

\/_ZXOZ 1_Hp0)<77(1)q_770af0>a
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and
H H H _ (i1 1) & i H
V=1 1) (' — H—1 Qi fr) = TNE D k(&) — (s Qs fi) ]
i=1
1 = H H NI? H H
= g 2D+ D (g ol =l Qs i)

for any k = 1,--- ,n. Taking the sum of both sides for k =0,1,--- ,n yields

n

VH (v = yn,¢) = SE(F) + e () + D 1) ef1(f)

k=1
where
H Ng' H
€0 (f):\/ﬁ(l_ H ) (Mo” — 1o, fo)
Po
and where
N

et (f) = VH (1~

H/)kH) <77]€I _/1’571 Qk?fk> ;

for any k = 1,--- ,n. Using the Cauchy—Schwartz inequality, it follows from (the proof of) Lemma 4.3 and from
the rough estimate of Lemma 4.2 that

NH
Elef' (f)] < VH {E|1 - H—Op0|2}1/2 {E|(ng" =m0, fo)* }'/2

1
< VH (wi+ ) wn go]l [ Ban 61

and in view of Remark 4.4 (i) and (ii)

NH
H/IZH 1 G Y2 AR — il Qus )P | ) Y2
k

E[lef (NI 9G14] < VH {E[]1 -

1
< VH (i + ) @ lgxl| | Ris1n ]l

for any kK =1,--- ,n, hence

EIVH (v =, 6) = S ()| <y [goll 1R &l + D B 1, DT lgkll | Ricg 1 @11
k=1

1
where W), = VH (v + E) wy is of order 1/v/H. Tt follows from the above discussion that

VH (v =y, 0) = SH(f) — 0,

in probability, and it follows from Theorem 4.10 that v H (v — 1, ¢) converges in distribution as H 1 oo to a
Gaussian random variable with zero mean and with variance

1 - _1,1)2
Wa(f) = 2 var(go 1,0 &,m0) + Z Wk;k> var(gi Ris1,n @,7)
k=1

which proves (12) with the expression given in (13) for the asymptotic variance. In view of Remark 3.8, this
finishes the proof of Theorem 3.7. O
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A  Proof of Theorem 4.7

PROOF OF THEOREM 4.7. For any H > 0, notice that

Nu g
1 X; Ve 1
ZH = 2 = ( /L
T Liow ~ g Lo Yo L ow -
= ag (SH + OH) ,
with N
VTH 1 LXK X 1 X
aH = <1, Omp= —— - . and Sy =
H vVHpg — H TH (; OH ; O'H) q Z
Notice that 1
VTH VTH
0<l—ay=1- <1- < ,
Y S R ToE S
where the straightforward estimate 1 — Ve < holds for any nonnegative real number = > 0, and
v+l

E[|Su| | 7] <1,

using the Cauchy—Schwartz inequality. Therefore, for any fixed real number u

xH
[exp{l\/— Z; i 31 7] — exp{—3 u?}

=E[exp{iuZy} | F'] — exp{-L u?}

= E[exp{iuZy} —exp{iuSy} | F]

H

U e X
N > i} | F7] — exp{—3 v’} .
j=1

+ E[exp{t

The last term can be controlled easily, using classical estimates in the central limit theorem for sums of i.i.d.
random variables. Moreover, for any B > 0 and any 0 < d < 1

E[| exp{iuZy} — exp{iuSy}]|| F]
Ellj0,| < By |expliuZu} —expliuSu}| | 7]
El110, > B} |expliuZu} —expliuSu}| | 5]
< lul (1 = an) E[|SH| | "] + am B) + 2P[|Ox| > B | 5]

N N
< |u| (e(rg) + B) + 2P[|Oy| > B, |—%X —1| < d | F7] + 2P[|—L — 1| > d | 7] ,
HpH HPH

and the second term can be controlled using the Kolmogorov maximal inequality, along the lines of the proof
of [8, Theorem 1.3.1].
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» For any fixed real number «

E[exp{iu Sy} | F7] = E[exp{i

Z ’}I"JrH (®n(u)™

by independence, where

o Efexpli 0y | g1
i) = Efexpli = 20} | 5]
does not depend on j =1,--- ,ry, and it follows from Lemma C.3 that
u? Juf? u?
) —(1-—)<ie = +R —
[Pa() = (1= 3 ) < e Xt Rurlo) =

for any ¢ > 0. Using the straightforward estimate |z" — y"| < r |z — y|, which holds for any integer r and for
any complex numbers x,y such that |z| < 1 and |y| < 1, yields
r L v, v 1 3 2
(@)™ — (= 5 )| < g @) — (1= 3 25) | < Eelul + Rig(e)u?
H H

Using the same estimate again and the straightforward estimate [e=* — (1 — z)| < % 22, which holds for any
nonnegative real number x > 0, yields
w2 u? 2 4
Jexpl=Fut} = (1= 4 ) | <rafexp{—} )~ (1§ o)< L
Combining the above estimates together and using the triangle inequality, yields

ut

|E[exp{iuSy} | 7] - exp{—%u2}| < %c|u|3 + Ry (c)u? + % E7 (30)

and on the good set {ryg > r}

4
. 8 u
|E[exp{iuSy} | F7] —exp{—3u?}| < tclul® + Ry(c)u® + L -

» Notice that N
INg —ru| < |Np — Hpu|+1< |H—H—1|H,0H+1 ,
PH

N
hence if |ﬁ —1] < d, then |[Ng —rg| < d(rg + 1)+ 1 = dy, and either rg — [dyg] < Ny < rg or
H

rg < Ng <rg + [dg|. Therefore, for any B >0 and any 0 < d < 1

Ny -
P[|Oy|> B, | -2 —1|<d|F
[|OH] |HpH | <d|57]

Ny
P Y A Z X\ By, 1N — vl < ]| 5]

LXE KX
<P max
ra—[da]<N<rg ]

]

N XH "
+P L Z > B F
SRS z 2| > By | 97

a

<

- B2y
<2d(7'H+1)+27
- B2TH
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using the Kolmogorov maximal inequality, and on the good set {rg >r} € FH

d(r+1)+2

Ng o
P B,|—/——-1]<d <2
[10u] > B |72 — 1 <d| 57 <2 S0

» Combining the above estimates, using the triangle inequality and taking B = d'/3, yields

Nu xXH

|E [eXP{Z\/— Z — }|9H ] —exp{—3 u’}|
§2.1{THér}JrRH(c)uerQFH(d)

4
1 3,14 1/3 d(r+1)+2

Taking d so that d — 0 and d?/3r — oo when r | oo, it is possible for any a > 0, to find r > 0 large enough,

¢ > 0 small enough, such that

d(r+1)+2

dz/3r <

a,

N

4
u
Leluf + 4 — lu| (e(r) + d*/3) + 4

in which case

Ng xXH
PH]E[eXp{ZV— Z — }\3"H ] —exp{—3u’}| > d]
<P2-1g, <0y + Ru(c)u* +2Fy(d) > 3 q]

which goes to zero as H 1 oo : this terminates the proof of (14).
To prove (15), notice that

HXH

Hpy o
VH X/ = — —cyZy,
NH ; Nu o VHpu ; om "

where
Hpg og d e O
cy=—— —— an = —,
Nu /pu VP

and where Zp is defined in (29), hence

2

Ny 2

) 1 u’o

E[exp{zuvHN—H E XJH}|3"H]—eXp{—% }
i=1

=E[exp{iucy Zy}] — exp{—21 u*?}

=Elexp{iucy Zn} — expliucZy} | F]

Ny xXH

[exp{z\/_ z; Y} | FH] —exp{—3u® P} .
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The last term goes to zero in L' as H 1 oo, using (14). Moreover, for any b > 0 and any 0 < d < 1

E|E[exp{iucy Zy} —expl{iucZy} | F7]|
< E|exp{iucy Zy} —expliucZy}|

< [ {|——i ‘—_1| }|exp{iucHZH}_eXp{iuCZH}H
Vor v =y 1S

+2P[|?—1|>d]+2p[ 282 sy,

Vo v

N
The last two terms go to zero as H | oo, by assumption and in view of Remark 4.9. Next, if |H7H —1| <d,
PH

then clearly | —1] < , and since
Ny —d

H H
ey e Hon om0 Hpm . oon om0

Na vorn o Na Dy T e

then it holds

] d—\Uerb
o P
1 — = —_——
a9 < ——1 <d e e Ry A
{ <b, | | < d}

VPH P PH

Therefore, using the straightforward estimate |e?* — e?*'| < min(|z — z/|,2) which holds for any real numbers
z, ', yields

E[1{| oH | | <) | exp{livey Zg} —exp{iucZy}|]
" 2 “H 1<
VPH AP PH
<E[1 12 <o 1 NE_y g min(|uf legr — ¢} [Znl,2)]
Jor = iy 1S
d-Z +b
<& min(ju] 2 |Zy],2)

hence using (14) yields

limsup E|E[exp{iucy Zi} — expl{iucZy} | F7]|
H7oo

< limsup E[1 | exp{iucy Zp} —exp{iucZy}|]
mee {2 - 2 < \ -1 <d}

VT

a2 +b
<Emin(ul " |7],2),

in view of Remark 4.8, where Z is a standard Gaussian r.v. (with zero mean and unit variance). Finally, using
the Lebesgue dominated convergence theorem, it follows that

E[exp{ivcy Zg} —expliucZg} | FH] — 0,

in L' as H 1 oo, since b > 0 and 0 < d < 1 are arbitrary : this terminates the proof of (15). O
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B Proof of Theorem 4.10

By definition, S is written as a double sum over generations with different random sizes : the idea is to rewrite
this as a single sum across all generations, and to use a central limit theorem for triangular arrays of martingale
increments [2, Theorem 2.8.42]. Notice that the i—th particle within the k—th generation can be associated in a
unique way with an integer p between 1 and o = N + ...+ N : clearly p;; = o/l | + i, and conversely the
random integers k, and ¢, are defined by

—; . oH Lo H
k, =inf{k >0 : o, > p} and ip =P~ O 1,
with the convention o/, = 0, or in other words k, = k and i, = i if and only if

ol +1<p=0of +i<of,

with 1 <i < N see Figure 1.

k—-th generation

H H H
O = 0p—1+ N;

Figure 1: The i—th particle within the k—th generation (above), seen as the p—th particle across all generations
(below)

For any £k =0,1,--- ,n and any integer ¢ > 1
{kpzk,ip:i}:{pzo,il +14,i < N} 63"15{1‘71 Cfﬂ?i )

since {p = o’ +i} € H{' | and {i < N}7} € F}I;_,, which allows to define the o-algebra G = F}! ; in the
usual way : by definition, A € G if and only if AN {k, = k,i, =i} € FI; for any k = 0,1,--- ,n and any
integer ¢+ > 1. Using this new labeling of the particle system yields

n N ol
H H H
Su =2 2 Xki=2 U
k=0 i=1 p=1
where the time changed random variable U;" = Xj7 ; 'is measurable w.r.t. G}, for any p = 1,--- ,o/! : indeed
for any Borel subset B, any kK =0,1,--- ,n and any integer i > 1

(U € BYn {ky = ki, =i} = {X{, € BYn{k, = k,i, =i} ,

hence {U)" € B} € G, since {X}"; € B} € F}!; and {k, = k,i, =i} € F}/,_,. Moreover, the random variable

o is a stopping time w.r.t. G = {95 ,p > 1} : indeed, for any integer p > 1, any kK = 0,1,--- ,n and any

n
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integer + > 1
{of =pyn{ky=k,i, =i} = {0 =pyn{p=o0, +i,1 <i <N/}

0, it k£ m,
{p=0cfl | +i}n{NI =i}, ifk=n,

hence {0 = p} € G since {p =o' | +i} € Hf' | and {N}T =i} € F[I,.
PRrROOF OF THEOREM 4.10. To apply Theorem 2.8.42 in [2] to

o
H
= Z Uy
p=1
H

where o, is a stopping time w.r.t. G = {9 , p > 1}, and where the random variable U, " is measurable w.r.t.
Sf for any p =1,--- , 0, the following three conditions have to be checked : a martlngale increment property,
the convergence of conditional variances, and a conditional Lindeberg condition. These three conditions follow
immediately from (19) and from

O'H
S EUF g =0,
p=1

O'H n

ZE“U;{P | 9571] = ZN,fI V/ﬁ) )

p=1 k=0

and .
- H~H,
ZElU |UH|>5}‘917 1]_2]\7’c Yio s

k=0

which follow from (16), (17) and (18) respectively, using properties of the past o—algebra G/ |, see Lemmas B.1
and B.2 below, and using the preservation of the martingale property under time change, see Lemma B.3 below.
Indeed, it follows from Lemma B.3 and from (16), that

E[U," | §L1] =0,
for any integer p > 1, hence
O'H
> _EU[80,]=0.
p=1
Similarly, it follows from Corollary B.4 and from (17), that
E[|U, 190 = Vilo .

for any integer p > 1, hence

ol ol n ol
SCE[USP S ka’:,o > Z Vk’Z,OfZNmo,
p=1 k=0 p= af .1

since k, = k if oL | +1 < p < of. Finally, it follows from Corollary B.5 and from (18), that
H,e
EHU | {|UH| >€}|9p 1] Yk 00
for any integer p > 1 and any ¢ > 0, hence
H, H, H,
ICTETTIINTTNE R oD R TR o AT
k=0 p= a’k L1 k=0

since k, =kifof | +1<p<of. a
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Lemma B.1. If A € 9;{1, then AN{k, =k,i, =i} € 9151,1‘—1 for any k=0,1,--- ,n and any integer i > 1.
PrOOF. Recall that k, = k and i, = 7 if and only if

a,?_l—klgpzaf_l—kigaf ,
with 1 <i < NH : either i = 1, in which case

{kp =k ip =i} ={kp-1 =k —Lip1 = Ny}

or else ¢ > 2, in which case
{kp =k,ip = i} = {kp—l =kyip1=1i— 1}.
Then for any A € G/, either i = 1, in which case
An{ky=kyip =1} =A0{kp1 =k —Lip1 = NJL} €T, vn =50,
or else ¢ > 2, in which case
An{ky =kyip =i} = AN{kp_1 = k,ip_1 =i— 1} € F, |
and in both cases AN {k, = k,i, =i} € Ff, . O

Lemma B.2. If for any k =0,1,--- ,n the random variable F}, is measurable w.r.t. 3"}30, then for any integer
p > 1, the time changed random variable G, = F},, is measurable w.r.t. 9;{1.

Proor. Conversely, k,_1 = k and i,_; = ¢ if and only if
ol tl<p-l=ol,+i<of,
with 1 <i < NH : either i = N}!, in which case
{kpy = kyip_y =i} ={ky =k +1,i, =1},
or else i < NH — 1, in which case
{kpy =kyipy =i} ={ky=kh,i,=i+1}.
Then, for any Borel subset B

(G, e BYyN{ky_1 =k,i,_ 1 =i,i =N}
={Fy, € Byn{k, =k +1,i,=1,i= N/}
={Frr1 € BYn{k, =k+1,i, =1} n{i=NT} e 7,

since both {Fyy1 € B} € L, o =Ff yand {ky =k +1,i, =1} e FL (= F/
: N} :

K NH and alternatively

{Gp e By {ky_y =k,ipy =i,i <N -1}
={F, € Byn{k, =k,i,=i+1,i < NI -1}

={F,eByn{k,=k,i,=i+1}n{i <N -1} eF},,

since {Fy. € B} € 51, c 5, {ky = k,ip =i+ 1} € Fl; and {i < N}T — 1} € F/;,. Combining these two cases
yields {G), € B} N {ky_1 = k,i,_1 = i} € F};, hence {G, € B} € §]' . O
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32 F. Le Gland & N. Oudjane

Lemma B.3. If for any k =0,1,--- ,n and any integer i > 1
E[Fk,z‘ | 51?,1’—1] =0,
then for any integer p > 1, the time changed random variable G, = F}, ; satisfies
E[G, | $7,] =0
Corollary B.4. If for any k =0,1,--- ,n and any integer i > 1
E[Fk,i | 551—1] = ﬁzfl s

where the random variable ﬁ,f is measurable w.r.t. 5’,’;{0, then for any integer p > 1, the time changed random
variables G, = Fy, ;, and Gl = ﬁlg satisfy

E(G, | G511 = G,

p

ProoOF. Notice that R
E[Fp: — B [ F4] =0,

under the assumption, and it follows from Lemma B.3 above that
E[G, - G} | $;4] =0,

or equivalently

E[G, | §1 || =Gl

H

since Gf is measurable w.r.t. 9p_1, in view of Lemma B.2. O

Corollary B.5. If for any k =0,1,--- ,n and any integer i > 1
Fk:,i < F]?; ’
where the random variable F} is measurable w.r.t. ‘3"}30, then for any integer p > 1, the time changed random
variables Gp = Fy, i, and G; = Fy = satisfy
EIG, | $54] < ) .

PRrRoOOF. Notice that
E[max(Fy; — F{,0) | F5_ 4] =0,

since max(Fy; — Fy',0) = 0 under the assumption, and it follows from Lemma B.3 above that
E[max(G, — G3,0) | § ] =0,
hence using the Jensen inequality yields
max(E[G, — G5 | S2,,00=0 ie. E[G,-G5|S7 ]<0,
or equivalently

EG, | $7,] <Gy,

H

since G, is measurable w.r.t. G, ;, in view of Lemma B.2. O

PRrROOF OF LEMMA B.3. First, recall the following identity

NAM

> Nr—iy = > YN zipl{r=i

i=1 4
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which is easily obtained using summation by parts. For any A € G |, and any integer M > 1

p—1»

NEAM

ElGy14 Z 1{kp =k} Z l{zp = Z}

n M
=BG A 2 Nk = k) 2 g 2 iy iy = 1)

M

BlGoIAn {hy, = kyip = i} NI > i)

i=1

Il
M- M-
o

I
-

ElFvilaon{k, = k,i, =i} Lintt > i}] '

b
Il
o

K2

Notice that AN {k, =k,i, =i} € ?ﬁi_l in view of Lemma B.1 and {N} > i} € ff'",gi_l, hence
ElFwilan {k, = k,i, =i} 1{sz1 > z’}]

H _
=E[E[Fk, | Fy;—1] Lgn {kp =k, i, =1} l{N,fI > z}} =0

under the assumption, and
NEAM

E[G)14 Zl{k — k) Z L, =il =0,
or equivalently
NEAM NEAM

G+1Azl{k — k) Z L, =iy =EIG, 1Azl{k — ) Z L, =)

where G} = max(G),0) and G, = max(—G),0). Finally, using the monotone convergence theorem yields

n N
E[Gy14] = ElG; 14 kzol{k,, — &} z; L, = i)
NEAM
= Jim E[Gy 1Azl{k = k} Z ip = i}]
NEAM
= Jlim E[G} 14 Zl{k — k) Z L, = iy
n NH
= E[G, 14 kzol{kp _ ;1{% — ) =ElG, 14],
or equivalently E[G) 1 4] = 0, hence E[G,, | G ] =0, since A € §/T | is arbitrary. O

C Appendix

Lemma C.1. Let A be a nonnegative measurable function, let i1 be a probability measure, and let a > 0. Then
{p,e=*™) < 1 if and only if (u, A) > 0.

PROOF. Introducing the measurable set A = {z : A(z) > 0}, it holds

efaA _ efaA(z) ) = T efaA(a:) ) =1 — 7670,A(a:) -
(e ) /E (dz) /E\Au(dH/A u(dz) = 1 /A“ | u(dz) |
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34 F. Le Gland & N. Oudjane

and since the integrand [1 — e~¢A(®)] is positive on the set A, then (u,e~**) = 1 if and only if u(A) = 0.
Similarly
) = [ Aa) i) = [ Ao i)
E A
and since the integrand A(x) is positive on the set A, then (u, A) = 0 if and only if u(A) = 0. O

Lemma C.2. For any bounded measurable function ¢, and any (possibly random) probability distributions u, p’

sup Elvar(¢,p') — var(¢, )] <3 sup E[(4 —p, )] .
o+ loll=1 ¢+ llll=1

ProOF. The following decomposition holds

var(¢, ') — var(¢, 1) = (' — i, |81*) + 2 (' — p, @) (3 (W + ), 0)

hence
var(¢, i) — var(p, p)| < [ (' — p, |61) [+ 2]l | (1 — 1, 9) | - O

Lemma C.3. Let Y be a random variable with zero mean and covariance s>. For any ¢ > 0 and for any real
number u
[Elexp{iuY}) — (1 - 5u®s))[ < ges® [u’ +E[1gy| 5 o V] u? .

PRrROOF. From the Taylor expansion

1 1
e”"zl—!—ix—/(I—A)xQe“‘zd)\zl—&—ix—%xz—/(1—)\)x2[e”‘x—1]d/\,
0 0

and from the estimate

1

[a (1—)\))\d/\]x2:éaacz7 if |z| < q,

1
|/ (1—X) 2?2 [ —1]d)\| <
0 1
[2/(1—)\)d)\]x2:x2, if |z| > a,
0
which both hold for any real number z, it follows
e’ — (1+iz—12?)| < %amQ—i—l{‘xl >a}x2 ,
hence, taking a = c|u|

Elexp{iuY}] — (1 - 2u*s®)| < Elexp{iuY}— (1—$u*|Y]*)|

IA

tes® uf? +]E[1{|Y| > ¢} [V[?] u? . O
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