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Résumé

Ce rapport technique rassemble divers documents constituant la documentation
du Calcul des Constructions, dans sa version 4.10.

Abstract

This document is a collection of papers gathered as a documentation guide for the
Calculus of Constructions, in its version 4.10. It contains:

An article “Meta-mathematical investigations of a Calculus of Construc-
tions”, by Thierry Coquand, which describes theoretical results about various
versions of the calculus.

An article “Extracting Fuw’s Programs from Proofs in the Calculus of Con-
structions”, by Christine Paulin-Mohring, which describes the computational
interpretation of the calculus, and its use as a program extractor.

An article “The Constructive Engine”, by Gérard Huet, which describes a
simplified version of the implementation.

A technical note “The Vernacular Syllabus”, by Gilles Dowek, describing the
language of the user interface. ’

A technical note “Inductive Definitions in the Calculus of Constructions”, by
Christine Paulin-Mohring, describing how to define inductive notions in the
vernacular.

A technical note “The Tactics Theorem Prover”, by Thierry Coquand, ex-
plaining how to develop proofs with computer assistance.

A technical note “A short user’s guide for the Constructions Version 4.10”,
by Gérard Huet. ’

A library of commented examples.



How to read this document

If you are interested in the basic theory, read the first two articles. If you are
interested in using the system, read first the short user guide, then the vernacular
syllabus and the theorem-prover guide. Try out examples from the library, then de-
velop your own. If you are interested in the implementation, read the constructive
engine paper.

The Calculus of Constructions implementation is available free of charge for
universities and public research centers. Send requests to huet@inria.inria.fr. In
order to run the system, you need CAML version 2.6. Send requests for CAML to
chenetier@ilog.fr.



Metamathematical Investigations of a Calculus of
Constructions

Thierry Coquand

INRIA

Introduction

In this paper, we present a theory of constructions for higher-order intuitionistic
logic. The original inspirations were Martin-Lof Intuitionistic Theory of Types,
Girard’s system Fw, de Bruijn’s Automath, and some ideas of Huet about a higher-
order notion of Horn clauses. A first version of this calculus appeared in [17} and
an early implementation, written by G. Huet in CAML, is presented in [20,21].

After general motivations, we give a formal presentation of the present system
of constructions. We present a skectch of different semantics. The third part is a
survey of the main properties of this calculus (and connections with other logics).
Finally, we discuss some possible extensions.

1 Informal motivation

A first attempt at formulating a system aiming at a representation of the full
intuitionistic theory of finite types was Martin-Lof’s first version of his theory of
types [58). However, this theory was based on the strongly impredicative axiom
that there is a type of all types, and this assumption was shown to be inconsistent
by J.-Y. Girard [30]. This discovery led Martin-Lof to formulate theories that
do not contain any more intuitionistic simple type theory. We will present here a
version of type theory that expresses naturally Heyting’s semantics of intuitionistic
higher-order logic.

Let us recall first what were Martin-Lof’s motivation for having a type of all

types. Three principles entail this idea. \

o we wanl quantification over predicates and propositions,

o [assell’s doctrine of types: the range of sienificance of a propositional fune-

Liou forms a type,
o the identification of propositions and types.

indecd, by the first and second points, the collection of all propositions must
form a type. If propositions and types are identified, then this type is also the type
ol all types.

The idea here will be to keep the first and the second principles. but to restrict
the third point. We retain only the idea that 1o cach proposition corresponds a
cevtain type. namely, the type of its proofs,




A proposition will be characterised by the way it can be proved. T'he proofs of a
given proposition are to be considered as mathematical objects (ef. the “proof-as.
objects” paradigm ot [10]), and they must form a type, which is the type of proofs
of the given proposition. 'Fo any pro‘pnsit.i(m w is thus associated the “Lype” of its
proofs T(y). Furthermore, the possibility of doing quantification over propositions,
predicates, forces the introduction a type Prop of propositions. lleyting’s semantics
of the universal quantification can then be expressed by: il 4 is a type, ¢ a
propositional function over A, that is an object of type A—Prop, to give a proof
of the proposition (Va : A)p(z) is to give a function f such that for any object a
of type A, f(a) is a proof of p(a). Thus, T((Vz : A)p(z)) has to be isomorphic to
the product (z : A)T(y(z)) of the dependent family of type T(p(2)) over A.

Let us define ¢o=>1 as (Vz : T(p))¥. A quick study of the type system we
get shows that it contains the second-order calculus of Girard-Reynolds. For
example, the generic identity will be the term (AA : Prop)(Az : T(A4))z of type
(A:Prop)T(A)—T(A). It contains also naturally an intuitionistic version of simple
type theory [13].

The nice point is that we do not need to state any further axioms or deduction
rules. The logic becomes simply the expression of the fact that a proposition is
true if, and only if, its corresponding type of proofs is inhabited.

We have thus extended Howard’s theory of construction to an intuitionistic
version of higher-order logic [43,13]. In particular, this system leads to some new
facts about the interpretation of the connector 3, problem mentioned in {43], and
will allow us to discuss the problem of semantics of evidence of classical second-
order logic.

2 The system (terms and typing rules)

2.1 Formal presentation

The terms have the following inductive structure.

1. identifiers,
. the special constant Prop,

. typed abstractions (Az : M)N and hypothetical formation (Az: M)N,

= W N

. product, that we shall write (z : M)N, where M and N are terms, and
universal quantification (Vz: M)N,

5. application M(N) and instantiation app(M, N) where M and N are terms.

6. type formation T(M), where M is a term.

We adopt the following notations: we write M(M,, ..., My) for M(My)...(M,).
If the variable z does not appear free in N, we write (M)N for (z:M)N 1.

!We have to say a word about the problem of bound variables. We propose the following
solution: use De Bruijn indexes (cf. [8]) for bound variables, but keep identifiers for free variables
as in [18].



An assignment, or contest is a list of pairs (z,1) where ¢ is a term, and z
an identifier. We shall write V(B) for the set of identifiers which appear in an
assignment B. We define the following ordering relation on assignments: B C B’
which means that if (z,t) appears in B, then it appears in B’ (i.e. the set which
corresponds to B is a subset of the one which corresponds to B").

We define simultaneously what is a valid assignment, and when a term M is
well-formed in an assignment B of type N, relation which is written M : N [B].
If z € V(B), we denote by B the term such that (z, B;) appears in B, and that
is the first occurrence in the list B of the form (z,t). It should be noted that
the definition of the entailment relation that follows is an instance of an inductive
definition. It is a calculus of derivations of judgements of the three possible forms
B is valid, T type [B] and M : T [B].

2.2 Type Inference Rules

We have first the axiom Prop type [B], if B is a valid assignment. The second
axiom is that z : By [B], if B is valid, and z is an identifier which appears in B.
We have then the rule of context formation.

M type [B]
B,z : M isvalid

In this rule, we must impose on z that it is an identifier which does not appear
in B, and B may be empty.

M type [B] N type [B,z: M]
(z:M)N type [B]
@ : Prop [B]
T(¢) type [B]
Ptype [B] Qtype[B,z:P] t:Q[B,z:P]
(Az : P)t: (z: P)Q [B]
M type [B] ¢ :Prop [B,z: M]
(Vz : M)p : Prop [B] ¢
Atype [B] @ :Prop[B,z:A] b:T(p)[B,z:A]
Az : Ab:T((Vz : A)p) [B]
Atype [B] Ptype[B,z:A] c:(z:A)P[B] a:A|[B]
c(a) : [a/z]P [B]
A type [B] ¢ :Prop[B,z:A] t:T((Vz:A)p)[B] a:A|[B]
app(t,a) : T([a/z]e) [B]
t:P[B] P=Q|[B]
t:Q [B]
Here the equality used in P = @ [B] is -conversion, which can be defined
directly at a syntactic level on the raw terms. The need for conversion rules is for
instance explained in [61,83].

We can define as well S-reduction, and then prove it is Church-Rosser by Tait’s
method (see [58]). This is used in the proof of the next result.
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Lemma: (uniqueness of products) if (Vz : A1)p1 = (Vz : A2)p2 : Prop [B] then
Ay = A [B] and ¢y = o : Prop [B,z : Aq].

The following propositions are proved by induction. The meta-variables E, E/, ...
will be used to denote arbitrary judgements.

Proposition 1: If B, B’ are valid, B C B’, E [B] then F [B'].
This allows us to consider assignment as sets, and not as lists.

Proposition 2: If M : P [B], then P type [B].

Proposition 3: If M : P [B],and"M = N : P [B], then N : P [B].
Proposition 4: If M : P [B], M : Q [B] then P = Q [B).

From this, we derive that any judgement has at most one derivation, if we
identify terms up to 3-conversion.

‘This expresses the “uniqueness” of types of a well-formed term (though this
uniqueness is only modulo conversion).

Definition 3: Let B be a valid assignment, a type (of B) is a term M in B such
that M type [B]. A proposition of B is a term ¢ such that ¢ : Prop [B]. A small
type is a type of proofs of some proposition, that is a type of the form T(¢), with
¢ : Prop. If ¢ is a proposition of B, a proofof ¢is a term M such that M : T(¢) [B],
and we say that ¢ is true or valid in B if, and only if, ¢ has a proof.

One may think of Prop as a type of names of small types. Notice that the
small types are intuitively closed by product over families of small types. If A4 is
a type, and B : (A)Prop, that is B is a family over A of names of small types,
then the product (z : A)T(B(z)) is intensionally isomorphic to the small type
T(Vz : A.B(z)). It should then be clear from this remark in what way our system
contains the second-order A-calculus of Girard-Reynolds.

Let us give some examples to illustrate this point. We write Void for (Vo :
Prop)a, so that Void : Prop (and we shall see that T(Void) is indeed empty). We
define p—1) as being (Vz : T(p)), so that p—1 : Prop if ¢ : Prop and % : Prop.
We write Unit for (Va : Prop)a—a, so that Unit : Prop (and it is possible to show
that the only element of type T(Unit) is id = (Aa : Prop)(Az : T(a))z, that is, the
polymorphic identity).

Finally, the following notion is the expression of intuitionistic consistency.

Definition 4 We say that a valid context B is consistent if, and only if there exists
a proposition ¢ in B which is not provable in B.

2.3 Some syntactic remarks

As we noticed already, our presentation is not minimal, and we have to relate it
to the more concise presentations of [17,20] (see below). Mainly since the work of
[86,78], we understand better the fact that we can present typed calculus in so many
different ways. The important distinction is between derivations and judgemeni. A
sound requirement for a calculus is that any judgement has at most one derivation.



This is the case here, provided we identify terms up to J3-conversion, and this was
also the case for the formalisms presented in [17,20].

Furthermore, the calculus presented here is more explicit than the one in {17,20],
so that there is a “forgetting map” between derivations in the present version in
derivations of [17,20). It is then possible to define by induction on the derivations a
“gection” of this forgetting map which is an interpretation of the implicit calculi in
the explicit system, and this defines as well an interpretation of implicit judgement
in explicit judgements. The best way to give a semantics of the implicit calculi, is
then first to define a syntactic interpretation of the implicit calculi in the explicit
calculus, and then the semantics of the explicit calculus. See [86] for details. There
 are potential problems if we take untyped A-abstraction (see the examples in [78]).

Notice that the Church-Rosser property plays a crucial role when we prove
that any judgement has at most one derivation (in the uniqueness of products
lemma above). All the troubles come because our syntax for terms is still not
explicit enough. In general as explained in [86], the terms have to be still more
explicit, i.e. we have to put explicitly types in the application. The syntax may
even be made explicit in such a way that terms become identical to derivations,
up to conversions [78]. Of course, the syntax becomes then more cumbersome,
since the application becomes now something like app(A, Az : A.B,t,u). However,
for theoretical study, this calculus has to be preferred, and the Church-Rosser
property is not needed any more at this level. It will be needed when we try to
translate from the implicit system in the explicit one, since we give a translation of
derivations, and the Church-Rosser property seems then crucial to establish. that
a given judgement has at most one derivation, see [86].

Whenever there is no possible confusion, we write ¢ for T(p) if ¢ : Prop,
and we identify the two A-abstractions and the two applications. We will use
the alternative notation A— B for (A)B, with A, B types, and p=1 for (Vz :
T())T (%), with ¢, : Prop. We consider also informally that Prop is included in
the collection of types, so that we can talk of a small type for something which is of
type Prop. There is a similar “abus de langage” in category theory with the notion
of small complete category (see [41]). A final remark: the work of [86,78] may be
seen as an indication that all these “abus de langage” are more subtle than they
seem, and need a careful meta-mathematical study. Essentially, the problem is
that when we use such facilities, we are working in an implicit system in which the
uniqueness property of derivations w.r.t. judgements may fail. We will however
not carry this discussion any longer here, and limit ourselves to indicating this
difficulty.

Thus, we suppose that we are working with the simplified system: first B+ z :
B, and Prop type [B] if B is valid, and

A type [B] A : Prop [B]
B,z:A isvalid B,z:A isvalid
P type [B,z : A] P :Prop [B,z: A]
(z: AYP type [B] (z: A)P: Prop [B]
M : P [B,z: A] N:(z:A)P[B) M:A|[B]
Az : AM :(z: A)P [B] N(M):[M]z]P [B]

o



M:P[B) Qtype[B] P=3Q M:P[B] Q:Prop[B] P=40Q
M :Q [B] M : Q [B]

As explained above, there is a syntactic translation of this calculus into the
more explicit calculus, built by induction on the derivation. This justifies to use
the more explicit version when we give the semantics, and to use (and implement)
the more implicit version in the examples.

We have just seen that we can think of Prop as a collection of small types. The
type Prop can thus be thought of as a “universe” of Martin-Lof type theory. The
essential difference here is that this universe is closed under any products, not only
products over small types. For instance, (X : Prop)X is still a small type. The
meaning of (X :Prop)X involves a typical circularity: it is an object of type Prop
but also defined by a quantification over Prop (see [76]). In particular, we cannot
think of small types as sets ([75]).

Despite this fact, we have, by a suitable generalisation of Girard’s argument

[30,17,48].

Proposition 5: The calculus of constructions is strongly normalisable.
Corollary: the judgements B is valid, P type [B], M : P [B] are decidable.

See the arguments of [58] for a proof of the corollary.
It is possible to define a system in which we restrict the product formation only
for a family of small types only over a small types. The axiom for V becomes then

M : Prop [B] ¢ : Prop[B,z: M]
(Vz : T(M))p : Prop [B]
A:Prop [B] ¢:Prop[B,z:T(A)] b:(z:T(A)T(p) [B]
A() : T((Yz : T(A))y) [B]
The system we get is then very close to some Automath systems [7,36].
We will need also the following examples (see [6,20]), given in the implicit
syntax.

L = (A:Prop)A
-(A) = A—L [A:Prop]
Bool = (A:Prop)A—A—A
true = AA:Prop.Az,y:A.x

false = MA:Prop.Az,y:Ay
Nat = (A:Prop)A—(A—A)—A
0 = AA:Prop.Az:AMNf:A—-Ax
S = An:Nat.AA:Prop.dz:AAf:A—A.f(n(A,z, f))
Eq(A,z,y) = (P:A—Prop)P(y)=P(z) [A type,z,y: A]
AxB = (C:Prop)(A—B—C)—C [A,B :Prop]
(z,y) AC :Prop.Az: A—B—C.2(C,z,y) [A,B :Prop,z:A,y: B]
m(z) = z(A,Az:ANy:B.z) [A,B:Prop,z: A x B]
mo(2) = 2(B,Az:ANy:B.y) [A,B:Prop,z: AXx B]



2.4 Relationship with Automath languages

It turns out that the calculus presented here is mainly equivalent to the Automath
version of [7] but where we allow quantification over (De Bruijn notion of) “type” as
well, and this possibility was actually considered by De Bruijn (in the section 12.6).
. What follows shows the (maybe) surprising result that we still get a meaningful
calculus by allowing this quantification (see also [9]).

A difference is that we did not take n-conversion. However, as noticed in [39],
we have the following result:

Proposition: if Ay : A.M(y): T [B] and y is not freein M, then M : T [B].

For a more precise comparison between all the different systems: Automath,
LF, second-order A-calculus, -- we refer to [4].

3 Semantics

We present now a few semantics of the calculus. Besides proving consistency
and suggesting some extensions, a semantics may be useful in order to establish
independence results. These semantics are defined first for the system with the
explicit syntax, and then, by composition of the translation from the implicit
syntax to the explicit syntax.

3.1 Proof-irrelevance semantics

A first semantics consists in a classical reading of our rules, which forgets every-
thing about proofs. Types are interpreted as Zermelo-Fraenkel sets, and Prop is
_interpreted as the two element set {0,1}. Let T(0) be the empty set, and T(1)
be one singleton set. Furthermore, the product, the A-abstraction, the application
are interpreted as the ordinary set-theoretic product, function formation and ap-
plication. Finally, if A is a type, and ¢ : A—Prop (Vz : A)p(z) is interpreted as
1 if, and only if, [¢](u) is 1 for every u € [A]. In this semantics, T(Vz : A.p(2))
will not coincide in general with (z: A)T(¢(z)). They are in general only sets in
one-to-one correspondance (and this justifies the choice of the explicit system).
Notice a subtle point. When we define precisely this semantics, it is given by
induction on the derivation. So the crucial property that judgements have at most
one derivation is needed here. Notice that this argument does not work with a less
explicit syntax, for instance in general if we use untyped A-abstraction, or if we
don’t use the operators T(X) (see [78]). See [86] for a solution to the problem of
the semantics of the present calculus with untyped abstraction. '
This semantics, however simple it is (it can be seen as a higher-order generalisa-
tion of the truth-table methods), shows the consistency of our calculus. Indeed, the
interpretation of (Ve : Prop)a is 0, and hence the type (« : Prop)T(a) cannot be
inhabited. This was actually the method used by Gentzen [28] in order to establish
the consistency of the simple theory of types. It is completely elementary, that is,
it is “finitist” in the sense of Hilbert and can be carried out formally in a logically
weak system (for instance, primitive recursive arithmetic). A similar semantics
has been used by [84] in order to prove that we cannot derive all Peano axioms



in Martin-Lof intuitionistic theory of types without universes. In our case too, we
can use this semantics in order to show that the proposition Eq(Bool, true, false)=:L
is not inhabited.

The fact that there exist elementary consistency proofs has to be contrasted
with the normalisation theorem, which cannot have an elementary proof. This
can be understood intuitively: the normalisation theorem will entail not only the
consistency of the pure calculus, that is the consistency of the empty context, but
also the consistency of non trivial contexts.

As an example, let us consider a context which expresses the “axiom of infinity”.
It is the context Inf declaring one small type A : Prop, one constant and one
unary operation @ : A,f : A— A, one binary relation transitive and antireflexive
R : A—»A—Prop,hy : (z: A)R(z,z)==L,he : (z,y,2: A)R(z,y)=>R(y, 2)= R(z, 2)
with the hypothesis hs : (z:A)R(z, f(z)).

Proposition: Inf is consistent.

Proof: Using the normalisation theorem, a purely combinatorial argument can be given.
We claim that in the context Inf, by induction on the size of the construction in normal
form M, if M has for type a proposition R(u,v), then u = f*(a),v = f?(a) with n < p, and
if M is of type A, then M is of the form f™(a). Indeed, by induction, such a construction
will never use h;. i

It results that in the context Inf, R(f"(a), f*(a)) is provable only if n < p (conversely,
if n < p, R(f™(a), f?(a)) is provable). In particular, at least one proposition is not provable

and so Inf is consistent.

Heuristically at least, this says that in the context Inf, we can define an infinity
of “provably” distinct elements that are a, f(a), f(f(a)),---. Formally, we can
follow the development of arithmetic as done in [77] where an integer is interpreted
as a class of classes over A. It is possible to do such a construction over an arbitrary
type, but we cannot in the general case get all Peano axioms, in particular not
the axiom that zero differs from a successor, and the axiom that the successor
operation is one-to-one. In the context Inf and over the type A, all Peano axioms
are provable (see [3] where such a development is done in a classical framework,
and from which is inspired the context Inf). This shows, in an elementary way,
. that the normalisation theorem implies the consistency of higher-order classical
arithmetic, and so, by G6del’s theorem, that the normalisation theorem cannot be
proved by means of higher-order arithmetic.

Remark: what we have used here (and is thus not elementary provable) is the
result a priori weaker than normalisation that if a small type is inhabited, then it
is inhabited by a term in normal form. As noticed in another framework by Kreisel
[32], this last result may become elementary inside a context. For instance, in any
context which contains z : (A:Prop)A— A, one direct inductive argument shows
that any inhabited small type is inhabited by a term in normal form. We can use
the variable z to “freeze” the redexes.



3.2 Realisability semantics

A more informative semantics is the realisability semantics. The basic idea behind
these models is quite natural: consider this language really as a programming lan-
guage. At compile time, we forget any type information to get a untyped program.
This suggests to start with an untyped universe of combinatory expressions (the
“programs”) and to interpret a type as a set of such programs.

All this can be formalised. We take for the universe of untyped programs the
set U of untyped A-terms. A small type is interpreted as a subset of U (closed under
‘B-conversion), and an element of a small type is interpreted by the corresponding
untyped A-term we get by forgetting all type informations. The “big” products
over a type of a family of small types is interpreted by intersection (here we use
impredicativity of set theory: an arbitrary intersection of a family of subsets of a
given set is still a subset of this set!). Finally, a product (z: A)B(z) over a small set
A is interpreted as the set of A-terms ¢ such that, if v € [A] then #(u) € [B(2)][z/u]
(see [21] for the details, this can be seen as a realisability interpretation of the
constructions). For a generic example, AA : Prop.Az : A.z is interpreted by Az.z
and its type (A : Prop)(A)A is interpreted as the set of A-terms t such that, for
any subset A of U (closed under S-conversion), if u is in A, then ¢(u) € A. This is
indeed the case for t = Az.z. '

This model can be used in order to show the consistency of some extensions
of the original calculus. For instance, one may want to add a small type n : Prop,

define N = T(n), together with one constant O : N, and one unary operation |

S : (N)N. We also add a recursive operator rec : (P : (N)Prop)P(0)—((z :
N)P(z)—P(S(z)))—(z:N)P(x) with the new conversion rules

rec(P,a, f)(O)=a rec(P,a, f)(S(z)) = f(z,rec(P,a, f)(z)).

It is possible to interpret this extension in the realisability model (but this was
already possible, in a trivial way, in the proof-irrelevance model). The simplest way
to see it is to add primitive operations to the “untyped programming languages”
(i.e. to extend U with appropriate constants and é rules). Furthermore, in this
model, we can check that all Peano axioms are satisfied (and this does not hold in
the proof-irrelevance model, where for instance Eq(N, 0, §(0))=:L is not provable).
Hence, we have shown the consistency of the extension of the pure calculus with
Peano axioms.

We get a “more mathematically civilised” presentation of this model by using
the notion of D-set of E. Moggi. Intuitively, we start with an arbitrary combinatory
algebra D instead of the combinatory algebra of untyped A-terms, and we take
partial equivalence relation instead of arbitrary subsets (see [86,25]).

This semantics has been generalised to universes in [55].

Finally, let us mention that interesting independence results have been ob-
tained by T. Streicher using variations of the realisability models, for building, for
instance, models without strong sums of families of small types over a small type

[86).

3.3 Model in domain theory

Domain theory has been developped in order to give a semantics of simply typed
A-calculus with fixed-point [80] (and it was realised later that it could be used also



to give a semantics of untyped A-calculus). It is then natural to try to extend
this semantics to a non-standard model of a richer type theory, for instance the
present theory of constructions, by interpreting a type as a domain. We get the
interpretation of a family of types via the remark that there is a natural notion of
“approximations” between domains: the embedding-projection pairs. We can thus
define a “dependent domain” over a fixed domain D as a Scott-continuous (that is
preserving directed colimits) functor from D, seen as a category, into the category
DomEF, of domains with embedding-projection pairs as morphisms.

We get in this way an interpretation of type theory with products over depen-
dent families. Notice that in this interpretation, any type is inhabited (at least by
1). The main problem is the interpretation of Prop and V. An obvious candidate
for Prop seems to be the “flat” domain Bool . Over an infinite set o however the
universal quantification V : (a— Prop)— Prop is not “continuous”: the computa-
tion of V(f) uses an infinity of values of f, and thus we cannot use Bool, as an
interpretation of Prop.

3.3.1 Domain of domains

A first solution to this problem has been given by D. Scott [63,82], using the no-
tion of closures, following a suggestion of P. Hancock and P. Martin-L6f. Another
solution using finitary projections has been found [1]. The rough idea is that every-
thing is interpreted as a point of some “big” domain. The main drawback of these
models is that they interpret a richer theory which is known to be “inconsistent”
as a type theory, since there is a type of all types. Furthermore, these models are
“not canonical” in the choice of the “big” domain to start with. However, direct
generalisations are very convenient for showing the equational consistency of var-
ious extensions of the present calculus (strong sums, recursive types, - - see [12]).
This seems to indicate that there is nothing wrong with having a type of all types
in a programming language which contains already a fixed-point operator [11].
However, what is missing here is an adequacy theorem that relates the operational
and denotational semantics (like the one proved in [73] for the language PCF),
which is a priori problematic, since the method used ordinary for proving these
results is similar to the reducibility method used in the proof of normalisation, and
we know that a calculus with a type of all types does not verify the normalisation
property [30,64,18,45].

3.3.2 Category of domains

As discovered by J.Y. Girard [31], it is possible to interpret polymorphism in a
model where the interpretation of a type is an arbitrary domain (and not as a
point of a special “big” domain), so that we get really a “canonical” model of type
theory in domain theory. Quite naturally, a dependent family of domains over all
domains is interpreted as a continuous functor from DomZF to DomEF. Girard
used in [31] a somewhat non-standard notion of domain and morphisms between
these domains, but in [22], it is shown that his semantics of the product of a functor
F is nothing but the domain of sections of the Grothendieck cofibration of F’, that
is the domain of all continuous (and stable) family (tx) such that tx € F(X) (see
[22,65]). From this remark it is possible to develop a model similar to Girard’s
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. one, but with ordinary Scott-domains and continuous maps [22]. What is crucial
in these models is that any domain is a directed colimit of finite domains.

The general picture that emerges from the study of this family of models is
then that a small type is interpreted as a domain, and a type in general will
be interpreted as a category, which shares a lot of properties of domains, but
at a categorical level [19]. Typically, the category of domains with embedding-
projection pairs as morphisms is such a category (and is the interpretation DomZP
of the large type Prop), but also the category of Scott-continuous functors (that
is, functors that preserve filtered colimits). All these categories C' will have the
property that for any Scott-continuous functor F' from C to Dom®F, the collection
of its continuous sections ty € F(X) is a domain for the pointwise ordering. This
has been done in details for Fw in [23], with complete algebraic lattices for small
types and locally-finitely presented categories for general types. Some elements for
a generalisation to Scott-domains or dI-domains are in [19] (see also [87]). One
may object generally to these models that they are not faithful to the Curry-
Howard notion of proposition as types, since any type is now inhabited (by .L).
However, it is possible to define a notion of total object (see the appendix of [31])
to remove L, and the notion of partial proofs suggested by these models may
have some applications. We can also mention that there is no problem here to
extend the adequacy theorem of [73] to the present framework (with the system of
constructions instead of simple typed A-calculus).

In {42], besides a careful analysis of what is a categorical model of dependent
types, is presented a topos-theoretic formulation of the complete algebraic lattice
model, that may be a key step for a conceptual understanding of the general
picture. One starting point is that any domain can be seen as a locale, hence as
a special kind of topos. As an application, it is shown that this model contains
a type of all types (which corresponds to the locally finitely presented category
of left-exact categories). One topos-theoretic version of Girard’s model may be
interesting (see [47] for a topos-theoretic interpretation of stability).

Finally, an important remark is that the constructions of all these domain
models of polymorphic systems are all elementary (this elementary character is
only lost when we try to define what are the total objects, see the appendix of

[31))-

4 A few properties

4.1 Conservativity over Fuw

In [29], J.Y. Girard introduced a functional system which is a generalisation of
Godel system T, in order to extend the Dialectica interpretation to higher-order
arithmetic (see [33]). It is also explained in [29] how this calculus can be seen as
a system of natural deduction for intuitionistic higher-order propositional logic.
It is thus not surprising that the language we have developed contains Fw as a
subsystem.

In Fw, = is a primitive constant, and we need to introduce the clause that
M=N is a term if M and N are terms. We add the rules
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M :Prop[B] P:Prop[B] N:P|[B,z:M]
(Az : M)N : M=P [B]
M :Prop [B] N :Prop [B]
M=-N : Prop [B]
Furthermore we do not allow the rule of product formation
M type [B] N type [B,z: M] |
(z:M)N type [B]

if M is a small type. Typically, we cannot form a type like (A : Prop)(P : A—
Prop)(z: A)P(z)=>P(z).

A nice and simple result (noticed by V. Breazu-Tannen using a tool developped
by Ch. Mohring) is that the calculus of constructions is a conservative extension
of Fw. This is shown by giving a “forgetting” map £ from constructions to Fw
(which can be seen as a modified realisability for construction into Fw, see [68]).
Intuitively, this map forgets all dependencies. For instance, £((Va: Prop)(VP:a—
Prop)(Vz : )P(z)) is («, 8 : Prop)a—f (see [68,69]). This forgetting map is the
identity on terms that are in Fw, and preserves the typing: if M : N in the system
of constructions, then £(M) : £(N) in Fw. From this, we deduce

Proposition If M, N are terms in Fw, then M : N is provable in the calculus of
constructions if, and only if, M : N is provable in Fw. Furthermore if M is a type
of Fw, then M is inhabited in Fw if, and only if it is inhabited in the calculus of
constructions. : _

4.2 Connection with Higher-Order Logic

An elegant formal system is “minimal” higher-order logic (this is the system used
in [70]). The types and the terms of this system are the same as the terms of
Church’s simply typed theory [13]. The types are built from the ground type Prop
by the arrow operation, written here a— 3. The terms are built by A-abstraction
Az : a.M, by application M(N), and by typed variables. There is a constant
=: Prop—Prop—Prop (we write p=>% for=(p,%)) and a “polymorphic” constant
V : (a—Prop)—Prop (we write as usual (Vz : a)p for V(Az : a.p)). A proposition
is a term of type Prop. ' '

We can define what is a “true” proposition relatively to a list of “hypotheses”
T, relation that we write I' I ¢ true, inductively as follows: first T F ¢ true if
@ €T, then

T',oF 9 true
T'F =9 true
Tk p=9ptrue T Fptrue
T'F 2 true
Tk ¢ true
I'F (V2 : a)p true
' (V2 : a)p true
I'F [t/2]e true

(%+)
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In the rule (**), it is supposed that ¢ is a term of type a, and in the rule (*),
that the variable z does not occur free in I'.

This logic is known as “minimal” higher-order logic. It may seem quite poor,
but (as known already from Russell [76]), other intuitionistic connectives are then
definable (see [30,21], the general principle is that the coding of a connective is the
direct expression of its elimination rule). Let us give only here the representation of
the existential quantification which will be used later: for a type A and a predicate
¢ over A we define 3z : A.p(z) as the proposition Vp : Prgp.(Va: : A.p(z)=p)=>p.
If @ is an object of type A and b an object of type T(y(a)) then we can build
as expected a proof pair(a,b) of 3z : A.p(z). However, given an object z in
T(3z : A.p(z)), there is no way to compute from z its components (this will
be proved indirectly below by showing that the existence of the two projections
contradicts the consistency result). '

Furthermore, we can consider Leibniz’ equality {77]: if z,y are two terms of
type A, we define Eq(4,x,y) as (P: A—Prop)P(y)= P(z). This corresponds to
the following rule: if Eq(A,z,y) and we want to prove the proposition ¢(z), then
it’s enough to prove ¢(y). We thus do not need to introduce a primitive notion of
equality as in Martin-Lof type theory.

The system Fw can be seen as a language for expressing the proofs of this
logic. We have seen how to embed Fuw in the pure calculus of constructions.
From this, we get a translation of intuitionistic higher-order logic in the system
of constructions. From the conservativity result of the calculus of constructions
over Fuw, we deduce also that this translation is conservative, that is a proposition
¢ is provable in intuitionistic propositional higher-order logic if, and only if, it
is inhabited as a small type of the system of constructions. This last result can
be seen as a (comstructive) completeness theorem: a proposition is provable in
higher-order logic if, and only if, its translation in the system of constructions (its
“semantics”) is true. By using the normalisation theorem, we can prove a similar
result for intuitionistic first-order logic (see [58]).

Proposition The calculus of constructions is a conservative extension of minimal
propositional higher-order logic.

Remark: We thus get another consistency proof for the system of constructions
by (elementary) reduction to the consistency of higher-order logic.

Higher-order logic is ordinarily presented with extensionality. In this case, as
explained in {2], it is better to take the (extensional) equality as primitive and it
is then possible to define all other logical connectives from it (this is the solution
chosen in [52] for instance, see also [35] that presents a proof-checker based on this
logic). The connections between extensional higher-order logic and topos theory
are explained in [52]. It is thus important to relate the intensional presentation of
higher-order logic given above to an extensional one. -

Such an interpretation was done by R. Gandy in [27]. But the spirit of this
translation goes back to Principia [77]. The idea is to define for every type an
extensional equality by induction. On the type Prop we take the logical equivalence
as equality. On the type a— 8 we take as extensional equality Eq, ¢4(f,g) =
Vz,y: a.Eq,(z,y)=Eqz(f(z), 9(z)). We then say that an element z of type o is
extensional if, and only if Eq,(z,2), and we have an interpretation of extensional
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higher-order logic in intensional higher-order logic.

By composing these two interpretations: topos theory in extensional higher-
order logic, and extensional higher-order logic in intensional higher-order logic, we
thus get a translation of topos theory inside intensional higher-order logic. There
is actually a direct way of building the free topos from intensional higher-order
logic: an object of the free topos is defined as a pair of a type A, together with a
partial equivalence relation on it R : A—A—Prop. A morphism between (4, R)
and (B, S5) is a relation f : A— B—Prop which is “functional” with respect to R
and S as in [52].

In [13], Church introduces a ground type ¢ of individuals. In the system of
constructions described so far, we can introduce only “small” types D : Prop. We
can then translate faithfully any result of higher-order logic in the context with
one proposition variable D : Prop (notice however that the conservativity is not
clear, and that the previous realisability method will not help).

4,3 Categorical semantics

We put this section here, since categorical “semantics” are really more transla-
tion of a type-theoretic formalism in categorical terms than true semantics. We
have seen the connection between higher-order logic and topos theory: extensional
higher-order logic is the “internal language” of topos theory. This connection is
sometimes used in topos theory in order to prove logically a categorical result. We
know also that the calculus we consider is richer than type theory: each proposition
gives rise to a “small” type, the type of its proofs.

This suggests in a natural way two questions: is there an extensional version of
the calculus of constructions, and what is the categorical version of such a calculus?
For the first question, it seems possible to introduce a primitive equality type, as
in one version of Martin-L&f type theory (the one described in [62], and used in
[15}). The system we get has not been studied yet. The categorical notion that
generalises topos theory in that we have an explicit representation of proofs (the
principle of “proof-irrelevance” holds in topos theory as well as in classical set
theory) seems to be the following one: a locally cartesian closed category with a
small complete category [41,25]. In [25] (where such categories are coined “dictos”)
an alternative description is given which emphasizes one interesting phenomenon
[41]: if we have a small complete category C in a locally cartesian closed category
E, then there is a reflection from E to C, so that, intuitively, in these models,
each type has “a best approximation” in term of small types or propositions. This
fact is also true in the algebraic lattices/ locally finitely presented category model
[42]: given a locally finitely presented category its “reflected” complete algebraic
lattice is the ideal completion of the canonical preorder associated to any small
aubcategory of generators.

The categorical presentation of the intensional theory is described in [42,50,51,
25,86].

4.4 Representation of data types
There are representations of data structures in the system F' (originated in [60],

see for instance [6,53,20]) that we can use as types of individuals. We have given
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already the coding of the type of booleans and natural numbers.

Let us give only some remark for the case of the natural number. We can
define the iterator over small types An:Nat.AA:Prop.Az: A.Af: A—=A.n(4,z, f),
which is reminiscent of the expression of a weak natural number ob ject in category
theory. One can then represent primitive recursive functions, via the usual coding
of iterations and products [53,20]. For instance, for the predecessor function we
define first the function F(z) = (§(m1(2)), 71(2)) of type (Nat x Nat)—(Nat x Nat)
and then pred(z) = Az:Nat.ma(z(Nat x Nat, F, (0,0))).

Let 7 be the canonical representation of the integer n in the system F, that
is M :Prop. Az : A.Af: A— A.f*(z). Let us say that a function f from integers
to integers is representable (in the system of constructions) if, and only if, there
exists a term M : Nat—Nat such that, for any integer n, we have M(%) = f(n).
Though it may seem difficult even to represent the predecessor function, the class
of functions that we can define of type Nat—Nat is actually very large.

Proposition: A function is representable if,. and only if, it is provably total in
higher-order arithmetic.

Proof: The simplest proof is the one described in [68] (see [32] for the definition of
provably total). By using the modified realisability of the system of constructions in Fw
described above, we are reduced to a similar statement for Fw which was proved in [29]
using the Dialectica interpretation and in [68] using a realisability method (from an idea
of P. Martin-Lof [60]). :

It should be said however that this representation of data types and recursors
is not completely understood yet. As emphasised by J.L. Krivine, these repre-
sentations theorems are eztensional, and what matters as much is the intensional
aspect. But the coding of primitive recursion via iteration and pairing (though
all right from a denotational point of view) seems pretty bad intensionally. For
instance, the computation of the predecessor of 7 will be in n B-reduction steps
(for the normal order evaluation), and it is in one step with a system that has
primitive recursion built-in (like Gddel’s system T').

It should be noted also that, although we can state the induction principle

(P:Nat—Prop)P(0)=>((z: Nat) P(z)=>P(5(z)))=>(a: Nat)P(z)
we have the following negative result:
Proposition: The induction principle over Nat is not provable.
Proof: By the normalisation theorem, we are reduced to show that in the context
P : Nat—Prop, h1 : P(0), hy : (z : Nat)P(z)=>P(S(z)),n : Nat |

there is no term in normal form of type P(n). Indeed a term built from h; or ks will prove
something of the form P(0) or P(S(z)) and the wvariable n is not convertible to 0 or to a
term of the form S(z) (here we use the Church-Rosser property).

All these facts are strong motivations for the extension of the system with
inductively defined types as primitive (see below, and [72,24]).
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4.5 Inconsistent extensions

In our proof of consistency, the possibility of interpreting a type as a set (in
Zermelo-Fraenkel sense) was crucial. Roughly speaking, this is the only known
consistency criterion. That is, whenever a functional/logical system does not have
such a property, it is likely that some form of Russell’s paradox, or Burali-Forti
paradox will apply and show the inconsistency.

4.5.1 The system U

The first example is Girard’s system U (see [30]), that I will adapt to the present
formalism. Following [18], we explain it first for logical systems, and then we derive
what it means in term of constructions.

The type structure of minimal higher-order logic is the simply typed A-calculus
(and simply typed A-calculus was historically created in [13] for that). As noticed
in [59], simply typed structure presents unnatural restriction, since we cannot
formulate a statement for an arbitrary type. A possible attempt to overcome this
restriction is to start with the second-order A-calculus instead of the simply typed
A-calculus. '

We thus enlarge the types of higher-order logic with type variables and product
over type variables Ile.T(a) where T'(a) is a type expression where a may occur
as a variable. At the level of terms, we have to introduce an abstraction over type
variables, so that Aa.M is of type lla.T(a) if M is of type T(a) (with the usual
restriction that a cannot occur free in the type of the free variables of M), and
instantiation of a term to a given type, so that M(7) is of type [r/a]T if T is a
type and M a term of type Ila.T'(a). Notice that the constant V is now a constant
of type Ila.(a—Prop)—Prop.

But we want also to state (and prove) generic statement. For that, we introduce
a new constant A which is of type (Ila.Prop)— Prop (and we write A a.¢ for
A(Xa.p)). We express thus universal quantification over all types. Another view
of this system would have been to consider it as an extension of the second order
A-calculus, with one special type Prop, and special constants for implications and
quantifications.

We add then the new rules of inference:

T'F ¢ true
TF Aawp true
Tk Aa.ptrue
'k [a/T]e true

(%)
(%)

In the rule (**), it is supposed that 7 is a type, and in the rule (¥), that the
variable « doesn’t occur free in I'.

If we think of our types as sets, it seems clear that we get an inconsistent
system: we cannot form an arbitrary product over all sets and get a set (in general
it will be “too big”). We have to be careful however since it is not always obvious
to translate a set-theoretical result in term of types (for instance, Russell’s paradox
shows at once that there cannot be a set of all sets, but it’s not so clear that there
cannot be a type of all types). This intuition is however correct: we can derive a
paradox similar to Burali-Forti paradox [30,18,45].
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1t is also possible to derive a paradox similar to Cantor’s paradox by translating
in type theoretic terms the argument of Reynolds [75] that there is no set-theoretic
model of polymorphism. The trick is that the construction of an initial T-algebra
(see [75]) which uses in set-theory a “big” equalizer becomes in type theory the
expression of an induction predicate over the type which is a weak initial T-algebra -
(see [24]).

A striking corollary of the inconsistency of the system U is that a type system
with a type of all types contains non-normalisable terms [30,18]. Indeed, it is
possible to interpret the system U in such a type system in such a way that
propositions are interpreted by types, and that a proposition is provable in U if,
and only if, its corresponding type is inhabited. In particular, the type (X : Type)X
is inhabited. We know that B-reduction preserves typing, and a closed term in (X :
Type)X cannot be in head-normal form. Hence, a closed term of type (X : Type)X
is not normalisable. , .

Intuitively, we cannot say that all types are (isomorphic to) small types in a
consistent way.

4.5.2 Representation of existence

We have seen in the representation of existential quantification that from a given
proof of 3z : A.p(z), we have “no access to the two components of this proof”.
We know however (by using the normalisation theorem) that any closed proof of
this proposition reduces to one term of the form pair(a,b) where a is of type A and
b a proof of ¢(a). We can thus try to internalise this remark and to add to the
system a “choice operator” which extracts the two components of the proof of an
existential statement [43]. Notice that this conflicts with the intuition that we get
from the proof-irrelevance (or the realisability, or the domain model). Indeed, the
existential type 3z : A.p(z) becomes them'a name for the type Xz : AT(p(z)),
but this type is not “small” in general. For instance, in the domain model, it will
be in general a large category, and not at all a domain. There is nothing wrong a
priori with having these choice operators if 4 is itself small.

From these remarks, it is not surprising that we can prove a contradiction
from the introduction of the two projections for existential types. This can be
done directly as in [18]. It has also been noticed [44,38] that we can interpret
Type : Type in this system by considering Prop as a type of all types for the new
typing relation M € P if, and only if pair(M,id) : T(3z: P.Unit) (where id is the
canonical proof of Unit = (Va : Prop)a—a). This shows that for an impredicative
theory of constructions, we cannot have an existential quantification with choice
operators. '

This property can be interpreted by saying that the use of the existential type
“Lides” some information in such a way that it is impossible to get it back. It has
been suggested by J. Mitchell and G. Plotkin [66] to use existential types for the
representation of abstract data types.

4.5.3 Semantics of evidence for classical logic

It seems clear that we can extend the interpretation of propositions as sets for in-

tuitionistic propositional logic to classical logic simply by adding a special element
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'? 4 : A+ -A. The goal of this section is to show that such an addition for an
impredicative logic will trivialise any explicit considerations of proofs, so that the
proof-irrelevance principle follows from the assumption that the logic is classical

and impredicative.
The intuition behind this result is the following. It has been noticed by Spector

[85] that if we add to predicative analysis the axiom of choice and the law of
excluded middle, then we get a logic as strong as impredicative analysis. We
can thus expect to get two levels of impredicativity if we add the magic element
74 : A+ A, and we can then apply the inconsistency of the system U to ge the
inconsistency of this extension (with the “propositions-as-types” meaning, that is
all types become inhabited).

Lemma: The following context
B : Prop, E: B—Prop, €: Prop—B, H : (A :Prop)AcE(e(A)),

is inconsistent.

Intuitively, this says that there cannot be any “reflection” from the “category”.
of small types into one small type.

Proof: The proof of this lemma is by a direct interpretation of the system U in that
context. The small type B is used for the representation of the type of truth-value of the
system U and in general the types of the system U are interpreted by small types. We
define =, : B—=B—B, V; : (A : Prop)(A—B)—B, and A : (Prop—B)—B.

i

=1 (Ap,q : B)e(E(p)—E())
Vi = (AA:Prop)(Af: A—B)e((z : A)f(z))
/\ = (AF: Prop—B)e((A : Prop)F(A)).

This gives an interpretion of the system U. We thus get that for any p : B, E(p) is
inhabited. In particular, if A : Prop, E{e(A)) is inhabited, and so A is inhabited. This
means that the given context is inconsistent.

In order even to state the next result, we need to extend the calculus of con-
structions with disjoint sums & la Martin-L6f. This means that we add a new
type forming operation A + B type, if A type and B type, with the rules that
i(M): A+ Bif M : A, j(N): A+ B if N : B. Finally, if A type, B type,
C(z) type [z : A + B], then

M(z): C(i(z))[z: A] N(y):CU(yDly:B] P:A+ B
if(P, M,N):C(P)

with the conversions rules that if(i(z), M,N) = M(z) : C(i(z)) [z : A] and
if(j(y), M, N) = N(y) : C(3(v)) [y : B].

Proposition: In the calculus of construction with disjoint sums, the existence of
a classical operator ? : (p:Prop)T(p) + T(—(p)) implies that any small type has at
most one element for Leibniz equality. '

Proof: We consider the small type of booleans Bool = (A :Prop)A—A—A, with true =
(AA : Prop)(Az,y : A)z : Bool and false = (AA : Prop)(Az,y : A)y : Bool. It is enough to
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show that Eq(BooI,true,false), where the equality used is Leibniz equality, since for any
small type A and any a,b: A, we can define f : Bool—A such that f(true) is convertible
to a, and f(false) is convertible to b. ‘

If we have ? : (p: Prop).T(p) + T(—(p)), we are in classical logic and we can reason by
cases. Hence, we can suppose that —~(Eq(Bodl, true, false)). We then show 1L by reduction

to the previous lemma. ‘
We define the map E : Bool—Prop by E(p) = Eq(Bool, p, true), for p : Bool. For the
map ¢ : (Prop)Bool, we consider, for p : Prop, ?(p) : T(p) + T(—(p)), and we take

e(p) = if(?(p), Pz : T(p))true, (Az : T(=(p)))false).

We can then show, by using the hypothesis -(Eq(Bool, true,false)), that, for an arbi-
trary A : Prop, A is equivalent to E(e(A)), hence the result by the lemma.

This implies that the only “model” of such a theory is the “proof-irrelevance”
model, where we interpret Prop as a set with two elements, and each type is either
empty, or with only one element. In particular, a non-trivial “small complete
category” [41] cannot satisfy the choice principle. This says also intuitively that
there cannot be any realisability like interpretation of impredicative classical logic.

5 Some possible extensions

Does the constructive proof of Gédel’s Incompleteness Theorem suggest any re-
flection principles that could be added to the theory preserving its constructive
character? Would this be a way in which an “abstract” theory of proofs might
become interesting again? There seems to be quite a number of things to think
about this area, and the theory of constructions, in this form or another, gives us
a way to making the questions and answers precise (D. Scott [81]).

5.1 Addition of universes

As pointed out in [59], the simple theory of types, although proof theoretically
quite strong, has some unnatural limitations: it does not talk about arbitrary
set, but instead, talks about individuals or sets of individuals, or sets of sets of
individuals, ---. In [58], the assumption that there is a type of all types which was
formulated avoids this problem, but, as we have seen, this is inconsistent with the
proof-as-ob jects idea. There is however another possible solution to this difficulty,
which is to use a reflection principle (as in [61]).

For the expression of this reflection principle, we introduce a special type U,
called a universe, together with the assumptions that U is closed under products:
if Aisa typein U and B : A—U, then (2:A)B(z) is a type in U, and Prop : U.
With this addition, we can introduce type variables X : U, then state, and prove,
theorems in a generic way in X, like the fact that the inclusion relation between
predicate over X is transitive. The consistency of this extension is clear since we
can extend the proof-irrelevance semantics to this new calculus, by taking for [U]
thé set V, of all hereditarily finite sets. Notice however that this consistency proofis
no longer elementary, and indeed, by considering the type of “predicative” Church
numerals (X : U )(X—X )—X—X, it is possible to interpret higher-order arithmetic
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in the empty context, so that there cannot be any elementary consistency proof
any more. In [55)], the realisability model (and in [56,5], the normalisation proof)
is extended to the system with universes.
An interesting problem is to characterize the proof theoretic strength of higher-
. order logic together with the reflection principle. It seems likely that we can
interpret Zermelo set theory by a direct extension of the usual representation of
Zermelo set theory with the bounded comprehension axiom in higher-order logic
(see [34] for details), to a representation of the full Zermelo set theory in higher-
order logic with the reflection principle.

In practice, it seems that we do not need to use more than one or two universe
levels. One natural question however is to relate this kind of reflection principle to
the one studied by Turing-Feferman [26] (see [46] for examples of the use of the re-
flection principle). One is tempted to iterate this “universe principle”, at first over
the integers [62,18,55] (in particular notice the slight improvement in the formula-

"tion of [55], which introduces explicitely a subtyping relation that expresses really
the cumulativity of the universes). G. Huet has proposed a notion of “universe
polymorphism” [40,37]. We then get a system which combines impredicative for-
mations (at the level of propositions), and predicative logic (at the level of types),
and we know furthermore from Girard’s paradox that such an extension is, in some
way “the best possible” [18]. It may be interesting to illustrate ideas from [54] in
the system with universe polymorphism, and to try to develop a mechanical study
of predicative reasoning (as started in the introduction of the second edition of

Principia [77]).

5.2 Strong sums

We have seen that we cannot add strong elimination rules for the existential quan-
tification, so that existential quantification becomes a “strong sum”. However, the
proof-irrelevance semantics suggests that it is possible to add a strong sum for the
types. We add the terms X(M, N), the pairing operation pair (M, N) and the
rules

A type ;\P type [z : A]
(A, P) type

In the following three rules, we assume implicit the hypotheses:
A type and P type [z : A].

M:A N:Plz:A
pairg(a,p)(M,N) : £(4, P)
Q type [z: E(A4,P)] M :(2:A4)(y: P)Qlpairg4,p)(z,y)]
Elim(M): (z:Z(A, P))Q
Q type [2:2(A, P)] M :(z:A)(y:P)Qlpairg(s p)(z,9)] a:A b: Pla]
Elim(M)(pairg(4,p)(a,0)) = M(a,b):Q[pairg 4 p)(a,b)]

As in [62], from these operators, we can define the two projections. Since we
have an interpretation of these rules in the proof-irrelevance model, we know that
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this extension is consistent. We write £z : A.B(z) for £(A, B) with A type, and
B : A—Prop.

One interesting application of strong sums is the representation of mathemati-
cal theories, and this is particularly powerful when combined with universes [71,57).
A theory will be defined by its carrier part which is a type, and its axiomatisation,
which is a predicate over this type. For instance, the theory of reflexive relation is
defined by the carrier part T =X(U,)A: U.A—A—Prop), and the axiomatisation
is the predicate ¢ = Elim(AA : U.AR: A—A—Prop.(z: A)R(z,z)) which is of type
T—Prop. A reflexive relation can then be seen as an object of type Z(T,%). A
way to think of this last type is as the “subset” of objects in T that satisfies ¢, or
as the type of models of the theory defined by 7" and 7.

We can now consider the notion of morphisms, or interpretations, between the-
ories. For instance, we can consider the notion of converse of a relation. We
define first a function conv : T — T by conv = Elim(AA : UAR : A— A—
Prop.pairp(4,Az,y : A.R(y,z))). We can then remark that we have a proof of
(z : T)Y(z) = P(conv(z)). This interpretation has thus two parts: one part is
defined purely at the level of support, and the other part is purely logical.

This seems to be a general phenomenon: an interpretation between two theories
2(T1,91) and £(T2, ) will have one carrier part f : Ty—T>, and one logical part
in (z:T1)¥1(z)=%2(f(2)).

We can think of £(T, %) as the type of models of the theory defined by the pair
(T,%). Interpretations between two theories (Ty,%1) and (T2,%2) are the maps
f : Ty > T, such that (z : Ty )(¥1(z))%2(f(z)) holds, so that they are themselves
elements of the type of models of the theory defined by (Ty—To, A Th =Tz
Ty )1 (2)=v2(f(2)))- :

If we want to internalize this discussion, we have to use two levels of universes.
We define the type Theory : U as (U, AA : U;.A—Prop). We have an evaluation
mapping Mod : Theory— Uy defined by Mod(T'h) = Elim(Th)(AA : Ur. MY : A—
Prop.Z(A,v)). We can now define what is a morphism between two theories MOR :
Theory—Theory— Theory by defining

mor(T1 , }/11, T3, ’(,bz) = pairTheory.(Tl_’T% /\f:T1—>T2.(:E : T1)1/11(x)¢¢2(f(:c)))

and MOR(Thl,Th,z) = Elim(Th1)(/\T1 : Ul.)\'l,bl :T1—+Prop.
Elim(Thy)(ATy:Up. A2 : Ty—Prop.mor(T1, %1,T2,%2)))-

If F is an object in Mod(MOR(T hy, Th2)), and S an object in Mod(T'h1), then
we can apply F to Sy, yielding an object in Mod(T'h). That is, we have an object
application in

(Thy, Tha: Theory)Mod(MOR(Th1, T ha))—Mod(Th1)—Mod(Thz).

The remark that it was possible to internalize the representation of theories
in the calculus itself was explained to me by R. Pollack (from discussions with Z.
Luo).

From what we just said, there is no object in

(Thy,Ths: Theory)(Mod(Thy )—Mod(Th2))—Mod(MOR(Thy, Thz)),
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so that, a priori, there is a problem to interpret the operation of simple type A-
calculus with theories. However, it is quite possible to define a product operation
X : Theory — Theory — Theory, and to interpret the equational presentation of
cartesian closed category [52] in this framework.

There are three (at least formal) analogies that seem quite interesting: the first
is the distinction between runtime and compile time that is discussed in [12] as an
argument for avoiding dependent types (for compilation), the other is E. Moggi’s
notion of modules for SML [67], the last one is the interpretation of the implication
in realisability (see [69]).

5.3 Inductive Types

As we noticed before, there are some problems in the impredicative representation
of inductive types. It is thus natural to try to extend the core calculus with
a primitive notion of inductively defined types. We shall not give here the full
theory (see [72,24]), but only illustrate some points about such an extension.

For the natural number ob ject, we want to introduce one type Nat (a priori, it is
not clear whether we want this type to be small or not) with one constant 0 : Nat
and one successor operation S : Nat— Nat. We then introduce one elimination
operator rec with the rule

P(z) type [z : Nat] a: P(0) f:(z:Nat)(P(z))P(5(z))
rec(a, f) : (z:Nat)P(z)

We add the new conversion rules that rec(a, f)(0) = a and rec(a, f)(S(z)) =
fla,rec(a, f)(z)), for z : Nat.

With the operator rec, we have simultaneously the possibility of building terms
and of proving properties by induction over Nat. Furthermore, since Prop is a type,
we can define by induction propositions, predicates,... For instance, we can define
the property Z of being equal to 0 by rec(true, Az : Nat.\y : Prop.false) with true =
(A:Prop)(A)A (actually any true proposition will do) and false = (A:Prop)A. We
can also define the predecessor function as rec(0, Az, y : Nat.z). From this, we.can
deduce the other Peano axioms: the axiom (2 :Nat)-Eq(Nat, S(z),0) follows from
the existence of the property Z, and the axiom (z,y: Nat)Eq(Nat,S(z),S(y))=
Eq(Nat, z, y) follows from the existence of the predecessor function.

If we do not ask Nat to be a small type, then the proof irrelevance semantics
gives a consistency proof. As expected, this semantics is not elementary, since we
need an infinite set in order to interpret Nat. If we want Nat as a small type, then
the semantics has to be more subtle than the proof irrelevance semantics, since in
this semantics, small types are interpreted as sets with at most one element. It
turns out that the realisability interpretation works here, by interpreting Nat as
the set of untyped A-term of the form Af.Az.f"(z) (or by adding special constants
0,5, rec to the untyped A-calculus with the new conversion rules rec(a, f,0) = a
and rec(a, f,5(z)) = f(a,rec(a, f,2))).

With one universe U, we can internalize the recursion operator as a constant
of type (P :Nat—U)P(0)—((z: Nat)P(z)— P(5(2)))— (2 : Nat)P(z). With this
extension, we can also (as in [61]) define by induction families like P(n) = A™,
with A type, and we can define, for instance the notion of sums of a n-tuple of
integers as a term of type (n : Nat)Nat™ — Nat, which could be defined only at
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the meta-level before. The combination of universes and inductive types is thus
extremely powerful for the internalisation of meta-arguments (see [46]).

Conclusion

We have presented a possible‘ expression of Heyting’s semantics for intuitionistic
higher-order logic, and extended for this purpose Howard’s theory of construc-
tions. The notion of construction developped here is however still too crude for
being suitable for the interpretation of intuitionistic mathematics (in particular
we have not considered at all the difficult problem of the representation of choice
sequences). The goal of our approach was only to show that a type-theoretic pre-
sentation of intuitionistic mathematics is possible (in opposition to a categorical
or set-theoretical setting). We hope that it will be interesting to mechanize and
illustrate proof-theoretic results (like the realisability method or the Dialectica in-
terpretation) in such a framework and that it will help towards the understanding
of the mystery of impredicativity.
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We define in this paper a notion of realizability for the Calculus of Constructions.
The extracted programs are terms of the Calculus that do not contain dependent

‘types. We introduce a distinction between informative and non-informative propo-
‘'sitions. This distinction allows the removal of the “logical” part in the development

of a program. We show also how to use our notion of realizability in order to in-
terpret various axioms like the axiom of choice or the induction on integers. A
practical example of development of program is given in the appendix.

Intrdduction

. Several systems have been developed in order to formalize and check mathematical

reasoning.- Among these is the Calculus of Constructions. It is an impredicative
higher-order A-calculus with dependent types [5, 4, 8, 7]. Via the “Curry-Howard”
correspondence [11), if t is a well-formed term of type M, then we can read ¢ as

~ an higher-order proof presented in a natural deduction way of some proposition

represented by M. P

Given a formalized intuitionistic proof of a proposition, it is natural to look at
the computational contents of this proof. We are also interested in deriving correct
algorithms as proofs of existential formulae universally quantified Vz.3y. P(z,y),
where P is the specification of the program. Examples of derivations of algorithms
in this formalism may be found in [13].

A first attempt to obtain the computational meaning of a proof was the “strip-
ping” process [6] that removes all types from the proof. But this term still contains
informations that are useless for computation. For example, some part of the proof
may disappear during reduction or is known to always reduce to some given term.
This problem appears also in systems like Nuprl or Martin-L&éf’s Type Theory
where a subset type is introduced in order to hide part of the computational in-
formation. In the system PX of Hayashi, a syntactic class of non-informative
propositions is recognized by the process of extraction.

1This paper appeared in the proceedings of POPL ’89



We propose a way to hide computational information in the Calculus of Con-
structions. We introduce two constants  Spec and Prop in order to do a syntac-
tic distinction between the propositions that have a “computational informative”
contents and the propositions that only have a “logical” contents. We guide the
process of extraction by marking in the propositions some parts that are useless
for computation. The system checks the correctness of the marking. We extract
programs from proofs by removing the “logical” information and also the type’s
dependencies.

For example, let t be a proof of the existential type 3z : A.P(z). If P is
“informative” the extraction will forget about the dependency of P with respect
to z. We shall extract from ¢ a pair of type the conjonction of the types extracted
from A and P. If P is marked to be “non-informative” then this proof will give us
an element of type the type extracted from A.

Now if a term ¢t is extracted from a proof of A, then it certainly satisfies some
extra properties (depending on A). For example it will be convenient to be able
to prove something like : If P is a “non-informative” proposition then the term
extracted from a proof of Vz.3y.P(z,y) is a fonction f such that P(z, f(z)) is
“true”. The definition of a notion of realizability gives a precise and systematic
way to internalize the computational meaning of the intuitionistic propositions.
With each proposition A of the Calculus, we associate a predicate of realizability
Az.R(A,z). We prove that if the judgement ¢ € A is derivable in the system then
there is a proof of the proposition R(A,t') with ¢’ the term extracted from ¢.

It is possible to interpret the proposition A as the set of terms u such that the
proposition R(A,u) may be proved. Let assume that there exists a term u such
that R(A,u) is provable. Then it is possible to prove that A is consistent with the
theory. If we add A as an axiom azA then azA may occur in the extracted programs
and we have to say how to reduce it. In this case we shall know that it is correct
to replace azA by u in the extracted programs. We will show several examples of
propositions that are not provable but that are realizable in our system.

In the first section, we present the Calculus of Constructions with Realizations
that is a variant of the Calculus of Constructions with explicit distinction between
proofs and programs, and between informative and non-informative propositions.
In the second section we define our notion of realizability for this Calculus and
state its properties. The third section gives examples of application of this notion.
In the appendix is a complete example of development of a program that find the
minimum of a non empty list.

1 The Calculus of Constructions with Realizations

In the original Calculus of Constructions proofs are identified with programs and
each proof is intuitionistic and represents a program. In the Calculus of Construc-
tions with Realizations there will be a syntactic distinction between pure programs
and proofs. And among the proofs we separate “logical” proofs and proofs from
which we will extract programs. )

]
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1.1 The system F, as a programming language

The Calculus of Constructions contains Girard’s F,, system. The system F,, is the
part of the Calculus of Constructions where types are not dependent of proofs. It
is worth noting that each pure A-term typed in the Calculus of Constructions is
also typed in the system F,. The dependent types add an extra logical informa-
tion about the term. We may see a proof of the Calculus of Constructions as a
develbpment of a program in the system F,,.

We briefly recall some features of the system F,,. In the system F, there are
three levels of terms : the orders, the data types schemes and the programs. We
call Ap the set of terms of F,,. This set contains a set Vp of variables and is defined
as follows.

Orders Data is an order and if A and B are orders so is A = B.
Data types schemes Let T be a sequence of binding of variables to orders.
We define the judgement T kg, o € A, with A an order.

iables :
Variables X :Aoccursin I
'k, X €A
Products :
I'tp,0€Data T kg, 7 € Data
I'tp, 0 = 7 € Data
X :AFp, o € Data
TFp, (X : A)o € Data
Abstraction :
IX:Alp 0€B
F'Fp, [X:Aloe A= B

Application :
$ PFFWO'GA:B I‘l"prEA

Trg, (0’ 1‘) €B
If there exists I' and an order A such that ' g, o € A is derivable by the above

rules then o is called a data type scheme and a data type if A = Data.
We introduce a congruence relation on data types schemes generated by :

(IX : Ale 7) =g o[X/7]

with o[X/7] the result of substituting 7 to free occurrences of X in o.
Environment An environment is a sequence of binding of variables to orders or

data types. If I is an environment then I'p denotes the subsequence of I' with only

the variables bound to orders. We define the notion of well-formed environment.

e The empty environment is well-formed

o If T is well-formed and A is an order and X does not occurin I'then ', X : A
is well-formed.



o If I is well-formed, if T'p Fr, o € Date and if = does not occur I' then ',z : o
is well-formed.

If T is an environment then we introduce the judgement I' -, M € Type. This
judgement is correct if T' is well-formed and M is an order.

Programs Let I' be a well formed environment. We define the judgement
I'tg, t € o with o a data type.

Variables :

z : o occurs inl

r }"F.,, T EO

Abstractions :

I'NX:Abp, t€eo

Thp, [X:Alte (X : Ao
T,z:obkp teT
I'tp, [z:0olteo=>T

Application :

Tk, te(X: Ao Tokbp, TEA
kg, (1) €o[X/T]
I'tp teo'=>7 TI'Fpu€coc o=gd
Thp, (tu)er

In F,, (unlike the Calculus of Constructions) there is no “type’s dependence”.
It means that data type schemes cannot occur in orders and programs cannot occur
in data types.

If there exists I' and a data type o such that

F'kp,teo

is derivable by the above rules then ¢ is called a program.
The system F,, fulfills the following properties.

o A well-typed term is strongly normalizable.

o The usual concrete types (for example natural numbers or product) are de-
fined using second-order quantification (cf {2, 7].

o There is no general fixpoint. However it is possible to code (extensionally) all
recursive functions provably total in higher order arithmetic using primitive
recursion on functional types.

The system F,, is included in the Calculus of Constructions by an identification of
Data with Prop.

Now let see the system F,, as a programming language. It is possible to express
and prove properties of these programs in the Calculus of Constructions. But it
is then convenient to not identify Data with Prop. This will allow for example to
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add -one “exceptional” element in each data type without getting an inconsistent
proof system. o

The Calculus of Constructions with Realizations will contain the possibility of
doing proofs of terms in Ap.

1.2 Useless proofs

Some proofs are not needed for the computation. We distinguish two kinds of such
proofs.

In some cases we want just to hide some part of the proof. For example when
developing a program as a proof of an existential formula 3z.P(z), we are just
interested in the computational contents of the witness and not in the one of the
proof of correctness.

For some propositions, we know beforehand a program that interprets their
computational meaning. We want to use this program instead of interpreting an
arbitrary proof. These formulae are called self-realizing in Beeson’s book [1]. Ex-
amples of self-realizing propositions are Harrop’s formulae and “type zero” propo-
sitions in Hayashi’s system PX [10]. This replacement of proofs leads to an opti-
mization of the extracted code.

The minimum we want is to be able to say to the system “extract or not
something from this proof”. This may be done with a very simple modification
of the Calculus of Constructions. With just this “hiding” facility, we will be able
to internally optimize the extracted code by replacing some proofs by a given
‘program. .

We now give a precise definition of our system.

1.3 The proof language

We define the language Ag of the proof-system. We follow the presentation of
[4]. We will just consider a Calculus of Constructions with three levels (proofs,
propositions and propositional types). But there will be two kinds of propositions,
the informative ones of type Spec and the non-informative ones of type Prop.

As in the original calculus, a set V of variables is given and the constructors are
product, abstraction and application. We want propositions that express properties
of programs of F,,. So there will be new constructors for abstraction, application
and product that will mix a term of Ap and a term of Ap.

Definition 1 The set of terms Ap is the smallest set containing the following
constructions :

e Constants : Prop, Spec and Type.
o Variables : V C Ap

o Application : (M N) with M,N € Ap
(pM N) with M € Ag and N € Ap




o Abstraction : [z : M|N withz €V and M,N € Ap
[z:p M]N withz e Vp, N€ Agand M € Ap

e Product: (z:M)N withz €V and M,N € Ap
(z:p M)N withz € Vp, N€ Ap and M € Ap

Notations Let z bein V and N in Ag or z in Vp and N in Ap. The term
M{[z/N] denotes the term M where N has been substituted for free occurrences of
z in M.
If z does not occur in B then the term (z : A)B will be written A — B or
A= B.
" The rules of inference of the Calculus of Constructions with Realizations are
described in the following section.

1.4 Type inference system

We: extend the notion of environment in a natural way. An environment binds
variables of either the proof or the programming system. If T is an environment
and z is a variable, z ¢ I' means that the variable z does not occur in I'. The
type inference system is the natural extension of the classical system to this new
language. :

There are two kinds of judgement. Let I' be an environment and M and N two
terms of Ar, the judgement are I' is Validand TH M € N.

Let K be one of Prop, Spec or Type and D be one of Data or Type. With
each environment I’ we associate an environment I'p of F,, that contains only the
programming bindings z : N with z € Vp and N € Ap.

Environments :
[} is Valid
TFMek <€V z¢gTl
T,z : M is Valid
I'pkp, MeD a2€Vp z¢l' T is Valid
T,z :p M is Valid
Hypothesis :
I'is Valid z:NoccursinI' (N € Ag)
'zeN
Propositional types :
T is Valid T is Valid
T'F Prop € Type I'+ Spec e Type
Product :
''z:P+MekK T,e:pPFMek

'k(z:P)M ek 'k(z:p PM €K
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tion :
Abstraction I‘,:z::Pl"mGN I‘,x:PI"NEK

TH[z:Plme(z:P)N
I,z pPrmeN T,z:pPFNEK
Tk [z:p Plme€(z:p P)N

Application :
PkFme(z:P)N Trre@Q P=3Q

I'k(mr)e Nz/r]
T-Me(z:pP)N TpkpreQ P=Q
T+ (pmr) € Nlz/r]

1.5 Properties

We shall say that a term M is well-formed in Ar if and only if there exists I' and N
such that T F M € N. We shall call N the type of M. Terms of type Prop or Spec
are called propositions and terms of type Type are called propositional types. A
type is either a proposition or a propositional type. There are three levels of terms
. the propositional types, the propositional schemes (terms of type a propositional
type) and proofs (terms of type a proposition).

This system is a syntactic variant of the original Calculus of Constructions. We
find again the original Calculus by an identification of Spec with Prop and either
by an identification of Data with Prop or just by removing all terms of Ap. In
particular it is straighforward to verify that all terms are strongly normalizable
and that the system is consistent.

1.6 Non-informative Terms

We now disrtinguish between two syntactic classes of terms : terms with a positive
informative contents (we shall call them informative terms) and terms with a null
informative contents (we shall call them non-informative terms).

Definition 2 Let M be a term of Ag. Then M is a non-informative term if one
of the following properties holds :

e M = Prop

e M is a variable of type a non-informative term.

e M =(z:P)N or M = (2 :p P)N with N a non-informative term.

e M =[z:P]N or M =z :p P]N with N a non-informative term.

e M =(N P)or M= (pN P) with N a non-informative term.
Otherwise a term is said to be informative.

There is another caracterisation of non-informative terms.



Proposition 1 Let M be a well-formed term in Ar of type N.

If N = Type then N is non-informative if and only if N = (z1 : Ay)...(z, :
Ayn)Prop.

If N # Type then M is non-informative if and only if N is.

An important property is that substitution does not change the informative or
non-informative nature of a term.

Proposition 2 Let M and R be terms such that M and M[z/R) are well-formed.
Then M is a non-informative term if and only if M[z/R] is a non-informative
term.

Examples It is possible to combine Prop and Spec in several ways. For example
if A is of type Data and P of type A — Prop. It is possible to define an informative
proposition whose meaning is “there exists z of type A such that (P z)” in the
following way :

LuP = (C:Spec)((z: A)(Pz)—C)—-C

Or if A is an informative proposition (A of type Spec) then it is possible to hide
its informative contents by considering :

A" = (C:Prop)(A—C)=C

2 Realizability

2.1 Introduction

Notions of realizability have been defined in order to capture the computational
meaning of intuitionistic proofs. With each formula A of the theory is associated
another formula “z realizes A”. The soundness theorem establishes that if A is
provable then we can find some object ¢ such that “t realizes A”.

There are many different notions of realizability [17]. In particular the relation
“z realizes A” may or not be a formula of the initial theory (with = a new variable).
In the relation of realizability, the object z may or not be restricted to belong to
a language with only total objects.

Our notion of realizability may be viewed as an extension to the Calculus of
Constructions of the modified realizability of HA,. Its main characteristics are that
the realizations are typed in the system F, (and then are strongly normalizable)
and that the formula “z realizes M” (that we shall write R(M, z)) is a formula of

the Calculus.

Remark We are going to define on terms the function of extraction £ and the
function of realizability R. We show on a picture the relationship between, Data,
Prop, Spec extraction and realizability.



F M € Spec
FteM

o\
br, £(M) € Data z : E(M)+ R(M,z) € Prop
Fr, E(t) € E(M) Fue R(M,E(T))
2.2 Extraction

We define a function £ of extraction for informative terms, inductively on the
structure of the term. This fonction is defined for the three levels of terms of the
Calculus. The function £ removes the non-informative part of the term and the
type’s dependences in order to get a F,-term. At each variable z is associated by
extraction a new variable T. We do not write the p subscripts in the terms and
take as a notation that if M € Ap and z € Vp then E(M) =M and 7 = z.

‘Definition 3 (Extraction)
Propositional types Let M be an informative propositional type.

o If M = Spec then E(M) = Data.
o If M = (X : A)B then B is an informative propositional type.
If A is an informative propositional type or an order then £(M) = E(A) =
&(B) else E(M) = E(B)
Propositional schemes Let M be an informative propositional scheme.

o If M is a variable X then E(M) =

o If M = (z: A)B then B is an informative propositional scheme.

§
If A is informative or in Ap then £(M) = (T : E(A))E(B) else (M) = E(B).
o If M = [z : A|B then B is an informative propositional scheme.
If A is an informative propositional type or an order then EM) = [z
E(A)E(B) else E(M) = £(B).
o If M = (A B) then A is an informative propositional scheme.
If B is an informative propositional scheme or a data type scheme then
E(M) = (E(A) E(B)) else E(M) = E(A).
Proofs Let M be an informative proof.

o If M is a variable x then E(M) =T.

o If M = [z : A|B then B is an informative proof.
If A is informative or in Ap then E(M) = [T : E(A))E(B) else E(M) = £(B).



e If M = (A B) then A is an informative proof.
If B is informative or in Ap then E(M) = (E(A) E(B)) else E(M) = E(A).

The function £ is extended to the environments. The main result about extraction
is :

Theorem 1 IfT' + M € N with M an informative term then E(T) bg, E(M) €
E(N)

The proof proceeds by induction on the length of the derivation. The main point
is the commutation of extraction with respect to substitution, namely if M and N
are informative terms then

E(M[z/N)) = E(M)[z/E(N)].

2.3 Definition and properties of realizability

In general the notion of realizability is defined for propositions. But in the Calculus
of Constructions, in a proposition may appear variables, propositional types and
propositional schemes.

The general scheme for the definition of the formula f realizes A = B is :

Vz.z realizes A = f(z) realizes B.

This definition is extended to dependent products and quantification over propo-
sitional types in the Calculus of Constructions.

Let us see how to define the notion of realizability for variables of type a
propositional type, for example Spec. Let M be of type Spec, then £(M) is of type
Data, a term t realizes M, if it is of type £(M) and if there exists a proof of the
formula R(M,t). With realizability, we interpret M as a subset of terms of type
E(M). In order to interpret a variable X of type Spec, we need two new variables.
A variable C of type Data (the type of extracted objects of proofs of X) and a
variable P of type C — Prop (the predicate satisfied by extracted ob jects of proofs
of X). This treatment of higher-order quantification is analogous with the one of
J. -L. Krivine in the system AF, [12] but we are in a typed framework.

The notion of realizability is defined for types (that is propositions or proposi-
tional types).

If M is an informative proposition or a propositional type, we define R(M,r)
(to be read as r realizes M), with r a free variable of type £(M) not occurring in
M. The formula R(M, r) will be a non-informative formula. If ¢ is a term then we
write R(M,t) for R(M,r)[r/t].

This is the general case. But we need also to define a notion of realizability for
non-informative types. If M is a non informative type, the analogous of the predi-
cate R(M, ) is a proposition or propositional type R(M). If M is a propositional
scheme then we define a new term R(M). If M is an informative proposition then
M is also a propositional scheme and we take as a definition R(M,r) = (R(M) ).
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We give some examples of the definition of R.
Spec Let r be a variable of type Data then R(Spec, r) =1 — Prop.
Variable If X is a variable of type M then X is a variable of type £(M) and we
define R(X) to be a variable (still of name X) of type R(M , X).
Product Let P = (z : M)N with N an informative proposition and r be a variable
of type E(P).

o If M is informative then R(P,r) = (T : S(M))(:c : R(M,Z))R(N,(r T))
e If M is non-informative then R(P,r) = (z : R(M))R(N,r)
o If M is in Ap then R(P,r) = (z : M)R(N,(r T))

Abstraction Let P = [z : M]N with N an informative propositional scheme.

o If M is an informative propositional type then R(P) = [T : &(M)][z :
R(M,E)|R(N)

e If M is a non-informative propositional type then R(P) = [z : R(M)]R(N)
o If M is an informative proposition then R(P) = [T : E(M)]R(N)
o If M is a non-informative proposition then R(P) = R(N)

The other cases may be deduced easily. The fonction R is extended to the envi-
ronments in a natural way.

It is possible to see the case of non-informative proposition and data types
as particular cases of informative propositions. Let T be a data type inhabited
by one element t. If M is a non-informative proposition, it will be possible to
define £(M) = T and R(M,r) = (r =7 t) AR(M). Let True be a non-informative
tautology. If M is a data type then it will be possible to define R(M,r) = True.

Definition 4 A term t realizes (is a realization of) an informative type P (in an
environment T) if the type R(P,t) has a proof (in T).

An informative type P is realizable (in an environment T ) if there ezists a term
that realizes it (inT).

Our notion of realizability is sound.

Theorem 2 (soundness) Ift is a proof of the informative proposition M in an
environment I' then £(t) realizes M in R(T).

The proof is by induction on the length of the derivation of I' -2 € M.

Remarks In formulas R(M,r), the types only depend on programming ob jects
and never on proof-objects. We have R(M) = M, if M is a non-informative
proposition that contains neither informative subterms nor sub-propositions that
depends on proofs (they may depend on programs). In any case, if M is non-
informative and provable then R(M) is also provable.
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3 Examples

In this section we show how some propositions are realized. In order to be more
readable, we do not write the p indexes in terms, there is no ambiguity to do
that. We also adopt more convenient notations instead of T for extracted bound
variables.

We study the following examples. Leibniz’s equality is a proposition that is
realized by a fixed term independently of its proof. We show the realization of
the existential type and prove the consistency of the axiom of choice. We present
also the predicate of realizability of disjunctive formulae, and the example of the
natural numbers with the predicate of induction.

Remark An application of a notion of realizability is to prove the consistency
of some axioms. Let A be a proposition, then if there exists a term that realizes
A then A is consistent with the theory. Suppose that there exists a derivation of
A F L then because A is realizable, L is also realizable, this implies that it is

provable.

The notion of realizability is not only useful to extract programs from proofs
but also to add consistent axioms that will be used in the development of the proof.
In this section, we shall show several axioms that may be added consistently to
the theory. Some of them becomes tautology if we identify Prop and Spec. But
they are necessary in order to optimize the extracted code.

3.1 About Prop and Spec

The original constant Prop of the Calculus of Constructions is now the constant
Spec. In the syntax, these two constants are not related. But in a certain sense
we have the following relation Prop C Spec. ‘This relation may be explicited. We
define a term S of type Prop — Spec.

S=[A: Prop)(C: Spec)(A - C)—C
It is easy to find a proof of
(A: Prop)A — (5 A).
It is not possible to prove the non-informative proposition :
II=(A: Prop)(5A4)— A
but this proposition is realizable. The proposition R(II) is equal to :
(A : Prop)((C : Prop)(R(A) — C) — C) — R(A)

that is provable because R(A) is of type Prop. trivially true. So Il may be added
consistently as an axiom. So S is of type Prop — Spec and may be viewed as
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an injection of the class of non-infomative propositions in the class of informative
propositions.

When we define a second order type like conjonction or disjunction, it is possible
to define it by quantification over a propositional variable of type Prop or. Spec.
For example with A and B, two propositions we have two kinds of disjonction :

AVB = (C: Prop)(A—-C)— (B-C)—=C
A+B=(C:Spec)(A-C)—>(B—-C)—~C

The proposition A V B is non-informative while A + B is informative. Using S it

is possible to prove
A+B = AVB

and a similar proposition for every second order type.

We may wonder whether the converse is realizable. In general, it is false. For
example
= AVB = A+B

is not realizable.
But it is true for the conjonction of two non-informative propositions A and
B. We define
AANB = (C:Prop(A—=B —C)—C

AXxB = (C:Spec)(A— B —-C)—C

The proposition
ANB= AXB

is provable using the two projections of the non-informative conjonction.

This corresponds to the notion of “self-realizing” formula (cf Beeson [1]). A
formula M is self-realizing if there exists a term ¢ such that ¢ realizes M, as soon
as M is provable. We want to replace the term extracted from an arbitrary proof
of M by ¢. A way to implement this is'to introduce a non-informative version
M’ of M (by quantification over Prop) and to add an axiom ® of type M' — M
that will be realized by ¢. When we need a proof of M, we shall use (& m) with
m a non-informative proof of M’. The extracted term of this proof of M will be
exactly ¢. The class of propositions that may be realized independently of their
proofs can be dynamically increased.

3.2 A non-informative proposition : equality

Leibniz’s equality is a simple example of “self-realizing” proposition. We are in
the environment :
A:Spec,a: A, b:B

We define :
Eq = (P: A— Spec)(P a) — (P b)
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and
a=4b = (P:A— Prop)(Pa)— (Pb)

We have :
E(Eq) = (C : Data)C — C

and if r is a variable of type £(Eq) :
R(Eg,r) = (C : Data)(P : £(A) — C — Prop)(z : CY(P £(a) z) — (P £(b) (r C z))
The proposition a =4 b is non-informative and

R(a =4 b) = (P: £(A) — Prop)(P £(a)) — (P (b))

We shall use the same notations for equality of elements of type B of type Data
and shall write :

R(a =4 b) = (€(a) =¢(a) £(b))
We remark that it is consistent to assume a =4 b if £(a) and £(b) are equal. This

allow to forget about equality of proofs terms.
It is easy to prove the following properties :

E(a) =¢ga) £(b) — R(Eq,[C : Datd][z : Clz)

R(Eq,r) — &(a) =ga) £(b)

Each proof of equality can be replaced in the extracted program by the identity.
So we do not need a computational proof of equality but only a logical one. We
will use non-informative equality during the program’s development process. We
take as an (informative) axiom egspec of type :

a=4b — (P:A-—-»Spec)(Pa)—-»(PM

The variable €gspe¢ may appear in the extracted programs but it is correct to
replace it by the identity. So that the final program will be valid in an environment
without any occurrence of egspec.

3.3 The type absurdity

It is natural to want a proposition “absurdity” that is non-informative. We define :
1 = (C: Prop)C
We then need the property :
ezcept : (C : Spec)L — C
The proposition R(ezcept,r) is equal to :
(C : Data)(P : C — Prop)L — (P (r C))
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This proposition is provable whatever r is. The problem is r has to be typed of
type (C : Data)C. It is not possible to find a closed term of this type. We will
keep the variable ezcep? in the extraction environment. Because the separation
between Prop and Data, the system is still consistent. It is also possible to prove
(as a meta result) that a term extracted in a consistent environment cannot be of
the form (ezcept uy ... up).

3.4 Existential proposition

We show that realizing the proposition 3z : A.P(z) with P a non-informative
proposition gives an object ¢ of type A such that P(t) is realizable. We are in the
~ environment :

' A : Data, ® : A — Prop

The existential intuitionistic quantification is defined by :

TA(®) = (C: Spec)((z: A)Y® z) - C) = C.

3.4.1 Realizability

The extracted type is (C : Data)(A — C) — C that we write A. This is not
exactly A but a type similar to A. More precisely we call t4 the injection from A
into A and 74 the projection from A on A. Formally :

[a: AJ[C : Datdllh : A — C(h a)
14 = [a: A)(a A [z : Az)

It is not exactly an isomorphism because

il

LA

(ra(taz))=az

is provable but not
(LA (ﬂ'A a:)) =Z z.

Actually there are examples of functional types A and closed terms z such that
(4 (74 z)) and z are not convertible. But this is not a problem for what we want
to prove. ’

Let r be a variable of type A then R(X4(®),7) is the following proposition :

(C : Data)(P : C — Prop)(f : A — C)((z : AYR((@ ) = (P (f 2))) = (P (r C 1))
It is easy to prove the following propositions :

(a: AYR((2 a)) — R(Z4(®), (¢4 a))

(a: AYR(Ta(2),a) ~ R((2 (74 2)))
Proposition 3 The proposition £ 4(®) is realizable if and only if there ezists some

element a of type A such that (® a) is realizable.
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3.5 A subset type

Using existential quantification and non-informative propositi‘pns, we get a con-
struction analogous with the subset type in some versions of Martin-Lof’s type
systems. )

It is also possible to build a real subset type, it means a type {A|P} that is
realized by objects of type A that realizes P. Assume that A is of type Data and
that P is of type A — Prop. We want the following properties :

{A|P} 1 Spec
subintro : (z:A)(P z)— {A|P}
subelim : {A|P}— (C: Spec)((z: AP z)—-C)—C

subreduce : (z:A)(h:(P z))(C : Spec)(f:(z: A} P z) — C)
(subelim (subintro z h) C' f)y=c (f z h)
subind : (t: {A|P})(Q : {A|P} — Prop)
((z: A)(h: (P 2)) — (Q (subintro z h))) — (Q t)
We show that it is possible to realize all thesc axioms. In order to realize {A|P}
we need a type C and a predicate @ of type C' — Prop. We take C = A and
@ = R(P). In this interpretation a realizator of {A|P} is exactly an element z of
type A such that (P z) is realizable.
The axiom subintro is realized by a terin f of type A — A such that
(z : A)YR(P) &) — (R(P) (r 2))

We take f = [z : Alz.

The axiom subelim is of type {A|P} — L4P. It is realized by a term g of

type A — A such that
(z: A)(R(P)z) — R(EaP,(g z))
We have already shown that the term g = ¢4 works,

The axiom subreduce is realizable because (by definition of ¢4) the following

proposition is provable :
(z:A)C : Data)(f: A—=C)iaz C f)=¢ (f z)

Finally R(subind) is the following (trivially provable) proposition :

(t: AYR(P)t) = (Q: A— Prop)((a: AYR(P)z)— (Q 2))—(Q 1)

It is very easy to prove the equivalence between 4P and {A|P}. The subset
type avoid the use of injection and projection in the extracted programs. We shall
write {z : A|P} with z free in P instead of {A|[z : A]P}. '

We may internalize the equivalence between the provability of an informative
proposition A and the existence of a program in £(A) that realizes A.
Proposition 4 Let A be an informative proposition (A of type Spec), the following
propositions are realizable :

A= {r:E(A)|R(A,7)} {r:E(A)|R(A, ")} = A

The axiom of choice is just a particular case of this property.
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3.5.1 Axiom of choice

Using the previous results it is possible to realize the axiom of choice. In the
environment :

A : Data, B : Data
¥:A— Prop, ®: A— B — Prop

The axiom of choice can be stated as follows :
(s : A)(¥ o) = {y: Bl(@ 2 y)}) » {f: A= Bl(z: A)(¥ 2) > (@& (f 2))}
It is easy to realize it by the identity function on A — B.

Remark This shows an example of proposition that is not provable in the Cal-
culus but that may be realized. It is essential for ¥ to be a non-informative
proposition and for B to be a data type.

3.6 Disjunctive propositions

Let A and B be non-informative propositions. Let A + B be the intuitionistic
second order disjunction then :

A+B = (C:Spec)(A—-C)—(B—=C)—=C
E(A+B) = (C:Data)C —-C—C

= bool

If u proves an intuitionistic disjunction, then the extracted term will be a boolean.
Tt is not possible to know what boolean it will be without looking at the proof of
A+ B.

‘sat there is a variant of the disjunction of two propositions introduced by S.
Hayashi and which may be taken as a non-informative proposition. Let A and
B be two non-informative propositions, and e be a boolean. Then we define the
proposition “If e then A else B”. More precisely we defined cond(e, A, B) to be
the following non-informative formula :

(P : bool — Prop)(A — (P true)) — (B — (P false)) — (P e)
Let COND be the following informative proposition : -
cond(e, A, B) — (P : bool — Spec)(A — (P true)) — (B — (P false)) — (P e)

And we would like to take COND as an axiom. We need to find a realization of
COND. We get easily that £(COND) = bool. And now with r a new variable of
type bool, R(COND,r) is the following proposition :

cond(e,R(A), R(B)) — (C : Data)(P : bool = C — Prop)
((z1: COYR(A) — (P true z1))
— ((z9: C)R(B) — (P false z3))
—(Pe(rC zy29))
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It is very easy to prove the proposition R(COND,e). In this case, the realization
of the proposition appears already inside the proposition and we do not need the
proof in order to find it.

It is possible, using the axiom COND to prove the following proposition :

(A + B) = {e : bool|(cond e A B)}

3.7 The natural numbers

The type of the natural numbers as iterators is :
nat = (C : Data)C — (C — C) — C.

We define the two constructors zero (o) and the successor function (s). It is well
known that there exists an operator of primitive recursion rec of type

nat — (C : Data)C — (nat - C - C) = C
Let AV be the induction principle on natural numbers, namely :
[n : nat)(P : nat — Prop)(P o) — ((u : nat)(P u) — (P (s u))) — (P n).

Let C be of type Data, ¢ of type C and f of type nat - C — C. It is possible to
prove the following results :

(recoCec fy=cec
(n : nat)(N n) — (rec (s n)‘C ¢ f)=c (f n(recn C c f))

It is not possible to prove (n : nat)(N n) in the Calculus of Constructions
neither to realize it. We need the fact that (n nat;O S) is equal to n. This fact
may be proved for closed terms. A similar relation may be false for other second
order types.

We propose a solution that will work for every second order type defined by a
specification of its constructors. We introduce using our subset type, a type NAT,
of objects of type nat that satisfy N.

NAT = {n:nat|(N n)}
Because we have proofs of
(N o) and (u:nat)(N u)— (N (s )

it is easy to find a term O of type NAT, such that £(0) = 0 and a term § of type
NAT — NAT such that £(5) = s.

The terms of type NAT behaves like terms of type nat but they contain an
extra logical information. Let Peano be the following proposition :

(n: NAT)(P : NAT — Prop)(P 0) - ((u : nat)(P u) — (P (S w))) — (P n).
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Then Peano is realizable because :
R(Peano) = (n : nat)(N n) = (N n)
We are often more interested in realizing the following proposition :
(n: NAT)(P : NAT — Spec)(P O) — ((u: nat)(P u) — (P (S w)) — (P n).

This proposition is realized by the operator of primitive recursion rec.

4 Related works

There are many relations between this work and PX [10}, Nupsl (3], ITT (Martin-
Lof’s system [15]) or AF; [12, 16].

The idea of using a syntactic notion of non-informative propositions in order
to optimize the realizability comes from the system PX. This system has also a
clear distinction between proofs and programs, and among the proofs between in-
formative and non-informative ones (non-informative propositions are called “type
zero”). In this system the realizations may not terminate. There is a predicate E
in the logic whose meaning is termination. The definition of realizability is such
that z realizes A = E(z) is always provable.

In Nuprl [3], the extra information is hidden using the subset type {z : A|P(2)}.
In this system if @ is of type {z : A|P(z)} then a is also of type A. So given a,
the type of a is undecidable. In our system, there is a difference between the proof
of {z : A|P(z)} and the extracted term of type A. In a judgement a in A in
Nuprl, @ may be an arbitrary term of the A-calculus. In particular it may contains
non-terminating subterms. The fact that this term is normalizable comes from the
provability of the judgement. The judgement a in A has to be read “a realizes A”.
The .otion of realizability satisfies the fact that a realization terminates.

The idea of separating types (what we call Spec) and propositions has been

proposed for Martin-Lof’s systems [14]. It seems to be the right way to express.

the subset type. In Nuprl and ITT, there are no distinctions between proofs and
programs. This distinction becomes necessary if we want to realize more axioms
without getting an inconsistent environment.

Our notion of realizability is related to AF; system. The system AF; is a
second order predicate logic. One difference is that in AF,, r realizes Vz.P is
the proposition Vz. (r realizes P) (and not Vz.((r z) realizes P)). To find this
notion of realizability in (the extension to the hierarchy of type of) our system, it
is sufficient to say that the first-order objects are in some class U of type Type.
But the main difference is the way this realizability is used. To develop a program
p in AF;, you first give an equational specification of this program. Suppose for
example that p is a function on natural numbers, you have to realize the formula
Vz.N(z) — N(p ), where A is (for example) the induction principle on natural
numbers. The realization gives you a A-term that computes p.
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Conclusion

We have defined and proved sound an internal notion of realizability for a syntactic
variant of the Calculus of Constructions. The critical point in such a notion is to
have a definition that commutes with substitution.

We think that the Calculus of Constructions with Realizations is an adequate
“Programming Logic”. In particular it is necessary to distinguish between the
programming and the proof language, and to distinguish inside the proof language
between informative and non-informative propositions. Because the proposition
that says when a program realizes a specification is a formula of the Calculus
of Constructions, we may use the system in order to prove that some term is a
realization of some proposition. '

An experimental implementation of the system has been done, using the current
implementation of the Calculus of Constructions realized at INRIA by G. Huet in
the language CAML. There has been no difficulty to adapt our previous examples
of development of programs (Quicksort for lists, a formating program ...[13]) to
this system. It is now possible to really get functional programs extracted from
these proofs and to execute them.

The system presented in this paper extracts programs typed in the system F,
which contains only terminating terms. But our notion of realizability is quite
independent of the programming language. In particular we may extend it with a
fixpoint. Then the proof of termination will no more appear inside the program
but will be a consequence of the realizability proposition. Such a treatment is
related to P. Dybjer’s work [9] and to J.-L. Krivine’s AF; [12, 16]. We will explain
this in a forthcoming paper.
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A A proved example

We give the complete development of an algorithm for the search of the smallest
element in a non-empty list in the Calculus of Constructions with Realizations.
This is a session for the machine. Comments are written in italics. The command
Inductive is a “macro” that builds simultaneously a type and its constructors.
Absurdity and negation :

Definition void (C:Prop)C.
Syntax void "{}".

Axiom except : (C:Spec){}->C.
Definition not [A:ProplA->{}.

5
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Syntax not "~_".
Informative disjunction of two non-informative propositions :

Syntax sumbool "{_ }+{.}".
Inductive sumbool [A,B:Prop] : Spec
= left : A ->({A}+{B})
| right : B->({aA}+{B}).

Non informative conjonction of two non-informative propositions :

Syntax and "_/\\_".
Inductive and [A,B:Prop] : Prop = conj : A ->B ->(A/\B).

Ezistential quantification :

Syntax sig "<_>Sig(.)".
Inductive sig [A:Data;P:A->Prop] : Spec
= exist : (x:A)(P x)->(<A>Sig(P)).

Equality :

Syntax eqd "<_>_=_".
Inductive eqd [A:Data;x:A] : A->Prop = refl_equal : <A>x=x.

Axiom eq.spec : (A:Data)(x,y:A)(P:A->Spec)(<A>x=y)->(P x)->(P y).

Let R be a total, reflexive and transitive relation on a data type A.

Variable A : Data.

Variable R : A->A->Prop.

Axiom Rtot : (x,y:A){(R x y)IH+{(R y x)}.

Axiom Rrefl : (a:A)(R a a). '

Axiom Rtrans : (a,b,c:A)(R a b)->(R b ¢)->(R a ¢).

The data type of lists of elements of A :

Inductive List : Data
= nil : List
| cons : A->List->List.

Axiom List_ind : (1:List)(P:List->Spec)
(P nil)->((a:A)(m:List) (P m)->(P (cons a m)))->(P 1).

Axiom nil_cons : (a:A){(m:List)~(<List>nil=(cons a m)).

Definition of the predicate inL ((z'nL al) = a € 1): the smallest predicate such that

ca€amanda€m = a€bm.
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Inductive inL [a:A] : List->Prop
= inL_tl : (b:A)(m:List)(inL a m)~->(inL a (cons b m))
| inL_hd : (m:List)(inL a (cons a m)).

Definition of the predicate infL ((infL a l) = a < 1): the smallest predicate such
thata < nil ande<m A(Rab)=> a<bm.

Inductive infL [a:A] : List->Prop
= infL_nil : (infl a nil)
| infL_cons : (b:A)(m:List)
(R a b)->(inflL a m)->{(infL a (cons b m)).

Lemma : A list is or not equal to nil.

Lemma nil_or_not (1:List){<List>nil=1}+{"<List>nil=1}
Proof
[1:List]
(List_ind 1 [x:List]{<List>nil=x}+{"<List>nil=x}
(left <List>nil=nil “<List>nil=nil (refl_equal List nil))
[a:A][m:List] [H:{<List>nil=m}+{"<List>nil=m}]
(right <List>nil=(cons a m) “<List>nil=(cons a m)
(nil_cons a m))).

We do not write the ezplicit proofs of the following non informative lemmas

Name Min [1:List][a:A]((infL a 1)/\(inlL a 1)).

Lemma unit (a:A)(Min (cons a nil) a)

Proof ...
;l

Lemma consl (a,x:4)(m:List)(Min m x)->(R a x)->(Min (cons a m) a)

Proof .

Lemma cons2 (a,x:A)(m:List)Min m x)->(R x a)->(Min (cons a m) x)
Proof ..

To prove : Vl: List. l #nil = Ja:A(a << IAa€l)

Name ExMin [1:List] (“<List>nil=1)-><A>Sig(Min 1).

Theorem min_search (1:List)(ExMin 1)
Proof [1l:List]
(List_ind 1 ExMin
[H:“<List>nil=nil]
(except <A>Sig(Min nil) (H (refl_equal List nil)))
[a:A] [m:List] [H: (ExMin m)] [HO:"<List>nil=(cons a m)]
(nil_or_not m <A>Sig(Min (cons a m))
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[H1i:<List>nil=m]
(eq_spec List nil m [x:List]<A>Sig(Min (cons a x))
H1 (exist A (Min (cons a nil)) a (unit a)))
[H1:"<List>nil=m]
(H Hi <A>Sig(Min (cons a m))
[x:A][H2:(Min m x)]
(Rtot a x <A>Sig(Min (cons a m))
[H3:(R a x)]
(exist A (Min (cons a m)) a (consi a x m H2 H3))
[H3:(R x a)]
(exist A (Min (cons a m)) x (cons2 a x m H2 H3)))))).

The automatically ertracted context is :

* [except :(C:Data)C]

sumbool ==> (C:Data)C->C->C

left ==> [C:Data] [c¢1:C][c2:C]lcl

right ==> [C:Data] [c1:C][c2:Clc2

sig ==> [A:Data] (C:Data)(A->C)->C

exist ==> [A:Data] [x’:4][C:Data] [c1:A->C](cl x*)
* [eq_spec :(A:Data)A->A->(P:Data)P->P]

* [A :Data]l

* [Rtot :A->A->sumbool]

List = (C:Data)C->(A->C->C)=>C : Data
nil = [C:Datal[c1:C][c2:A->C->C]cl : List
cons = [a:A][1:List][C:Datal[c1:C][c2:4->C->C](c2 a (1 C ci c2))

: A->List->List
% [List_ind : List->(P:Data)P->(A->List->P->P)->P]

nil_or_not ==

[1:List]

(List_ind 1 sumbool left [a:A][m:List][H:sumboollright)
ExMin ==> (sig A)

min_search ==> '
[1:List](List_ind 1 ExMin (except (sig A))
[a:A] [m:List] [H:ExMin]
(nil_or_not m (sig A)
(eq_spec List nil m (sig A) (exist A a))
(H (sig A)
[x:A] (Rtot a x (sig A) (exist A a) (exist A x)))))

We may replace eqspec by [A:Datal [x,y:A][C:Data] [x:C]x and get the follow-
ing program :

[1:List] (List_ind 1 ExMin (except (sig A))
[a:A] [m:List] [H:ExMin]
(nil_or_not m (sig A) (exist A a)

23




(H (sig A)
[x:A] (Rtot a x (sig A) (exist A a) (exist A x)))))

Relation with an ML program There is an analogy between second order
types and ML’s concrete types. For example the type sig is a type with one unary
constructor.

type ’A sig = exist of ’A;;

In the second order A-calculus it is possible to apply a term of type (sig A) to a
type C and a fonction of type A->C. This corresponds to the ML construction match.
This analogy holds also for lists and booleans. We remark that the operation of
matching a boolean is just the construction if. We get explicitely the following
program of type A list-> ’A sig

let min_search =
function [] -> failwith "except"
Ja::m => if m = nil then (exist a)
else let H = (min_search m) in
(match H with
(exist x)-> if R a x then exist a else exist x);;
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The Constructive Engine

Gérard Huet
INRIA

Rocquencourt, France

Introduction

The Calculus of Constructions is a higher-order formalism for writing constructive
proofs in a natural deduction style, inspired from work of de Bruijn [4, 7], Girard
[21] and Martin-Lof [33]. The calculus and its syntactic theory were presented in
Coquand’s thesis [12], and an implementation by the author was used to mechani-
cally verify a substantial number of proofs demonstrating the power of expression
of the formalism [15]. The Calculus of Constructions is proposed as a founda-
tion for the design of programming environments where programs are developed
consistently with formal specifications[37]. This note presents in detail an imple-
mentation in CAML[18, 44] of a proof-checker for the calculus. This proof-checker
proceeds by operating an abstract machine, called the constructive engine.

The description in this paper is close in spirit to the inference system described
in section 10.2 of {13]. The main departure is the addition of a system of constants,
allowing a form of definitional equality. The implementation shown corresponds
to a simplification of version 4.10 of the system. Differences with the actual im-
plementation are discussed below.

1 Technical Prelimiqaries

The constructive engine is an environment machine which manipulates A-expressions
with a rich language of types. There are several sorts of variables which may ap-
pear in the terms of the calculus. The global variables, as well as the global
constants, are referenced with their name, a concrete string of ASCII characters.
The environment is looked up through a hash table for fast access to the decla-
ration information of the global. The locally bound variables are represented by
their binding depth, in the manner of de Bruijn[3]. Since the constructive engine
works by weaving back and forth between the environment and the currently con-
structed term, we need to switch representations efficiently. Also, we need to be
able to compare two terms modulo §-reduction, in order to implement type equal-
ity checking. This section presents various programming techniques developed for
such algorithms.

1A preliminary version of this paper, describing version 4.5 of the engine, was presented
as an invited lecture at CAAP88. This paper describes a simplified view of the current 4.10
implementation. '



1.1 )-calculus in the de Bruijn notation

We now recall the de Bruijn’s notation of A-calculus. This abstract representation
of M-expressions was originally introduced by de Bruijn[3], and later extended to
Automath’s A structures by Jutting[29)].

We first consider untyped A-calculus. We use CAML as our specification lan-
guage. The type of concrete A-terms may be defined as:

#type concrete =

# Var of string (* x *)
# | Lambda of string * concrete (* [x]E *)
| Apply of concrete * concrete (¥ (E1 E2) *);;

Type concrete defined
Var : (string -> concrete)
| Lambda : (string * concrete -> concrete)
| Apply : (concrete * concrete -> concrete)

Thus every variable, whether it is free or bound, is implemented by a concrete
string. Such representation needs complex substitution operations, in order to
guarantee the preservation of the right binding relationships. Variable renamings
(called a-conversion) may be necessary, and thus new names have to be coined. In
order to avoid this naming problem, we define the type of abstract A-terms:

#type lambda =

# Ref of num (* variables *)
¢ | Abs of lambda (* lambda abstraction *)
| App of lambda * lambda (* function application *);;

Type lambda defined
Ref : (num -> lambda) §
| Abs : (lambda -> lambda)
| App : (lambda * lambda -> lambda)

Now each variable occurrence is represented by its binding depth, i.e. the relative
depth with respect to its binding abstraction operator. A term of type lambda
containing n free variables is valid in a context of length n, according to:

#let rec valid n = function

# Ref(m) =>m<=n
# | Abs(1) -> valid (n+1) 1
I App(11,12) -> valid n 11 & valid n 12;;

Value valid = <fun> : (num -> lambda -> bool)
Thus a closed A-term is one which is valid in an empty context:

#let closed = valid O;;
Value closed = <fun> : (lambda -> bool)



We write A,, for the set of lambdas M such that valid n M.
The recursion structure of algorithm valid is characteristic of computations
on lambdas. The corresponding induction principle may be stated as:

Contextual Induction Principle. Let P, be a property of lambdas, indexed by
a natural number n, and satisfying the closure conditions:

o Po(M)A Py(N) = Pn(App(M,N))
o Pyp1(M) = Po(Abs(M))
e 0 <m < n= P(Ref(m)).

Then P,(M) for every M € A,. Here is an algorithm for translating a concrete
term to its abstract representation, given a context of free variables:

#exception Unbound;;
Exception Unbound defined

#let index_of id = search 1
#where rec search n = function

# (name: :names) -> if name=id then n
# else search (n+l1) names
# | [0 -> raise Unbound;;

" Value index_of = <fun> : (’a -> ’a list -> num)

#let rec parse_env lvars = abstract
#where rec abstract = function
# Var(name) -> Ref(index_of name lvars)
# | Lambda(id,conc) -> Abs(parse_env (id::lvars) conc)
# | Apply(concl,conc2) -> App(abstract concl,abstract conc2);;
Value parse_env = <fun> :
(string list -> concrete -> lambda)

#(* parsing closed lambdas *)
#let parser = parse_env [];;
Value parser = <fun> : (concrete -> lambda)

The abstract represehtafcion is not convenient for the human interface, and thus
we assume we have declared a grammar for concrete syntax, as follows[44]:

#grémmar concrete =
#rule entry Lambda = parse

# Term x -> parser(x)
#and Term = parse

# n("; Term_list x; Term y; ")" -> Apply(x,y)
# | IDENT x -> Var(x)



" | »[*; Binder x; "]"; Term y -> list_it (curry Lambda) x y

# { »("; Term x; ")" ->x

gand Term_list = parse

# Term X -> X

# | Term_list x; Term y -> Apply(x,y)
#and Binder = parse

# IDENT(x) -> [x]

# | IDENT(x); ","; Binder y => Xy

Warning: variable(s)
curry, Apply, list.it, prefix ::, Lambda, Var, parser
will be dynamically bound
Calling YACC ..v wveeeirioinnnnaeannenaseasnnaneseees ceseeres e .
Value concrete = <fun> : (string -> Parsers)
Grammar concrete for programs defined
entry Lambda

We may now give examples in concrete syntax:

#<<[x](x [yl (x y2)>>;;
(ibs CApp ((Ref 1),(Abs (App ((Ref 2),(Ref vuMIMM
lambda

Remark that the two occurrences of z have different indexes 1 and 2, and that
conversely the references (Ref 1) correspond to two distinct variables z and y.

The first fundamental algorithm concerns the recomputation of global refer-
ences to global variables across n levels of binding. This is computed by the

algorithm 1ift below.

#lot 1lift n = lift_rec 1

#where rec lift_rec k = function
& Ref(i) -> if i<k then Ref(i) (* bound variable : invariant *)
# else Ref(i+n) (* free variable : relocated *)
# | Abs(l) -> Abs(lift_rec (k+1) 1)

# | App(1,1’) -> App(lift_rec k 1,lift_rec k 1');;

Value 1ift = <fun> : (num -> lambda -> lambda)

5

Now we may program substitution, as follows.

#let subst lam =
#let lift_lam n = lift n lam in subst_lam 1
#where rec subst.lam n = function

# Ref(k) -> if k=n then lift_lam(n-1) (* substituted variable *)
# if k<n then Ref(k) . (* bound variables *)

# else Ref(k-1) (* free variables *)

# | Abs(lam’) -> Abs(subst_lam (n+1) lam’)

# | App(lami,lam2) -> App(subst_lam n laml,subst_lam n lam2);;
Value subst = <fun> : (lambda -> lambda -> lambda)



For instance, we may now program the conversion of a solvable A-term to its
head normal form as:

#let rec hnf = function
Ref(n) -> Ref(n)
Abs(lam) -> Abs(hnf lam)
App(lami,lam2) -> let lam’shnf laml in match lam’ with
Abs(lam) -> hnf(subst lam2 lam)
! -> App(lam’,lam2);;
Value hnf = <fun> : (lambda -> lambda)

#* H K R

These algorithms are satisfactory, as executable specifications. They are nor
satisfactory as efficient programs. We see two main problems with this approach.
The first one is that too much unnecessary copying of structures is effected. The
second one is that the operation of A-reduction is in some sense not elementary
enough: we would like to substitute occurrence by occurrence, in a maximally
lazy fashion. We shall not tackle the second problem here, but will try and share
as much as possible during the computation, in order to remedy the first prob-
lem. It should be noted that this very basic problem of efficient computation on
A-terms is still largely open. The sharing of combinatory dags applies only to
‘weak reduction (where one does not reduce inside abstractions). The same is true
of abstract environment machines such as the SECD, FAM or CAM machines,
which furthermore compute in applicative order (innermost) as opposed to the
normal order (leftmost-outermost) corresponding to the standardization theorem.
Wadsworth’s method[43] does not avoid unnecessary duplications. Levy’s sharing
of redex families[31] has not yet been implemented in a computationally efficient
way. We do not claim that de Bruijn’s abstract representation will lead to the best
implementations of A-calculus. However, the sharing method which we shall now
present leads to an acceptable ‘behaviour for our application to the comstructive
engine.

1.2 Sharing morphisms

Let us forget A-calculus for the sake of the current discussion, and consider the
simpler case of terms built up from free constructors. For instance, consider the
following algebra, corresponding to the abstract syntax of terms for some simplified
arithmetic:

#type term =

# Var of string

# | Plus of term * term
# | Minus of term

# | Constant of num;;

Type term defined
Var : (string -> term)



| Plus : (term * term -> term)
| Minus : (term -> term)
| Constant : (num -> term)

Now let us consider a simple-minded implementation of first-order substitution
over these terms, with substitutions represented as association lists:

#let naive_subst sig = subst_rec

#where rec subst_rec = function

# Var(name) -> if mem_assoc name sig then assoc name sig
# else Var(name)

# | Plus(t1,t2) -> Plus(subst_rec ti,subst_rec t2)
#
#

| Minus(t) -> Minus(subst_rec t)
| Constant(n) -> Constant(n);;
Value naive_subst = <fun> :
((string * term) list -> term -> term)

This method is clearly computationally absurd, since a full copy of a term is
effected, even when the substitution is empty. Worst, substitution will un-share
terms naturally shared on the underlying dags, such as let M=Constant(2) in
Plus(M,M). This may be acceptable in certain situations, for instance if we want
to rewrite the two occurrences of M above in distinct ways. But if we think of
these abstract terms as applicative structures, we want to profit of the possible
sharing to represent in a shared fashion the substitution to a non-linear term such
as Plus(Var(x),Var(x)).

One solution to this problem has been proposed long time ago by Boyer and
Moore[1], and this “structure sharing” representation is now one of the classical
ways to implement PROLOG. In this method, we manipulate substitution clo-
sures rather than terms, and this has some undesirable effects. For instance, we
do not have a direct access to the top of the term any more, and this access gets
more and more costly the further we substitute. After a while, the whole struc-
ture may become completely inverted. For this reason, the “structure copying”
implementation is still retained in many applications.

At the other end of the spectrum, we find the representations which share
through congruence closure{40, 20]. These methods are fine for ground terms (not
containing free variables). In the case where we manipulate mostly terms with
variables, congruence closure is not really applicable, and produces more overhead
than it saves.

We shall now study how to share maximally in the standard representation
of terms containing free variables. We shall not try and guess possible sharing
through syntactic coincidences. We only care to preserve existing sharing, and
to share as much as possible of a substituted version of a term with the original
version. Let us first see how to implement this idea of sharing non-substituted
portions of a term. Here is a simple recursive algorithm which reports, together
with its result, a boolean value indicating whether sharing has been possible or
not.



#let subst_and_share sig = fst o subst_rec
#vhere rec subst_rec x = match x with

# Var(name) -> if mem_assoc name sig then (assoc name sig,false)
# else (x,true)

# | Plus(t1,t2) -> let (t’1,bl)=subst_rec ti

# and (t’2,b2)=subst_rec t2

# in if b1&b2 then (x,true)

# else (Plus(t’1,t’2),false)

# | Minus(t) -> let (t?,b)=subst_rec t

# in if b then (x,true) else (Minus(t’),false)

# | Constant(n) -> (x,true);;
Value subst_and_share = <fun> :
((string * term) list -> term -> term)

Again, we have a correct specification of what we exactly mean by sharing, but
the program above is very costly in storage, since the computation of the sharing
relationship builds on the side a duplicate of the structure in the shape of a tree of

‘booleans. If the aim is to avoid building un-necessary structure, we must clearly

avoid these explicit boolean values.

The next idea is to replace the values (true,x) above by an exception, signaling
that sharing is possible. Let us define a sharing morphism as a term morphism,
which raises a special exception Identity to signal that its result is identical to
its argument. If £ is such a sharing morphism, it may be applied on an argument
with possible sharing with:

exception Identity;;
let share f x = try f(x) with Identity -> x;;

and now we may implement a sharing substitution with:

#let sharing_subst sig = share subst_rec
#where rec subst_rec = function

Var(name) -> if mem_assoc name sig then assoc name sig

else raise Identity
| Plus(t1,t2) -> (try Plus(subst_rec tl,share subst_rec t2)
with Identity -> Plus(tl,subst_rec t2))
| Minus(t) -> Minus(subst_rec t)
| Constant(n) -> raise Identity;;
Value sharing_subst = <fun> :
((string * term) list -> term -> term)

#* H H B K

It is clear that we now have maximum sharing of the substituted term with its
original pattern, without extra structure.

It may be objected however that the substitution algorithm is now cluttered
with extra cases, which brings two problems: readability is questionable, and mis-
takes may occur in the transformation from a copying algorithm to its shared



version. Note in particular that the case corresponding to an m-ary constructor
splits into 2"~ ! subcases. This objection may be overcome, by noticing that the
transformation is systematic enough to be encapsulated in a macro.

More precisely, given two arguments, one which gives the signature of the con-
structors over which we want a sharing morphism effect, and the second which gives
what happens on the others, we may write without difficulty a macro morphism
which generates the full recursion. Without giving its actual code, which would be
hard to understand for readers not familiar with CAML, here is the instance of its
call in our example:

#pragma let term_signature = [("Plus",2);("Minus",1)]
and replace_sig =
<:CAML<function Var(x) ~> if mem_assoc x sig then assoc x sig
else raise Identity
| Constant(_) -> raise Identity>>;;
(* Macro-generated version of sharing_subst above *)
let subst sig = share #(morphism term_signature replace_sig);;

Remark 1. The macro replace_sig above is enough to illustrate the exam-
ple. It is unsatisfactory in that it assumes that the argument to the substitute
algorithm is called sig. A more satisfactory version of the macro, parameterized
in an adequate fashion, is easy to define with the mechanism of anti-quotation of
CAML[44]:

#pragma let replace._sig sig = <:CAML<function
Var(x) =-> if mem_assoc x {"sig~} then assoc x {"sig"}
else raise Identity
| Constant(_) -> raise Identity>>;;

and now the identifier sig is generated in its proper scope:

let subst sig =
let SIG = <:CAML<sig>> (* abstract syntax of sig *)
in share #(morphism term_signature (replace_sig SIG));;

This remark applies to the other macros explained in the next section. However,
we prefer to present the more readable “unsafe” versions.

Remark 2. The sharing mechanism we present uses CAML’s exceptions.
Other mechanisms may be thought of. For instance, if one assumes the exis-
tence of a primitive eq which tests for physical identity, we may program a sharing
substitution in the following manner:

match arg with

| App(x,y) -> let x’=subst x and y’=subst y
in if eq(x,x’) and eq(y,y’) then arg else App(x’,y’)



Using one mechanism or the other may be motivated by zesthetics or implemen-
tation reasons (availability of primitives, efficiency). Somehow the user should
not have to worry about such low-level detail, but obviously current implementa-
tions of functional programming languages lack the proper memory management
primitives needed to express naturally this economic use of data structures.

1.3 Binding morphisms with sharing

The ideas of the previous section may be extended to algebras where certain con-
structors are binding in some of their arguments. For instance, in lambda above,
Abs is binding in its argument, whereas App is not. We indicate this information
with the following descriptors:

gpragma let lambda_descr = [("Abs",[truel); ("App", [false;false])];;

We now give the code for lifting Ref indexes over k levels of binding:

#pragma let lift_k = <:CAML<function
Ref(i) -> if i<n then raise Identity (* bound var *)
else Ref(i+k) (* free var is shifted *)>>;;

and the general case is macro-generated with the help of a binding_morphism
macro which generalizes the idea of sharing morphisms to binding constructors
implemented with de Bruijn indexes. Without boring the reader with the actual
details of the macro binding_morphism, let us just indicate an example of macro-
expansion:

#pragma binding morphism lambda_descr 1lift_k =
<:CAML<let rec £ n = function
Abs(x1) -> Abs(f (n+1) x1)
| App(x2,x1) -> App(try f n x2, (try f n x1 with Identity -> x1)
with Identity -> x2,f n x1) y
| Ref(i) -> if i < n then raise Identity else Ref(i+k)
in £ 1>>

Now we get the lift function as:

#let 1lift k lam =

# if k=0 then lam

# else share #(binding_morphism lambda_descr 1lift_k) lam;;
Value lift = <fun> : (num -> lambda -> lambda)

Remark that we save exploring the term lam in the case k = 0, which we know
beforehand to be an identity.
We now iterate this idea for substitution:



#pragma let subst_lam = <:CAML<function
Ref(k) -> if k=n then lift_lam (n-1) (* substituted var *)
if k<n then raise Identity (* bound var x)
else Ref(k-1)>> (* free var *);;

#let subst lam =

# let lift_lam n = 1lift n lam

# in share #(binding_morphism lambda_descr subst_lam);;
Value subst = <fun> : (lambda -> lambda -> lambda)

This substitution algorithm is still far from perfect. First we should recognize
the special case when we substitute a closed term, since in that case no lifting is
necessary. Further, we should share all instances of (1ift n lam) for a given n.
These ideas are implemented in the following version:

#pragma let subst_closed_lam = <:CAML<function

Ref(k) -> if k=n then lam (* lam is shared *)
if k<n then raise Identity (* bound var *)
else Ref(k-1)>> (* free var *);;

#let subst lam =

# if closed lam

# then share #(binding_morphism lambda_descr subst_closed_lam) lam
# else let instances = ref [] in

# let 1lift_lam n = (* local memo version )

# if n=0 then lam

# else (assoc n !instances (* memo effect *)

# ? let new_instance = lift n lam

# * in (instances:=(n,new_instance)::!instances;
# new_instance))

# in share #(binding_morphism lambda_descr subst_lam) lam;;

Value subst = <fun> : (lambda -> lambda)

Further optimizations are possible. For instance, the initial pass to check
whether lam is closed or not could set up the lifting code with maximum shar-
ing, for any relocating value n, since intuitively the shared areas are the same.
The above version recomputes this information p times, where p is the number of
distinct levels where the substituted variable occurs. This would not affect the
quantity of sharing, it would only speed up its computation, and since the code
would be significantly more complicated we shall not do it here.

Although in some sense we share maximally a term with its substituted ver-
sions, we fail to propagate this sharing, since recursive exploration of a term where
certain nodes are shared does not recognize this sharing, and will therefore undo
this sharing by further substitutions. In order to preserve sharing, we ought to re-
member in a table pairs of addresses (original-term-node, substituted-term-node),
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in the spirit of traditional graph-copying algorithms. We shall ignore this opti-
mization here.

Finally, a smarter use of indexes may be imagined, where lifting and sub-
stitution are delayed as much as possible, by keeping relocation indexes in the
expressions themselves. However, this idea is not as easy as it sounds, since such
relocation annotations do not commute easily with abstraction, and very quickly
we run into the problem of manipulating complex annotations of the form “lift by
nq all variables greater the m;, and ...” Clearly, we are not saying the last word
on possible implementations of A-calculus in the de Bruijn style.

2 Application to the Calculus of Constructions

2.1 Term and types

The Calculus of Constructions, originally described in Thierry Coquand’s thesis[12],
refers to a family of formalisms which permit to describe both objects structured
with types, and natural deduction proofs of higher-order logic. We thus have
naturally two levels of descriptions:

#type level = Object | Proof;;
Type level defined :
Object : level
| Proof : level

The two levels are intermixed in uniform term structures of a typed A-calculus,
where types are themselves terms of the same nature. At the level of proofs, we
use the Curry-Howard isomorphism: propositions are seen as the types of their
proofs. :

We thus have two kinds of judgement:

o Judge(M,T,Object) means “Object M has type T”.
e Judge(M,P,Proof) means “Proof M proves proposition P”.

Such judgements refer implicitly to a global context of variable declarations and
constant definitions. That is, we have possibly non-closed terms of a A-calculus
with constants. We shall come back later to the structure of the global environ-
ment. We may at this point define our types of terms and judgements:

#type constr =

# Rel of num (* bound variables *)

# | Var of string * judgement (* free variables x)

# | Const of string * judgement (* constants *)

# | Prop (* type of propositions *)
# | Type of num (* universes *)

# | App of constr * constr (* application (M N) *)
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# | Lambda of constr * constr (* abstraction [x:TIM %)
# | Prod of constr * constr (* product (x:TIM %)
#and judgement = Judge of constr * constr * level;;
Type constr defined
Rel : (num -> constr)
| Var : (string * judgement -> constr)
| Const : (string * judgement -> constr)
| Prop : constr
| Type : (num -> constr)
| App : (constr * constr -> constr)
| Lambda : (constr * constr -> constr)
| Prod : (constr * constr -> constr)
Type judgement defined
Judge : (constr * constr * level -> judgement)

The Rel variables are local variables implemented with de Bruijn indexes. The
Var and Const refer to respectively variable declarations and constant definitions.
Global identifiers are recognized by the parser as known in the environment as
variable declarations or constant definitions, and the corresponding piece of the
environment is pointed to by the corresponding term constructors Var and Const.
This has the advantage of avoiding environment searches during type-checking. It
has the drawback that our term structures are complicated dags sharing with the
environment all the necessary information.

Both Prod and Lambda are operators which are binding in their second argu-
ment, the first one being the type of the bound variable. Lambda is A-abstraction,
whereas Prod is product formation for types, and universal quantification for
propositions. Note our ambiguous use of the word “type”, since the type of a
term is either a type, i.e. a term of type Type(i) for a certain i, or a proposition,
i.e. a term of type Prop. In this last case, we use the analogy of propositions
with types, identifying a proposition with the type of it proofs. We thus have
a A-calculus at two levels. At the level Object abstraction is used for express-
ing the functionality of the mathematical objects and proposition schemes, in the
spirit of Church’s type theory. At the level Proof it corresponds to (intuitionistic)
implication introduction in natural deduction.

The following function checks that its argument is a kind, i.e. of the form Prop
or Type(_), and returns the level of terms whose types are of that kind.

#let level_of_kind = function

# Type(.) -> Object

# | Prop -> Proof

# | _ -> error "Not a proposition or a type';;
Value level_of_kind = <fun> : (constr -> level)

Note the similarity of our term structures with the linguistic structures of
Automath. In the terminology of Automath, our structure extends Nederpelt’s
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A. However, we use it with a restricted notion of level, i.e. we have a regular
language[19]. We distinguish between Prod and Lambda, in the spirit of AutPi.
This was not done in the original calculus of Coquand[12]. We prefer to make the
distinction now, because this entails unicity of types. We have also constants and
6-tules, in the spirit of AA[10]. More importantly, we have higher-order quantifi-
cation, like in Girard’s system Fw, which makes the calculus significantly more
powerful than both the Automath systems, and the Martin-L&f type theories. We
may thus develop higher-order mathematics, as advocated by Scott[42]. In the
jargon of proof theorists, the system is “non-predicative”.

2.2 Substitution

Substitution is a straightforward generalization of the ideas given in section 1.3
above. The descriptor lambda_descr is simply replaced by the descriptor

let constr_descriptor =
[("App", [false;false]);
("Lambda", [false;truel);
("Prod", [false;truel)l;;

which describes the binding effect of the term constructors. The functions 1ift
and subst are appropriately adapted.

The main departure from pure A-calculus is that we have a calculus with con-
stants. We thus have several substitution functions for various uses:

substl : constr -> constr -> constr .

(* (substl c1 c2) substitutes ci1 for Rel(1) in c2 %)

subst2 : string -> constr -> constr

(* (subst2 str c) substitutes Rel(i) for Var(str,_) in c %)
subst_con : string -> constr -> constr -> constr

(* (subst_con str cl c2) substitutes cl for Const(str,.) in c2 *)

Each of these functions is programmed with the help of binding._morphism.

2.3 Equality

Equality of terms means inter-convertibility by §-conversion. Because the calculus
is confluent and noetherian, this could be decided by comparing the normal forms
of the two terms. However this is not what we want in a calculus with constants.
We want to verify equivalence of terms with as little constant expansion as possible,
i.e. to try intensional equality before computing unfolding the constant definitions.

For instance, consider the step of proof which consists in applying a lemma
L1 stating that every reflexive relation R is cyclic. We thus have, in the current
context, a constant:

L1 : (T:Type)(R:T->T->Prop) (Reflexive R)->(Cyclic R)
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Assume that the current context contains declarations for a type T1, a relation
R1 over T1, and a hypothesis H1 that R1 is reflexive. Now we want to be able to
apply (L1 T1 R1 H1). The last application will involve verifying equality of two
instances of the proposition (Reflexive R1). It would be absurd here to look up
the definition of the concept Reflexive, and to expand to normal form the two
propositions. We want to avoid going back to first principles, but to do as we
usually do in first-order logic, when Reflexive is a non-analyzed binary predicate.
Of course, in last resort, we must allow for possible constant expansion.

This motivates the introduction of a data type of approximations, which are
used to compute head normal forms progressively.

#(* The two kinds of variables *)
#type reference =
# Local of num
# | Global of string;;
Type reference defined
Local : (num -> reference)
| Global : (string -> reference)

#type approximation =
# Abstraction of constr * constr
# | Product of constr * constr
# | Variable of reference * constr list
# | Constant of (string * judgement) * constr list
# | Propconst
# | Typeconst of num;;
Type approximation defined
Abstraction : (constr * constr -> approximation)
| Product : (constr * constr ~> approximation)
| Variable : (reference * constr list -> approximation)
| Constant
((string * judgement) * constr list -> approximation)
| Propconst : approximation
| Typeconst : (num -> approximation)

#(x One step of approximation %)
#let rec approx stack = hnf
#where rec hnf = function

# Rel(n) -> Variable(Local(n),stack)

# | Var(name,_) -> Variable(Global(name),stack)

# | Const(n_j) -> Constant(n_j,stack) (* No expansion! *)
# | Prop -> if stack=[] then Propconst

# else anomaly "Prop cannot be applied"

# | Type(n) -> if stack=[] then Typeconst(n)

# else anomaly "Type cannot be applied"
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# | App(ci,c2) -> approx (c2::stack) ci

# | Lambda(c,c’) -> (match stack with

# 0 -> Abstraction(c,c’)

# | argl::rest -> approx rest (substl argl c’))
# | Prod(c,c’) =-> if stack=[] then Product(c,c’)

# - else anomaly "Product cannot be applied";;

Value approx = <fun> :
(constr list -> constr -> approximation)

#let approxim c = approx [] c;;
Value approxim = <fun> : (constr -> approximation)

We are now ready to describe type equality, which proceeds by A-conversion
and constant expansion. This last operation is delayed as much as possible.

#(x Constant expansion *)

#let expand = function

# Constant((_,Judge(c,.)),stack) -> approx stack c

#] _ -> anomaly "Trying to expand a non-constant';;
Value expand = <fun> : (approximation -> approximation)

#(* equality of terms modulo conversion *)

#let rec conv terml term2 = eqappr (approxim termi,approxim term2)
# where rec eqappr = function

# (Abstraction(tl,ci),Abstraction(t2,c2)) -> conv ti t2

¥ ) & conv cl1 c2

# ] (Product(ti,cl),Product(t2,c2)) -> conv t1 t2 & conv t2 c2
# | (Variable(ni,11),Variable(n2,12)) -> (ni=n2) &

# (length 11 = length 12) & for_all2 conv 11 12

# | (Propconst,Propconst) -> true

# | (Typeconst(ui),Typeconst(u2)) -> ul=u2

# | ((Constant(s1,11) as appri),(Constant(s2,12) as appr2)) ->
# (* try first intensional equality *)

# (eq(s1,s2) & (length(11l) = length(12)) & (for_all2 conv 11 12))

# (x olse expand the second occurrence (arbitrary heuristic) *)

# or eqappr(appri,expand appr2)

# | ((Constant(_) as appril),appr2) -> eqappr(expand appri,appr2)
# | (appri,(Constant(_) as appr2)) -> eqappr(apprl,expand appr2)
# | _ => false;;

Value conv = <fun> : (comstr -> comstr -> bool)

The next function effects one step of head normal form leading to Prop, Type,
or Prod. It is used for making explicit the type of a construction.

#let hnftype = apprec []
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#wher
#wher
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!
|
I

H B H R H R R R

Value

2.4

e rec apprec stack = app._stack
e rec app.stack = function

Rel(.) -> error "Typing error 1"
Var(_) -> error "Typing error 2"
Const(_,Judge(c,_)) -> app.stack(c)
App(cl,c2) -> apprec (c2::stack) ci
Lambda(.,c) -> (match stack with
a -> error "Typing error 3"

| c’::rest -> apprec rest (substl c’ c))
(* Prod/Prop/Type *)
c -> if stack=[] then c
else anomaly "Cannot be applied";;
hnftype = <fun> : (constr -> constr)

Structure of the environment

The environment contains variable declarations, constant definitions, values wait-

ing to

be applied, and types waiting to be used as coercions. We shall explain the

last two kinds of items in the next section.

#type declaration =

#
# |
# |
# |
#and

Type

Type

Vardecl of string ¥ judgement

Constdecl of string * judgement

Value of judgement

Cast of judgement

context == declaration list;;

declaration defined

Vardecl : (string * judgement -> declaration)
Constdecl : (string * judgement -> declaration)
Value : (judgement -> declaration)

Cast : (judgement -> declaration)

context abbreviates declaration list

We now declare the initial state, consisting of the empty initial context, and
the initial judgement, stating that Prop is an Object of type Type(0).

#let ENV = ref ([]:context)

#and VAL = ref (Prop) (* The current construction *)
#and TYP = ref (Type(0)) (* Its type *)

#and LEV = ref (Object) (* Its level *);;

Value ENV = (ref []) : context ref

Value VAL = (ref Prop) : constr ref

Value TYP = (ref (Type 0)) : constr ref

Value LEV = (ref Object) : level ref
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2.5 A digression on the meaning of inference rules

The constructive engine may be thought of as some kind of loom, where we weave
back and forth between the environment and the current value. The fabric is
produced whenever we build a new component of the environment, by taking the
current judgement to build a new variable declaration or a new constant definition.
The fabric may be taken back by discharging variables as abstractions or products,
forming arbitrary new patterns.

This “loom” implementation is in some way the spirit of natural deduction, as
opposed to sequent calculus, in which proofs may be seen as produced by cooperat-
ing machines working in parallel. In some sense this is a deep distinction between
natural deduction logical frameworks, and sequent calculus logical frameworks. For
instance, compare and.intro:

P—t-A—-—Ii—B— natural
THFAAB

'+tA A+B

TUAFAAB sequent

In the sequent formulation, I' and A may be thought of as sets of propositions.
In the natural formulation, I' may be thought of as a list constructed progressively.
However, the important distinction is not so much on the structural rules. It is
that the two occurrences of ' on the numerator of the natural rule do not denote
two lists that somehow happen to be equal structurally: they denote the same
shared object. Actually, the left top occurrence may be considered the binding
occurrence of I', whereas the right top one, as well as the one in the denominator,
may be considered residuals, or pointers to the data structure which was the state
of the environment when applying the rule. Similarly, the occurrences of A and B
in the denominator denote pointers to the propositions that have been bound to
* their respective binding occurrence on the numerator.

Thus we may regard inference rules of natural deduction formalisms as direct
specifications of elementary machine operations, with registers for the environment,
the current proof, and the currently proved proposition. This is the point of view
we take for our implementation of the Calculus of Constructions.

It should be noticed that this point of view may not be adequate for theorem
proving, as opposed to theorem checking. For synthesizing proofs, the sequent
formulations may actually be preferable. The point we want to emphasize (and we
believe has not been strongly stressed before) is first that natural versus sequent
formulations of logic is not a choice based on zsthetic choice, but is important for

its pragmatic use, and second that it suggests implementation techniques, since

the meaning of meta-variables in the rules is quite different.

Once we notice that meta-variables in inference rules denote shared objects, it
is natural to distinguish, in the various occurrences of such schematic variables,
one binding occurrence, instantiated by pattern-matching, the others denoting
residuals in the sense of A-calculus, i.e. pointers to the corresponding substructure.
For instance, consider the usual natural-deduction formulation of arrow-elim, i.e.
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application or modus ponens:

ITFM:A—B TFN:A
TF(MN):B

In order to make explicit the flow of information, when using this rule for proof-
checking, it is obvious that the binding occurrences of I', M and N are in the
denominator of the rule, whereas the binding occurrence of B is in the numerator.
Concerning A, we have a problem. The one in the right argument of the rule
may be considered binding: “Let A be the type of term N in environment I'.”
The one in the left argument, also, could be considered binding in a system where
unicity of types hold. Here, where types are only unique up to' B-conversion, it
could mean: “Convert the type of term M in environment I' to its head normal
form, check that it has the shape A -— B.” But, in either case, we do not mean
that the types of M and N should share a common substructure, but merely that
the corresponding substructures ought to be equal (and here, actually, a recursive
exploration to check this fact is meant). Thus, what we mean to specify is a rule
that says: “Let C' be the type of term M in environment I'. Convert C' to its
head normal form. Check that it has the shape A’ — B. Check that A and A’ are
convertible.” We are now close to a complete specification of the proof checker.
Two details remain.. .

The first detail concerns the order in which M and N are actually typechecked
in a sequential machine. There are two possible interpretations of application as
a term constructor: the left-sequential one (first M and then N), and the right-
sequential one (the opposite order). In either case, some explicit memorization of
the intermediate type shall be needed. We remark that this memorization cannot
be done simply in an auxiliary stack, since the proper scoping must be enforced.
We are lead to stack the corresponding judgement as an item in the environment.
In our implementation, we choose the right-sequential interpretation, and we are
thus lead to an inference rule (where binding occurrences are underlined):

'FN:A TFM:C CpA =B A=A
LHFMN):B

;Whic‘h is in turn implemented as the composition of two unary transition rules,
with explicit stacking in the environment:

'rN:A = I'')N:Al -stack walue

I N:AFrM:C = (CbA —-B,A=A") TF(M N):B pop-apply

In rule stack_value, the notation T'; N : B I stands for stacking the current judge-
ment in the environment without changing it. We are thus lead to the view of
elementary machine operations (the conditional transition rules) corresponding to
an explicit sequentialisation of inference rules. The memorization insures that
these elementary commands may be used independently of each other.
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The second detail concerns conversion in the presence of the constant defini-
" tions, which are definitional equalities; in such systems the conversion depends on
these equalities, and thus of the environment, in which they are declared. That is,
in order to be completely rigorous we ought to write T F A = A’ above.

To a certain extent the situation may be compared to PROLOG. The infer-
ence rules, with suitable detail, correspond rather directly to PROLOG clauses.
The relations > and = are executable predicates, and the underlining of binding
occurrences correspond to input specifications ala Concurrent Prolog. This point
of view is close to the one of the logical framework Typol[30]. The transition rules
correspond to the basic instructions of a sequential PROLOG machine. One may
argue that this low-level description is not really needed for the user of the logi-
cal environment. However, this amount of detail may be needed to derive useful
meta-mathematical properties.

In the following, we shall describe our engine in terms of the CAML functions
implementing its basic transition rules. The higher-level inference rules are given
as comments.

2.6 Initialization
2.6.1 Resetting the current judgement

#let reset_current () =

# VAL := Prop;

# TYP := Type(0);

# LEV := Object;;

Value reset_current = <fun> : (unit -> level)

2.6.2 Resetting, pushing and popping the environment

#let reset_env () =

# ENV := []

‘#and push_env declaration =

# ENV := declaration::!ENV

#and pop_env () = match !ENV with

# []1 -> error "Empty environment"

# | decl::env -> ENV := env; decl;;

Value reset_env = <fun> : (unit -> context)

Value push_env = <fun> : (declaration -> context)
Value pop_env = <fun> : (unit -> declaration)

2.6.3 Searching the environment

Note that we do not need to relocate the judgements stacked in the environment,
since we do not use indexes, but identifiers for the globals.

#let search name = search_rec !ENV
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# where rec search_rec = function

# [ -> error(name ~ " not declared")

# | decl::rest -> match decl with

# Vardecl(s,._) -> if s=name then decl else search_rec rest
# | Constdecl(s,.) => if s=name then decl else search_rec rest
# - -> search_rec rest;;

Value search = <fun> : (string -> declaration)

2.7 The basic machine operations

There are few basic machine operations, partitioned into two kinds: the ones that
build up the environment, and the ones that build up the current construction.
For each such command, we give first the inference rule, then the CAML function
which performs the corresponding machine instruction.

2.7.1 Introducing a new hypothesis
THM: Prop
iz . MFE
't M : Type(i)
iz: MtE

#let assume name =

# let declaration =

# let typ = hnftype !TYP

# in let lev = level_of_kind typ

# in Vardecl(name, Judge(!VAL,typ,lev))
# in push_env declaration;; R

Value assume = <fun> : (string -> context)

2.7.2 Introducing a new definition

TFM:T
Tia=M:TFk

#let declare name =

# let declaration = Constdecl(name,Judge(!VAL,!TYP,!LEV))
# in push_env declaration;;

Value declare = <fun> : (string -> context)

2.7.3 Global Introduction
P=Ty2:T5;Ty T=Tye=V: 00
'Fz:T, I'Fz: T,
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#let consider name =

# match (search name) with

# Constdecl((_,Judge(_,typ,lev)) as constant) ->
# (TYP:=typ;

# LEV:=lev;

# VAL:=Const(constant))

# | Vardecl((_,Judge(typ,_,lev)) as variable) ->

# (TYP:=typ;

# LEV:=lev;

#

VAL:=Var(variable));;
Warning: 1 partial match in this phrase
Value consider = <fun> : (string -> constr)

2.7.4 Prop intro

'tk
I'+ Prop: Type(1)

#let proposition () = VAL:=Prop;TYP:=Type(1);LEV:=Object;;
Value proposition = <fun> : (unit -> level)

2.7.5 Type intro
T+
T + Type(s) : Type(i + 1)

#let universe num =

# if num<i then error "Illegal universe level"

# else VAL:=Type(num);TYP:=Type(num+1);LEV:=Object;;
Value universe = <fun> : (num -> level)

2.7.6 App intro
IFM:(z:B)C TFN:A THA=B
I'-(M N):[N/z]C

As explained above, this rule splits into two transitions rules:

#(x Stacks a value for future application *)

#let stack_value () =

# let declaration = Value(Judge(!VAL,!TYP,!LEV))
# in push_env declaration;;

Value stack_value = <fun> : (unit -> context)

#(* Extracts the last pushed value in environment *)

#let unstack_value () =
# match !'ENV with
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# Value(j)::rest -> ENV:=rest; j
# | _ => error "Last item not a value";;
Value unstack_value = <fun> : (unit -> judgement) -

#let pop_apply () =

# match hnftype !TYP with

# Prod(typarg,typres) ->

# let (Judge(val,typ,lev)) = unstack_value()
# in if conv typ typarg then (VAL:=App(!VAL,val);

# TYP:=substl val typres)
# else error "Application would violate typings"

# | _ => error "Non-functional construction';;

Value pop_apply = <fun> : (unit -> constr) .

2.7.7 Discharging definitions

We allow forgetting a constant by replacing its value in the current judgement.

F'ie=M:T+-N:4
I'F[z/MIN: [z/M]A

#let pop_const () =
match !ENV with
Constdecl(name, Judge(val,_))::rest ->
VAL:=subst_con name val !VAL;
TYP:=subst_con name val !TYP;
ENV:=rest
I [J -> error "No constant in environment"
| _ => error "Last item notJa constant';;
Value pop_const = <fun> : (unit -> context)

L R R

Variables may be discharged in two ways: for forming abstractions and for
forming products. Both rules use as an auxiliary:

#let unstack_var () =
# match !{ENV with

# Vardecl(var)::rest -> ENV:=rest; var
# | [J -> error "No hypothesis in current context"
# | _ => error "Last item not a variable";;

Value unstack_var = <fun> : (unit -> string * judgement)

2.7.8 Lambda Introduction
Iiz: MFN: P
P't[z:MIN:(z: M)P
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#let abs_var () =

# let (name,Judge(typ,.)) = unstack_var()
# in VAL:=Lambda(typ,subst2 name !VAL);

# TYP:=Prod(typ,subst2 name !TYP);;
Value abs_var = <fun> : (unit -> constr)

2.7.9 Product Introduction

Here we have the union of 3 inference rules:

T;z:MFN: Prop
FF(z:M)N: Prop

T+ M:Type(j) T;z:MFE N :Type(i)
T F (z : M)N : Type(maz(s,j))
I'+M:Prop T;z:MFEN:Type(s)
T+ (z: M)N : Type(i)

The last two rules appear to be binary. However, they correspond to a unary
transition, since the type of M is explicit in the judgement stored in the variable
declaration. Here is an example where the rules of inference do not carry enough
information: we do not need to use a meta theorem saying that if I';z : M is a
well-formed environment, then either I' - M : Type(j) or T' F M : Prop. This
fact is actually explicit from the way the variable declarations are structured in
the machine.

#let gen_var () =
# if ILEV = Proof then error "Proofs can only be abstracted";
# let (name,Judge(typ,kind,_.)) = unstack_var()
# in (TYP:=(match hnftype !TYP with
Prop -> Prop (* quantification : TYP stays Prop *)
| Type(n) -> (* product *)
Type(match kind with Prop -> n | Type(m) -> max m n)

| _ -> error "Product allowed only on types");
VAL:=Prod(typ,subst2 name !VAL));; ‘
Warning: 1 partial match in this phrase
Value gen_var = <fun> : (unit -> constr)

H#H K

2.7.10 Type conversion
'-M:A T'FB:Prop THA=B
'tM:B
I'-M:A THB:Type(i) T'FA=B
TFM:B
As for application, this pair of rules splits into two transition rules:
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#(* Stacking a type for future coercion *)

#let stack_cast () =

# let typ = hnftype(!TYP)

# in let lev = level_of_kind typ

# in let declaration = Cast(Judge(!VAL,typ,lev))
# in push_env declaration;;

Value stack_cast = <fun> : (unit -> context)

#let unstack_cast () =
# match !ENV with

¥ 0 -> error "No cast in current context"
# | Cast(j)::rest -> ENV:=rest;j
# | - -> error "Last item not a cast";;

Value unstack_cast = <fun> : (unit -> judgement)

#let cast () =

# let (Judge(typ,.,lev)) = unstack_cast()

# in if lev<>!LEV then error "Wrong level for coercion"
# if conv !TYP typ then TYP:=typ

# else error '"Cannot coerce to intended type";;
Value cast = <fun®> : (unit -> constr)

2.8 Higher-level commands
2.8.1 Sections

The machine is equipped of a hierarchical description mechanism which permits
to declare variables and define constants within a local scope. This mechanism
is operated through the opening and closing of named sections. Variables and
constants are declared with a certain strength controlling their lifetime as follows.
When n sections are opened, the possible strengths of notions are integers between
0 and n. A notion of strength 0 is local to the current section, a notion of greater
strength will survive the closing of the current section. When a section is closed,
the corresponding segment of the environment is popped and processed as follows.
Stacked casts and values are forgotten, with a warning. Local constants disappear
by substitution. Local variables are discharged, by abstraction in values, and by
product/quantification in types. Thus the variables and constants declared with a
positive strength will be kept, under the same name, but with added functionality.
We shall not discuss further this sections mechanism, which would require a
more precise explanation, and whose design is not considered definitive yet. For
the present paper, let us just consider this structuring mechanism as high-level
commands, which could be implemented by macro-generation of the elementary
operations of the engine, by keeping separately the strength information. In the
current implementation, however, section headers are items in the environment.
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2.8.2 Inductive definitions

It is possible to describe complex inductive definitions of types, constructors of
those types, and induction/recursion principles on those types. We shall not de-
scribe further this facility, which is described in [39], and which ought to be su-
perseded in next versions of the calculus by the addition, at the terms level, of
(strongly positive) recursive type definitions.

3 The mathematical vernacular

The constructive engine is generally not operated directly. Its commands are usu-
ally compiled from a higher level notation for mathematics, called the Mathemati-
cal Vernacular. The idea of describing mathematical arguments in a mathematical
vernacular language is due to de Bruijn[8].

3.1 A small vernacular syllabus

Our mathematical vernacular is very rudimentary at present. Here is a succinct
description of its main constructs.
There are two sub-languages:

o a language of expressions, used to denote terms, propositions, types, proofs,
etc... '

¢ a language of commands, used to write mathematical definitions, postulate
axioms and hypotheses, state and proof lemmas and theorems.

3.1.1 Expressions

Names are identifiers in the sense of CAML. Two special identifiers “Prop” and

“Type” are reserved.
Expressions are defined recursively as follows:

e names are expressions.
¢ Prop is an expression.
o Type(n) is an expression, for n > 0. T'ype is an abbreviation for Type(1).

o (M N) is an expression when M and N are expressions. It stands for
“apply function M to its argument N”. This notation is generalized to
(M N1 N2 .. Np).

e (z : M)N, is an expression if z is a name, and M and N, are expressions. It
stands for the logical proposition “for every = of type M we have N,” when
N, stands for a proposition, and for the type “product of N, indexed by
M?” when N, stands for a type. This notation is extended to accommodate
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(z1,22,...,zn : M)N as an abbreviation for (z1: M)(z2 : M)...(zn : M)N.
When z does not occur in N, the expression (z : M)N may also be written
as M — N. v

o [z : M]N, is an expression if = is. a name, and M and N, are expressions.
It stands for the function which associates to its argument z of type M the
value N;. This notation is extended to accommodate [z1,22,...,2n: M]N
as an abbreviation for [z1: M][z2: M]..[zn: M]N.

o let x = M in N, is an expression if z is a name, M and N, are expressions.
It stands for the expression N, in which every occurrence of the name z is
replaced by the expression M.

3.1.2 Commands

A mathematical text is seen as a list of commands to be executed. The type-
checking of expressions that are arguments to commands ensures that the defini-
tions make sense, and that the proofs prove the statements of theorems.

e Hypothesis x : T
defines a new hypothesis x of type the expression T

e Variablex: T

variant of the previous command

e Hypotheses x,y,z: T
for multiple declarations sharing the type T

e Variables x,y,z : T
idem

o Axiom x: A
the proposition A is assumed as an axiom named x

o Typex
Abbreviates Variable x : Type

e Proposition x
Abbreviates Variable x : Proposition

¢ Definition x M
Checks that M is well-typed, and defines it under name x

e Name x M
Local version of Definition

e Globalx: T=M
Checks that M is well-typed consistently with type T, and defines it under
name X
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e Jetx: T=M
Local version of Global

o Theorem x P Proof M
Checks that M is a proof of proposition P, and defines it under name x

¢ Lemma x P Proof M
Local version of Theorem. These composite commands may be broken into
parts, such as: .
Lemma x
Statement P
Proof M
This permits to introduce definitions and facts local to the proof.

¢ Section x
Opens a section named x

e End x
Closes the section x, discharging local variables

Other commands are useful for interactive use. We shall not list them here.
" We do not explain in this note how the vernacular commands get parsed and
translated as elementary commands of the machine. The details are relatively
straightforward.

3.2 A full exemple: Newman’s lemma

We give here the listing of a full exemple as written in the current system. New-
man’s lemma states that every ncetherian relation is confluent if it is locally con-
fluent. The proof is the same as the one explained in [25], and given in an older
version of the calculus in [15]. A discussion of the definition of induction principles
" in the Calculus of Constructions may be found in [27].

This section of vernacular assumes prior loading of a standard prelude, defining
logical primitives.

We start with an auxiliary module of definitions concerning binary relations,
where notions such as transitive-reflexive closure Rstar of relation R are defined.

Variable A : Type.
Variable R : A->A->Prop.

(* Definition of the reflexive-transitive closure Rx of R %)
(* Smallest reflexive P containing R o P *)

Definition Rstar [x,y:A](P:A->A->Prop)

(:A)P u w) -> ((u:A)(v:A):A (R u v)->® v w)->(P u w))
> (Pxy.
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Theorem Rstar_reflexive (x:A)(Rstar x x)
Proof [x:4][P:A->A->Prop]
[hi:(u:A)(P u u)]
(h2:(u:A) (v:A)(w:A)(R u v)->(P v w)->(P u w)]
(h1 x).

Theorem Rstar_R (x:A)(y:A)(z:A)(R x y)->(Rstar y z)->(Rstar x z)
Proof [x:A][y:AJ[z:A]J[t1:(R x y)][t2:(Rstar y z)]
[P:A->A->Prop]
[h1i:(u:A)(P u u)]
h2: (u:A) (v:iA) (w:A)(R u v)=->(P v w)->(P u w)]
(h2 x y z t1 (t2 P hi h2)).

(* We conclude with transitivity of Rstar : *)

Theorem Rstar_transitive
(x:4)(y:A)(z:A) (Rstar x y)->(Rstar y z)->(Rstar x z)
Proof [x:A][y:AJ[z:A][h:(Rstar x y)]
(h ([u:AJ[v:Al(Rstar v z)->(Rstar u z))
([u:AJ[t:(Rstar u z)]t)
([u:AJ[v:Al[w:Al[t1: (R u v)][t2:(Rstar w z)->(Rstar v z)]
[t3:(Rstar w z)](Rstar_R u v z t1 (t2 t3)))).

(* Another characterization of R* %)
(* Smallest reflexive P containing R o R¥ %)

Definition Rstar’ [x:A][y:A](P:A->A->Prop)-
(P x x3)->((u:A)(R x w)->(Rstar u y)->(P x y)) -> (P x y).

Theorem Rstar’_reflexive (x:4)(Rstar’ x x)
Proof [x:A][P:A->A->Prop]
(h1:(P x x)1[h2:(u:A)(R x u)->(Rstar u x)->(P x x)]ht.

Theorem Rstar’_R (x:4)(y:A)(z:4)(R x z)->(Rstar =z y)->(Rstar’ x y)
Proof [x:Al[y:Al[z:A]J[t1:(R x 2)][t2:(Rstar z y)]

[P:A->A->Prop] [h1:(P x x)]

(h2:(u:A) (R x u)->(Rstar u y)->(P x y)](h2 z t1 t2).

(* Equivalence of the two definitions: x)
Theorem Rstar’_Rstar (x:A)(y:A)(Rstar’ x y)->(Rstar x y)

Proof [x:4][y:A][h:(Rstar’ x y)]
(h Rstar (Rstar_reflexive x) ([u:A](Rstar_R x u y))).
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Theorem Rstar_Rstar’ (x:A)(y:A)(Rstar x y)->(Rstar’ x y)
Proof [x:A][y:Al[h:(Rstar x y)]
(h Rstar’ ([u:A](Rstar’_reflexive u))
([u:A)[v:Al[w:AJ[h1: (R u v)J[h2:(Rstar’ v w)l
(Rstar’_R u w v h1 (Rstar’_Rstar v w h2)))).

We are now ready to develop the standard notions from rewriting theory.

<A>Ex2(P,Q)> means there exists x:4 such that (P x) and (Q x).

Definition coherence [x:A][y:A]<A>Ex2((Rstar x),(Rstar y)).

Theorem coherence_intro (x:A)(y:4)(z:A)(Rstar x z)->(Rstar y z)
-> (coherence x y)
Proof [x:A][y:A)[z:Al[h1:(Rstar x z)][h2:(Rstar y 2)]
[C:Prop] [h:(w:A) (Rstar x w)->(Rstar y w)->C]J(h z h1 h2).

(* A very simple case of coherence : *)

Lemma Rstar_coherence (x:A)(y:A)(Rstar x y)->(coherence x y)
Proof [x:A][y:A]l[h:(Rstar x y)]
(coherence_intro x y y h (Rstar_reflexive y)).

(* coherence is symmetric *)
Lemma coherence_sym (x:A)(y:A)(coherence x y)->(coherence y Xx)
Proof [x:A][y:A][h:(coherence x y)]
(h (coherence y x)
([w:A][hi:(Rstar x w)][h2:(Rstar y w)]
(coherence_intro y x w h2 hi))).

Definition confluence .
[x:A] (y:A) (z:A)(Rstar x y)->(Rstar x z)->(coherence y z).

Definition local_confluence
[x:A)(y:A)(z:8)(R x y)->(R x z)->(coherence y z).

Definition noetherian
(x:4) (P:A->Prop) ((y:A) ((z:A) (R y 2)->(P z))->(P y))->(P x).

Section Newman.
(* The general hypotheses of the theorem *)

Hypothesis Hypl:nocetherian.
Hypothesis Hyp2:(x:A)(local_confluence Xx).
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(* The induction‘hypothesis *)

Section Ind.
Variable X:A.
Hypothesis hyp_ind:(u:A)(R x u)->(confluence u).

(* Confluence in x *)

Variables y,z:A. A
Hypothesis hi:(Rstar x y).
Hypothesis h2:(Rstar x z).

(* particular case x->u and u->*y %)
Section Newman..

Variable u:A.

Hypothesis t1:(R x u).

Hypothesis t2:(Rstar u y).

(* In the usual diagram, we assume also x->v and v->*z %)

Theorem Diagram.
Variable v:A.
Hypothesis ul:(R x v).
Hypothesis u2:(Rstar v z).

Statement (coherence y z).

Proof (* We draw the diagram ! *)
(Hyp2 x u v t1 ul .
(coherence y z) (* local confluence in x for u,v *)

(* gives w, u->*w and v->*%u *)
([w:Al[s1:(Rstar u w)][s2:(Rstar v w)]
(hyp_ind u t1 y w t2 s1  (* confluence in u => coherence(y,w) x)

(coherence y z) (¥ gives a, y->*a and z->%a *)
(la:A][vi:(Rstar y a)][v2:(Rstar w a)]
(hyp_ind v ui a z (* confluence in v => coherence(a,z) *)
(Rstar_transitive v w a s2 v2)
u2 (* gives b, a->%b and z->*b *)

(coherence y z)
([b:A][wi:(Rstar a b)][w2:(Rstar z b)]
(coherence_intro y z b (Rstar_transitive y a b v1 wi) w2))))))).

Theorem caseRxy (coherence y z)
Proof (Rstar_Rstar’ x z h2
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([v:A] [w:A](coherence y W))

(coherence_sym x y (Rstar_coherence x y h1)) (* case x=z %)

Diagram). (* case X->V->*Z X)
End Newman._.

Theorem Ind_proof (coherence y z)
Proof (Rstar_Rstar’ x y hi ([u:A][v:A](coherence v z))

(Rstar_coherence x z h2) (* case x=y *)
caseRxy) . : ' (* case xX->u->*z *)
End Ind.

Theorem Newman (x:A)(confluence x)
Proof [x:A](Hypl x confluence Ind_proof).

End Newman.

The complete proof-checking of this example takes 4 seconds on a SUN 3-60
in the current version 4.10 of our implementation of the calculus, using CAML
version 2.6.

We would like to stress the fact that this seemingly purely declarative piece
of mathematics is actually compiled and run on the constructive engine. This is
an extremely concrete illustration that “the mathematician builds the universe he
lives in.”

Conclusion

We have presented here only a facet of our implementation of the calculus. Other

“uses of the system are possible. For instance, an extractor computes the informa-
tion contents of proofs with special annotations. A theorem-prover, based on the
proper adaptation of LCF tactics, searches for proofs under the user’s guidance.
The incorporation of the tactics language in the vernacular would be a first step
towards a completely formal description of mathematical theories in a language
close to the usual mathematics practice. Extensions of the calculus are considered,
principally recursive types. .

We have given in this note a rather complete description of the basic bloc,
the Constructive Engine. The algorithms presented are directly executable CAML
programs, taken from the actual implementation. This is a first attempt at using
CAML as a publication language.
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1 Introduction

This document is a manual for the proofs description language implemented in the
version 4.10 of the Calculus of Constructions (this language is called the Construc-
tions Vernacular).

The purpose of implementing a proof description language is to make this
language as close as possible to the language in which mathematical books are
written (we will call this language: the Mathematical Vernacular) in order to
make easy user’s work. Of course designing such a language is a long endeavor and
many problems are still unsolved. What we are presenting here is a preliminary
version of the Constructions Vernacular. '

A first approach to vernacular is natural deduction. But natural deduction
(whatever its name can be) is still quite far from the formalism in which mathe-
matical books are written.

The languages studied by logicians (natural deduction, sequent calculus, etc.)
are always idealizations of mathematical vernacular. Logicians never intend to
write proofs of non obvious theorems in one of these languages. Their use is
different: they are tools to prove meta-theorems (theorems about theorems).

Mathematicians are used to believe that everything which is written in math-
ematical vernacular could be translated (with enough time and paper) in natural
deduction for instance, but when we want to write a proof description language
this belief does not help since it gives no algorithm.

Nevertheless, natural deduction seems to be a good kernel for vernacular. The
main problem with it is that the elementary operations are too simple. The ver-
nacular of the Calculus of Constructions can be seen as a higher level language for
writing natural deduction proofs.

In mathematical books proofs are not always fully written, in many theorems
authors only gives indications and leave the reader complete the proof. This possi-
bility exists in the Calculus of Constructions, so we have to distinguish two kinds
of statements in vernacular: some statements are high level abbreviations for writ-
ing proofs, others are indications given to the theorem prover in order to guide its
non deterministic search. We are presenting here the first kind of statements, the
others are described in the user’s guide for the Tactic’s Theorem Prover by Thierry
Coquand.



The Constructions ‘Vernacular is a rich language. We are going to present it
in several steps : in the first one (sections 2 and 3) we are going to see how to
write first order logic with the symbols — and V and we will be able to write a
non obvious example. Then we will see other features of the language : in section
4 we are going to extend the language with all the usual logical symbols, in section
5 we are going to extend first order logic to higher order logic. Then in section 6
to 9 we are going to see some features which make the proofs easier to be written.

2 Classification of symbols and sentences

In this section we will have to define notions such as proposition, axiom, theorem,
etc. These definitions should not be expected to be interesting from a logical or
mathematical point of view, their only ob ject is to explain what these notions are
in the implementation of the vernacular and what is allowed and what is not in
this language.

2.1 Symbols

In vernacular we distinguish two kinds of symbols: the term building symbols and
the proposition building symbols.

2.1.1 Universal algebra

Trees The first order term building symbols are: individual symbols, function
symbols and variables. With these symbols we can build first order terms.

. These terms are trees in which non-terminal-nodes are function symbols and
leaves individual symbols and variables. For instance in arithmetics, we have the
symbols 0, §, 4+ and *. The trees 0, (5§ 0), (* (5 (5 0)) (S z)) are first order terms.

Types Usually, a model-of a theory is a set and individual symbols and variables
denote elements of this set. In the Calculus of Constructions it is possible to
define individual symbols and variables belonging to different sets. So we associate
to each individual symbol and variable a type which indicates to which set the
element belongs. For instance the type of natural numbers is Nat and 0 is of type
Nat. We write this 0 : Nat. If the variable z denotes an integer we write z : Nat.

Usually, function symbols are characterized by their arities, for instance the
arity of S'is 1 and the arity of + and * is 2. Since individual symbols and variable
are typed we have also to type function symbols in order to avoid building senseless
terms, for instance we have to make sure that S is always applied to terms of type
Nat. So that we give a type to S, + and #, S : Nat — Nat, + : Nat — Nat —
Nat, * : Nat — Nat — Nat. The types of function symbols are build with atomic
types and the arrow and are called functional types.

Thus, first order terms are well typed trees.




Types as terms The types are trees where non-terminal-nodes are always the
arrow and leaves are atomic types. We can consider these trees as terms. In order to
distinguish types from the other terms we give them the type Type. So T'ype is the
“type of all the types, the arrow is a function symbol of type Type — Type — Type
and atomic types are individual symbols of type T'ype.

2.1.2 Propositions

The first order propositions building symbols are: predicates, connectors, quanti-
fiers.

Predicates The basic way to form a proposition is to apply a predicate to a
sequence of terms. For instance, if P is a predicate over one element of type T,
and ¢ of term of type T. Then (P t) is a proposition. Propositions built that way
are trees with one non-terminal-symbol which is a predicate and leaves which are
terms.

Propositions as terms In the Calculus of Constructions, these trees can be
considered as terms. In order to distinguish propositions from other terms we give
them the type Prop. So a predicate of n places of type #1...tn is a object-of type
ty = ... = t, — Prop. '

Quantifiers When we have a proposition P where a free variable z of type T
may occur, it is possible to quantify P over z. In mathematical vernacular we
write this Vz : T P. In the vernacular of the Calculus of Constructions, we write
this (z : T)P. The variable z may or may be not free in P, if it is, it is not free
any more in (z : T)P.

So we extend the propositions structure by adding universal quantification.
The rule for typing is

if z : T allow to type P : Prop, then (z : T)P : Prop. .

Existential quantification will be studied in the section: Logical symbols.

Connectors The last way to form propositions is to use connectors, as A,V, —
, < and —. Let us look for instance at the arrow: —. If have two propositions P
and Q we can form the proposition P — @. So the arrow appears like an object of
type Prop — Prop — Prop. This arrow (implication) must not be confused with
the arrow used to form types, which is of type Type — Type — Type.

Other connectors will be studied in section: Logical symbols.

2.2 Sentences

2.2.1 Classification

In vernacular there are four kinds of sentences.
- Axioms which are assumed propositions,




- Theorems which are pairs of propositions and proofs,

- Constant definitions which are introducing a new symbol for a term (a con-
stant). For instance: “let 1 be (§ 0).

- Declarations which are introducing a new variable standing for every term of
its type. For instance: “let n be an integer”.

Each of these sentences defines a new name which may be used in the following:

- an axiom associates to this a name, a proposition,

- a theorem associates to this name a proof and a proposition,

- a defined constant associates to this name a term and a type,

- a declared variable associates to this name a type.

A fifth kind of words can be used: they are key-words such as Prop and Type,
and the arrow —: Type — Type — Type.

2.2.2 Terms building symbols and propositions building symbols

In vernacular each word is of one of these five kinds. So terms building symbols
and propositions building symbols are also of one of these kinds.

Free variable in terms are of course variables (i.e. symbols introduced by a
variable declaration). The only connector introduced till here is the arrow, and
it is a key-word. The only quantifier is the forall, we can consider it as a key-
word. (Actually, since we do not explicitly write this quantifier it is more or less a
key-word internalized in the term structure.)

So remains individual symbols, functions symbol, predicates and atomic types.
For instance in arithmetics they are 0, S, +, *, =, < and Nat. They cannot
be key-word since they belong to one particular theory. They are not axioms or
theorems of course. So they can be defined constants or declared variables.

In axiomatic theories they are implicitly considered as variables.

It may seem strange to declare 0 as a variable, since a variable represents any
element of its type. And 0 is not just any natural number.

The difference between 0 and an arbitrary z is that if we want to define entirely
arithmetics we will have to assume axioms which involve 0 and no axiom which
involve z. So 0 is a variable standing for every natural number which verifies the
axioms. And what we will prove for 0 could be proved for any natural number
that satisfies Peano’s axioms.

So, 0, S, +, *, =, < and Nat are variables.

Nat : Type

0:Nat

S:Nat — Nat

+:Nat— Nat — Nat

*:Nat — Nat — Nat

=: Nat — Nat — Prop

<: Nat — Nat — Prop

The same thing stands for instance for theory of ordered sets. We consider a
type A of the elements of the ordered set, and two predicates: R which is the order



relation and Eq which is the equality. A, R and Eq are variables.

Another way to consider individual and function symbols and predicates is to
define them as constants, i.e. to find a model of the theory in the lambda-calculus
(for instance Church’s integer’s for Peano’s axioms). Doing so we do not work on
any model of the theory, but on the chosen model, so we lose generality, except
if we prove that every model of the theory is isomorphic to the model chosen in
lambda-calculus.

" In fact in many cases, as in arithmetics, this loss of generality is not regretable
since we are only intersested in the standard model.

2.2.3 Context

The context of a sentense is the set of all the sentenses written before that sentense.
This context defines the symbols that are allowed to be used in the sentense.

For instance in the empty context, it is possible to define a propositional vari-
able P (i.e. a variable of name P and of type Prop). Then in the context formed
with that declaration, it is possible to assume an axiom u of statement P, etc.

In the empty context the assumption of an axiom of statement P does not
make any sense since P is an undefined symbol.

2.2.4 Typing terms and proving theorems

In a context T’ we can form a term t of type T if all the free variables of ¢ are
declared in T and if all the types are consistent.

A proposition P can be formed if all its free variables are declared in the context
T and if types are consistent.

A well formed proposition can be proved using the axioms of I' and the rules
of natural deduction.

Since we restricted the set of connectors and quantifiers we can restrict to five
the number of rules of natural deduction used to prove theorems:

e Rule 1. If there is in the current context an axiom of statement P then it is
possible to write a theorem of statement P. (Axiom link)

e Rule 2. If there is in the current context an axiom or a theorem of statement
P — Q and an axiom or a theorem of statement P then we can deduce Q 1.
(—-elim or Modus Ponens) ’

e Rule 3. Ifit is possible to prove @ ? in the current context grown with the
an axiom of statement P then we can deduce P — () in the current context.
(—-intro)

li.e. write a theorem of statement @
2j.e. if it is possible to write a theorem of statement Q.



e Rule 4. If there is in the current context an axiom or a theorem of statement
Vz : T P and if t is a term of type T in the current context then we can

deduce Pz « t]. (V-elim)

e Rule 5. If it is possible to prove P in the current context grown with a
declaration of a variable z of type T then we can deduce Vz : T P in the
current context. (V-intro)

3 Fundamental vernacular

3.1 Declarations and axioms

In vernacular the syntax to declare a variable, is the following;:

Parameter <name of the axiom>.

Inhabits <statement of the axiom>.

For instance we can declare two variables e and f of type A. The only thing
we have to do before is to declare A as type variable (i.e. a variable of type Type).

(* A is a Type *)
Parameter A.
Inhabits Type.

(* e is of type A *)
Parameter e.
Inhabits A.
(* £ is of type A *)

Parameter ¥.
Inhabits A.

We can also declare R and Eq as variables.

Parameter R.
Inhabits A->A->Prop.

Parameter Eq.
Inhabits A->A->Prop.

In arithmetics we can define the type Nat, 0, S, +, and Eq for instance.



Parameter Nat.
Inhabits Type.

Parameter Zero.
Inhabits Nat.

Parameter S.
Inhabits Nat -> Nat.

Parameter Plus.
Inhabits Nat -> Nat ~> Nat.

Parameter NatEq.
Inhabits Nat -> Nat -> Prop.

The syntax for adding a new axiom in the context is quite similar.

Axiom <name of the axiom>. ’ ’

Assumes <statement of the axiom>.

For instance we can assume the axiom P — . The only thing we have to do
before is to tell that P and ( are propositional variables (i.e. variables of type
Prop).

Parameter P.
Inhabits Prop.

Parameter Q.
Inhabits Prop.

Axiom u.
Assumes P->Q.

We can also assume P as an axiom.

Axiom v.
Assumes P.

We can also assume an axiom with a quantifier V, for instance: we can assume
that our relation R is assymmetrical and transitive :



Axiom Assym.
Assumes (x:A)(y:A)((R x y) -> (R y x) -> (Eq x y)).

Axiom Trans.
Assumes (x:A)(y:A)(z:M)((Rx y) -> (Ry 2) -> (R x 2)).

We can also assume that (R e f) and (R f e) for instance.

Axiom Ei.
Assumes (R o f).

Axiom E2.
Assumes (R f o).

3.2 Theorem proving
3.2.1 Using the rule —-elim

If there is a axiom or a theorem of name u which statement is P — @ and an other
axiom of theorem of name v which statement is P.

Then the rule —-elim says that we can deduce ¢, and in vernacular the way
to write that the proof of @ is the application of rule —-elim to » and v is simply
to write that the proof of @ is: (u v).

The syntax for proving a new theorem is:

Theorem <name of the theorem>.

Statement <statement of the theorem>.

Proof <proof of the theorem>.

for instance:

Theorem w.
Statement Q.
Proof (u v).

3.2.2 Using the rule V-elim

The same thing stands for the rule V-elim. If u is the name of a theorem or an
axiom whose statement is V2 : T P and ¢ a term of type T then (u t) is the way
we write a proof of Pz « t]. ,

For instance we can prove the theorem (R e f) — (R f e) - (Eq e f).



Theorem As. )
Statement ((R e £) -> (R £ @) -> (Eq e £)).
Proof (Assym e f).

(* (Assym o) is a i)roof of (y:A)((Rey) -> (Rye)->(Eqe ¥)
(Assym e £) is a proof of (R e f) -> (R £ e) -> (Eq e f) *)

We can then prove (Eq e f) with the rule —-elim

Theorem E.
Statement (Eq e f).
Proof (As E1 E2).

3.2.3 Using the rule: Axiom link

If there is in the context an axiom of name u and statement P then we can write
a theorem of statement P a proof for this theorem is simply u.
For instance: :

‘Theorem Assym_as_theorem. .
Statement (x:A)(y:A)((R x y) -> (Ry x) -> (Eq x y)).
Proof Assym.

3.2.4 Using the rule —-intro

What we have to do is to use this rule is to:

1. grow the context with the proposition P (i.e. declare a new axiom z : P),

9. prove @ in that context (adding a new theorem of name w (for instance),
and statement @),

3. eliminate the proposition P of the context while modifying w in order that
its statement becomes P — Q. :

In mathematical vernacular the two first operations are quite explicit: “to
prove P — @, let us assume P then prove Q. The third is always implicit: a
mathematician does not distinguish proving ¢ under the hypothesis P and proving
P — Q. But what is clear in a mathematical book is when an hypothesis is valid
or not. When the proof of Q under the hypothesis P is over it is implicit that
P is not assumed any more. The scope of the hypothesis P is indicated by the
modularity of the mathematical text. (On that point mathematical vernacular
looks like programming languages.)




So we have in vernacular the possibility to declare local axioms (hypothesis).

An hypothesis is said to be local to a proof of a theorem if its scope is limited to
this proof. When the proof is over, all the local hypotheses are erased and appear
at the left of an arrow in the theorem.

For instance let us prove the theorem B — B in any context ', where B is a

proposition.

Parameter B.
Inhabits Prop.

Theorem I.
Statement B->B.

Hypothesis x.
Assumes B.

Proof x.

When the proof is finished z in not a variable declared in the context any more.

Let us note that the proof given for the theorem is z i.e. a proof of B, and that
the statement of the theorem is written B — B. So assumption of the hypothesis
B is local to the proof but not to the statement. It is also possible to declare a
hypothesis local to the whole theorem:

Theorem I’.

Hypothesis Xx.
Assumes B.

Statement B.

Proof x.

~ Here the hypothesis is assumed before the statement of the theorem. So the
statement is B (and not B — B) and it will be modified when the hypothesis
will be erased in order to become B — B.

3.2.5 Using the rule V-intro

The use of this rule is exactly the same as the rule number —-intro, the only differ-
ence is that the local declaration is a variable declaration and not an hypothesis.
The keyword used is Variable.

10



For instance if we want to quantify the previous proposition over the proposi-
tional variable, and prove (C : Prop)(C — C) (in order to prove further D — D
for a certain D). : '

Theorem I.
Statement (C:Prop)(C->C).

Variable C.
Inhabits Prop.

Hypothesis x.
Assumes C.

Proof x.

3.3 Defining constants

The syntax to define constants is: .
Definition <name of the constant>,
Body <term>.

For instance:

Definition One.
Body (S Zero).

We can also define constants of type Prop.

Definition EqZero.
Body (NatEq Zero Zero).

This constant definition must not be confused with the theorem

(NatEq Zero Zera), it is also possible to define a constant whose value is
(NatEq Zero One). A constant like EqZero can not be used in a proof of a
theorem as a proof of (NatEq Zero Zero). But, it can be used as an abbreviation
for the formula (NatEq Zero Zero) in the statement of a theorem for instance.

11




3.4 Local lemmas and local constants

So far we have seen the possibility of declaring local hypotheses a_nd local variables,
but when a theorem is proved or when a constant is defined, the theorem or defi-
nition remains forever. We are going to see in this section the possibility to prove
local theorems, and to declare local definitions. First, this possibility will make the
proofs more readable by pointing out the major theorems and definitions in the
text. The reader will understand that Pythagore’s theorem is more important that
one of its technical lemmas. Then the machine also will remark the same thing and
will not keep the technical lemma in the same place in its memory as Pythagore’s
theorem and then the proof checking and program extraction will become more
efficient.

The syntax is the following: local lemmas and definitions are written with the
local hypothesis and variables, i.e. between the first and the last phrase of the
sentence they belong.

The keyword for local lemmas is Remark.

Remark <name of the remark>.

Statement <statement of the remark>.

Proof <proof of the remark>.

For local definitions the keyword is Local.

Local <name of the constant>. ’

Body <term>.

3.5 An example: Tarski’s theorem

We are now able to write a non obvious theorem in vernacular. We will show that
in a complete partial ordered set, every increasing function has a fixpoint.

Let us consider the set:

{ale < f(2)} |

this set has an least upperbound M (The partial order is complete) we show
that this least upperbound is a fixpoint. ‘

Since we do not have yet the existential quantification and the completeness is
a second order property, we will only show here the proposition:

if < is a partial order over A and f an increasing function then:

VM(M = lub{z|z < f(z)} - M = f(M))

M = lub{z|z < f(z)} can be expressed in a first order way:

(Vz(z < f(z) = = < M)A (Vy((Vz(z < f(z) > 2z < y)) = M < y))

Actually since we do not have yet the connector A we sha]l show the curryfied
form of the proposition:

(Vz(z < f(zg) > 2 < M)) —> (Vy((Vx(m < f(z) -z <y)—>M<y))

We assume a function f and the axiom which assumes that f is increasing;:

Al

Parameter f.
Inhabits A->A.

12



Axiom Incr.
Assumes (x:A)(y:AD((R x y) => (R (£ x) (£ ¥))).

We now give the statement of the theorem:

Theorem Tarskil.

 Statement (M:A) (((x:A) ((Rx (£ x)) -> (R x M))) ->
(D) ((y: DR y (£ y))->R y x))->(R ¥ x))) =>
(Eq M (£ W))).

The theorem begins by a quantifier ¥ and two arrows, we want to use the intro
rules, we declare a local variable and two hypotheses:

Variable M.
Inhabits A.

Hypothesis Up.
Assumes (x:A) (R x (£ x)) => (R x M)).

Hypothesis Least.
Assumes (x:A)(((y:A)(R y (£ y))->(Ry x))->(R M x)).

)

Then we show a few lemmas:

Remark One.
Statement (y:A)(Ry (f y))->(Ry (£ M)).

Variable y.
Inhabits A.

Hypothesis v.
Assumes (Ry (f y)).

Remark T.
Statement (R y M).

13



(*

Proof (Up y v).

Up is a proof of (x:4) ((R x (£ x)) -> (R x M))
(Up y) is a proof of ((Ry (£ y)) -> (Ry M)
v is a proof of (R y (f y))

(Up y v) is a proof of (R y'M) =*)

Remark T’.
Statement (R (f y) (f M)).
Proof (Incr y M T).

Proof (Trans y (£ y) (£'M) v T’). '_

Remark Two.
Statement (R M (f M)).
Proof (Least (f M) One).

Remark Three.
Statement (R (f M) (f (£ M))).
Proof (Incr M (f M) Two).

Remark Four.

Statement (R (f M) M).
Proof (Up (£ M) Three).

Then we conclude the theorem:

Proof (Assym M (f M) Two Four).

4

In the previous section we have seen how to .write mathematics using the only
connector — and the only quantifier V. In this section we are going to study the

Logical symbols

others connectors and quantifiers: A, V, - and 3.

4.1 Writing propositions

The symbol A (and) is written in vernacular /\. For instance P and { are two

propositions, then P A @ is the proposition “P and @”.

The symbol V (or) is written in vernacular \/. For instance P and @ are two

propositions then PV @ is the proposition “P or Q”.

14



The negation is written ~ in vernacular, if P is a proposition then "P is the
proposition “not P”.

The symbol of predicate of arity zero which is always false is written {}. {}is
the proposition “Absurdity”.

The to use the existential quantification we need a formula P where z may be
free and that can be typed as a proposition in the context where z is declared of
type T. So that it is possible to form the proposition 3z : T P. In vernacular this
proposition is written <T> Ex ([x:T]P). .

All the terms written with these symbols are of type Prop.

4.2 Proving theorems

In natural deduction we have rules concerning each symbol. With these rules we
can prove propositions. If a proposition P can be proved in natural deduction it
can also be proved in the Calculus of Constructions: we can define a theorem of
statement P and of proof 7. The form of the proof = depend on the rule used. We
are going to see in this section how to write in vernacular the proof 7 of a theorem,
from it’s proof in natural deduction.

4.2.1 Conjunction

¢ Rule 6. If there is in the current context an axiom or a theorem v of statement
P, and an axiom or a theorem w of statement ¢, then we can deduce a
theorem of statement (P A Q).

The proof of (P A Q) is written (conj P @ v w). For instance:

Theorem, z.
Statement (P/\Q).
Proof (conj P Q v w).
e Rule 7. If there is in the current context an axiom or a theorem z of statement
(P A Q) then we can deduce a theorem of statement P (A-eliml).
The proof of P is written (projl P @ z).

e Rule 8. If thereisin the current context an axiom or a theorem z of statement
(P A Q) then we can deduce a theorem of statement @ (A-elim2).

The proof of Q is written (proj2 P Q z). For instance:

15




Theorem p.

Statement P.
Proof - (proji P Q z).
'i'heoreiu q. |
Statement Q.

Proof (proj2 P Q z).

 4.2.2 Disjunction

.o ‘Rule 9. If there is in the current context an axiom or a theorem u of statement
P then we can deduce a theorem of statement P V @ (V-introl).

The proof of PV Q is written (or_introl P Q u).

e Rule 10. If there is in the current context an axiom or a theorem v of
statement ) then we can deduce a theorem of statement P V Q (V-intro2).

The proof of PV @ is written (or_intror P Q v).

e Rule 11. If there is in the current context an axiom or a theorem u of
statement P V @), an axiom or a theorem v of statement (P — K) and an
axiom or a theorem w of statement () — K') then we can deduce a theorem
of statement K. (V-elim).

The proof of K is written (u K v w). For instance :
Variable K.
Inhabits Prop.

Axiom u.
Assumes (P\/Q).

Axionm v. .
Assumes (P->K).

Axiom w.
Assumes (Q->K).
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Theorem O.
Statement K.
Proof (u K v w).

4.2.3 Negation and absurdity

Three rules concern these symbols in constructive mathematics.

e Rule 12. If there is in the current context an axiom or a theorem u of
statement {} then wecan deduce A ({}-elim).

(This means that every proposition can be proved in an inconsistent theory.)

The proof of A is written (u A).

e Rule 2°. If there is in the current context an axiom or a theorem u of state-
ment A and an axiom or a theorem v of statement ~A then we can deduce

{}-
e Rule 3’. If it is possible to prove {} in the current context grown with the
local hypothesis A the we can deduce —A.

Actually if we consider A as an abbreviation for A — {} then the rules 2’ and
3’ becomes particular cases of the rules 2 and 3 (—-elim and —-intro). So the way
we write proof constructed with these rules are just particular cases of the way
used for —.

4.2.4 Existential quantification

e Rile 13. If t of type T such that P[z « t] is an axiom or a theorem u, then
we can deduce 3z : T P (3-intro).

The proof of 3z : T P is written (ez_intro T ([z : T]P) t u). For instance:

Variable T.
Inhabits Type.

Variable t.
Inhabits T.

Variable Q.
Inhabits T->Prop.

Axiom u.
Assumes (Q t).
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Theorem E.
Statement (<T> Ex ([x:T1(Q x))).
Proof (ex_intro T ([x:T1(Q x)) t u).

e Rule 14. If there is in the current context an axiom or a theorem u of
statement 3z : T P, and an axiom or a theorem v of statement Vz : T (P —
K) and if z is not free in K then we can deduce K.

The proof of K is written (u K v).

Variable K.
Inhabits Prop.

Axiom v.
Assumes (x:T)(Q x)->K.

Theorem E’.
Statement K.
Proof (E K v).

5 Writing higher order theories in vernacular

5.1 Typed lambda calculus

£ .
In a theory we want to be able to express not only propositions concerning the
elements of the model, but also propositions concerning functions over this set and
predicates over this set (i.e. subsets). For instance in Tarski’s theorem we want to
write “all subsets of A have a least upperbound”. In first order theory we can not
quantify on a subset, we had to consider completeness as an axiom schema, and
assume the instantiation of this axiom for the subsets we were interested in.

In first order theories terms denote elements of the model. They are typed
trees. In higher order theories terms must denote not only elements of the model,
but also functions over this set and predicates. Higher order terms are defined by
extending typed trees structure to typed lambda calculus.

We use a syntax of explicit typed lambda-calculus, where variables are typed
in their binders, and we write [z : A]t what is written Az 4.t in Church’s notation.

For instance in arithmetic, the duplicator is denoted by [z : Nat](x (5 (S 0)) z).

A term can be typed in a context where all its free variable are typed, for
instance (* (S (§ 0)) (S z)) can be typed in a context where z : Nat. Its type is
Nat, since if z denotes a natural number (* (5 (5 0)) (S z)) denotes also a natural
number. [z : Nat](x (S (5 0)) (S z)) can be typed in the empty context, since it
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has no free variable. Its type is Nat — Nat since this term denotes the function
which associate to every natural number an other natural number.

As in first order. theories types are terms of type T'ype.

In fact the lambda-calculus used in the Calculus in Constructions is a more
powerful calculus, where the arrow is generalized to type-dependent products, but
the subset of lambda-terms presented here seems sufficient to write ordinary math-
ematical terms.

5.2 A higher order example

We are now able to express and prove Tarski’s theorem.

We can define a constant predicate Lub (Least Uper bound). This predicates
has two arguments the first is an elements z of A and the second a predicate §
over A, (Lub z §) is the proposition “z is the least upper bound of the elements
of A which verify 5”.

Definition Lub.
Body [m:A][S:A->Prop](and ((x:4) ((8 x) -> (R x m)))
((y:A) (((x:A) (8 x)->(Rxy))) -> R m ).

Then we can express the completeness axiom: for any predicate S over A, there
exists an element z of A which is the least upper bound of the element s which
verifies §.

Axiom Complete.
Assumes (S:A->Prop)(<A> Ex ([x:A] (Lub x S))).

We define a set (predicate) of the elements of A which are under their mapping.

Definition Under.
Body [x:41(R x (f x)).

Then we can write the theorem Tarskil in a nicer form:

Theorem Tarskil’.

Statement ((M:A) ((Lub M Under) -> (Eq M (f M)))).
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Then we declare the variable M and assume the hypothesis LeastUp which
assumes (Lub M Under).

Variable M:A.

Hypothesis LeastUp.
Assumes (Lub M Under).

and we show from this hypothesis the two hypdtheses of the Theorem Tarskil
by using the and-elim rules.

Remark Up.

Statement (x:4) ((R x (£ x)) -> (R x M)).

Proof (proj1i ((x:4) ((R x (£ x)) -> (R x M)))
(A (((y: AR y (£ y))->R y x))->(R ¥ x)))
LeastUp).

Remark Least.
Statement (x:A)(((y:A)(Ry (£ y))->(Ry x))->(R M x)).
Proof (proj2 ((x:4) ((R x (£ x)) -> (R x M)))
(D (((y:M)R y (£ P)->R y x))->(R M x)))
LeastUp) .

Then we prove Tarskil’ using Tarskil
i)
Proof (Tarskil M Up Least).

Then we show the following lemma: for all M, if M is the least upper bound
of Under then exists an m in A which is a fixpoint of f.

Theorem Tarski2.
Statement ((M:A) ((Lub M Under) -> <A> Ex ([m:A] (Eq m (£ m))))).

we declare an M and assumes that it is the least upperbound of Under.

Variable M.
Inhabits A.
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Hypothesis h.
Assumes (Lub M Under).

Then we prove the existence by exhibiting a witness (3-intro): M is such a
witness, as proved by lemma Tarskil’.

Proof (ex_intro A ([m:A] (Eq m (f m))) M (Tarskii’ M h)).

Then we show that Under has a least upper bound, by particularization of the
axiom of completeness.

Theorem Exist_lub_under.
Statement <A> Ex ([m:A] (Lub m Under)).
Proof (Complete Under).

Then we prove the theorem by particularizing the lemma Tarski2 to the least
upper bound of Under. (Here we do not have any witness of this existence since
this existence has been proved from an axiom (Completeness) which is not a Harrop
formula. We use an 3-elim rule over the existential quantifier of Exist Jub_under.)

Theorem Tarski.
Statement <A> Ex ([x:A]J(Eq x (f x))).
Proof (Exist_lub_under (<A> Ex ([x:A](Eq x (f x)))) Tarski2)’

6 Ergonomy

6.1 Abbreviations
6.1.1 Omne phrase sentences

All the sentences we have seen were written in several phrases: three for the
theorems, two for the variable declarations, axioms, and constants definitions.
This separation is useful in some cases, for instance when we want to assume a
hypothesis local to a theorem, we have to write this hypothesis between these
phrases, but when it is not useful a one-phrase syntax is nicer:

e Axiom <name>:<statement>.

is an abbreviation for:
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Axiom <name>.

Assumes <statement>.

Parameter <name>:<type>.
is an abbreviation for:
Parameter <name>.

Inhabits <type>.

Theorem <name> <statement> Proof <proof>.
is an abbreviation for:

Theorem <name>.

Statement <statement>.

Proof <proof>.

Definition <name> = <term>.
is an abbreviation for:
Definition <name>.

Body <term>.

Hypothesis <name>:<statement>.
is an abbreviation for:
Hypothesis <name>.

Assumes <statement>.

Variable <name>:<type>.
is an abbreviation for:
Variable <name>.

Inhabits <type>.

Remark <name> <statement> Proof <proof>.
is an abbreviation for:

Remark <name>.

Statement <statement>.

Proof <proof>.

Local <name> = <term>.
is an abbreviation for:
Local <name>.

Body <term>.
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6.1.2 - Defining typed constants. . -

In a constant definition we associate a name to a term. The type of this term is
infered by the system. It is also possible to give the term and its type, and the
system will check that the type is corect. The syntax is :. "

Definition <name>.

Body <term>:<type>.

The abbreviated forms are : _

Definition <name> = <term>:<type>.

and:

Definition <name>:<type> = <term>.

6.1.3 Declafing several variables
| To declare several variables with the same type,
e Variables <name 1>,<name 2>,...,<name n>:<type>.
is an abbreviation for:

Variable <name 1>:<type>.

Variable <name 2>:<type>.

Variable <name n>:<type>.

6.1.4 Propositions and Types

There are also a few abbreviation which clarify proofs:

e Proposition <name>.
is an abbreviation for
‘Variable <name>:Prop.
e Propositions <name 1>,<name 2>,...,<name n>.

is an abbreviation for

Variables <name 1>,<name 2>,...,<name n>:Prop.
¢ Type <name>.

is an abbreviation for

Variable <name>:Type.
¢ Types <name 1>,<name 2>,. ..,<name n>.

is an abbreviation for

Variables <name 1>,<name 2>,...,<name n>:Type.
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6.2 Local hypotheses and variables in definitions, axioms and dec-
larations

We have seen in the previous sections the possibility to declare hypotheses, vari-
ables, lemmas and definitions local to proofs. This possibility was crucial since it
was the incarnation in vernacular of two natural deduction rules. The possibility
to enlarge this local declaration to the whole theorem (statement included) was a
facility offered to write shorter statements. This facility is also offered in axioms,
variable declaration and definitions.

When a local hypothesis P is assumed in an axiom of statement @, the assumed
proposition is P — Q.

When a local variable z : T is assumed in an axiom of statement ), the assumed
proposition is (z : T)Q.

When a local variable z : T is assumed in a definition of body ¢. Then the term
abbreviated is then [z : T]t.

Local variable in variables could allow to higher order variables in a nicer
fashion.

In definitions and declarations, local hypotheses allow definition and declara-
tion of proof-dependent objects as the square root. (In order to form (sqrt z) we
have to give the number z, and also a proof that z is greater than zero).

6.3 Factorized local sentences

When we write a book we are used to proves different theorems which share hy-
pothesis. For instance in a group’s theory book we may want to write all the
theorems concerning commutative groups in one section.

All these theorems are in the form: ‘

Statement ((Commutative G)— P).

(G is a parameter, i.e. a global variable).

To prove such a theorem we locally assume (Commutative G) and prove P.

The use is not to repeat the hypothesis in each statement, and it’s assumption
in each proof, but to write at the beginning of the section: “In this section we
assume that G is commutative”. Then we write the theorem

Statement P

we do not assume locally that G is commutative, and if we need this proposition
we refer to the section assumption.

Inside the section, the theorem is considered as P, and after the chapter is
considered as ((Commutative G)— P).

So the hypothesis (Commutative G) is not an axiom nor an hypothesis local
to a theorem: it is an hypothesis local to a section.

In order to allow such section-local-hypothesis we have to allow a section de-
limiting system:

The beginning of a section is written:

Section <name of the section>.

The end is written:
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End <name of the section>.
For instance :

Section Commutative_groups.

End Commutative_groups.

In such a section sentences beginning by Hypothesis, Variable, Remark and
Local define hypothesis, variable, lemma and constant local to the section. Out of
the section, they are discarded and all the items defined in the section are modified
as if variables and hypothesis were local to this item. For instance if the item is a
theorem of statement P, if H is an hypothesis then the statement of the theorem
becomes H — P, and if z is a variable of type T'. The proposition P becomes

(z:T)P.

7 Inductive definitions

The possibility of defining recursive types in the Constructions Vernacular is de-
scribed in Inductive Definitions in the Calculus of Constructions by Christine
Paulin-Mohring.

8 Lambda-terms as proofs

In the previous section we have seen how to write proofs of theorems. The tricks
given for each natural deduction rules could look a bit mysterious. We are going
now to understand why the proofs were written that way. Understanding the
proofs structure will allow us to write more proofs. We won’t be able to prove new
theorems, but we will be able to write shorter (but also darker) proofs.

8.1 Heyting’s semantics

Let us consider first the propositions only build with propositional variables and
‘the arrow: —.
In order to prove theorems we have two natural deduction rules: —-elim, —-
intro. '

For instance:

e In a context T where A is a proposition it is possible to prove A — A.

I',A 3 proves A (Axiom link) then we can deduce that T’ proves A — A
(—-intro).

3We write T', A the context I' grown with an axiom of statement A.
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o In a context I' where A and B are propositions and where there is an axiom
of statement B, we can prove A — B.

T', A proves B (Axiom link), then we can deduce that the context I' proves
A — B (—-intro).

e In a context I' where A and B are propositions, and there is an axiom of
statement (A — A) — B we can prove B.

T, A proves A (Axiom link), then we can deduce that I proves A — A (—-
intro).

In the context Gamma (A — A) — B is an axiom and A — A a theorem
then I' proves B (—-elim).

Heyting’s semantics proposes to associate to each propositional variable a set
of justifications (the set of its proofs) and to define recursively the proof of P — @
as a function which maps every proof of P to a proof of Q.

These functions are of course denoted by lambda terms.

For each axiom we define a variable which is by its definition a proof of this
axiom.

A proposition is said to be provable in a context I' if we can exhibit a proof,
i.e. a lambda-term, in which all the free variable are proofs of the axioms of T'.

For instance A — A has a proof in a context with no axioms (a closed term)
which is [z]z since [z]z is a function which maps every proof of A with a proof of
A.

Let b be a variable which is by definition a proof of B. [z]b is a proof of A — B
since [z]b maps every proof of A with a proof of B.

If fis a proof of (A — A) — B then (f([z]z)) is a proof of B since [z]z is a
proof of A — A and f associates to each proof of A — A a proof of B.

A proof of a proposition P written in natural deduction can easily translated
into a lambda-term. If this proposition is proved in a context I, then its proof (i.e.
lambda-term) will have free variables which are proofs of the axioms of T'.

We will show this theorem by induction over the length of the proof :

If the last rule used is the Aziom link then P is an axiom and the variable p
introduced for P is a proof of P.

If the last rule used is —-elim then we have a proof f of ) — P and a proof u
of @, (f u) is a proof of P since f maps every proof of @ with a proof of P.

If the last rule used is —-intro then P is in the form @ — R. Let z be a
variable proof of . We have a natural deduction proof of R in the context I, @,
then we can build a lambda-term r which is a proof of R and in which the free
variables are z or proofs of the axioms of T, [z]r is a proof of @ — R = P and all
the free variable of [z]r are proofs of axioms of T.

8.2 Curry-Howard isomorphism

Let us consider now the types of the proofs of a proposition P.
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We will introduce for each propositional variable A a type that we will also
write A. So we can associate to each proposition a type, by unifying the arrow of
implication and the arrow of types.

When we declare an axiom P we introduce a new variable p. We can decide
that this variable is a variable of type P.

Then it is easy to show that the type the proof of every proposition is the
proposition itself.

For instance the proposition A — A has a proof which is [z : A}z and the type
of [z: Az is A — A.

In a context I' where (A — A) — B is an axiom f the proposition B has a
proof (f([z : A]z)) and in the context f : (A — A) — B the term (f([z : A]z)) has
the type B.

It is easy to show that from any typed term ¢ of type T, it is possible to deduce
a proof in natural deduction of T'.

This isomorphism between propogition and types and proofs and term is called
the Curry-Howard isomorphism.

8.3 TUniversal Quantification

Heyting’s semantics suggests to represent a proof of Vz : ' P by a function which
maps every term of type T with a proof of P[z « t].

These proofs look like proofs of @ — P. The mains difference stands in the fact
that when f is a proof of ) — P and t a proof of @, t occurs in the proof (f t) of
P, but not in the proposition P itself, and when f is a proof of Vz : T P the term ¢
occurs in the proof (f t) and also may occur in the proposition (P{z « t}). In order
to type such a term we need to extend lambda-calculus, adding type dependent
products. We add the following construction :

if T,z : T types t : T’ (where z may occur in ¢ and T”) then T types [z : Tt
with type (z : T)T"/(read product of the T’ for ¢ in T).

The arrow is now a particular case of product : T — 7" is (z : T)T” when z is
a variable which does not occur in 7.

Now we can extend our algorithm of translation of proofs written in natural
deduction into lambda-terms :

If the last rule used is V-elim then we have a proof u of (z : T)P and ¢ a term
of type T. (u t) is a proof of P[z < t] since u maps every term of type t with a
proof of Pz « t|. :

If the last rule used is V-intro, then let z be a variable of type T, we have a
proof u (where z may occur) of P (where ¢ may occur), then [z : T]u is a proof of
(z : T)P and z is not free any more in [z : T)u.

Since we have written the universal quantification as a product, the Curry-
Howard isomorphism can be extended to the propositions with a quantifier V. So
every proof written in natural deduction can be translated into a lambda-term and
every typed lambda-term can be interpreted as a proof of its type.
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8.4 Encoding of others logical symbols in a non predicative system

First let us note that the existence of a type Prop and the possibility of quantifying
over that type allow to prove theorems which are usually theorems schemas in
ordinary mathematical texts. For instance for every proposition A it is possible to
prove A — A, but it is also possible to prove (A : Prop)(A — A). A proof of this
proposition is [A : Prop][z : Az.

We will use that possibility to define usual logical symbols.

8.4.1 Conjunction

In natural deduction we have three rules concerning conjunction.
If T proves A A B then T proves A.
If T proves A A B then I proves B.
If I' proves A and T proves B then I proves A A B.
These rules are satisfied if we take the definition
AANB =(C: Prop)((A— B —C)— ().
Indeed if we have a proof z of (C : Prop)((A - B — C) — C) let us apply
this proof to A.
(zA):(A->B—-A4)— A
and we know :
[y: Allz: Bly: (A— B — A)
so(z Aly: A][2:Bly): A
so we get a proof of A.
The same stands for B:
(zx Bly:A][z:B)z): B
If we have a proof v of A and w of B then
[C: Propl[f:A—-B—C)(fvw):AAB
we can build a proof (C : Prop)((A — B — C) — C).
So we can represent A A B by (C : Prop)((A — B— C) = C).
A = [A: Prop][B : Prop)(C : Prop)((A— B — C) - C)
projl = [A: Prop][B : Propl(z : AA B)(z A [y: A][z: Bly)
proj2 = [A: Prop|[B : Propl{z : AN B)(z A [y: A)[z: B]z)
conj = [v: Al[w : B}[C : Prop][f:A — B — C)(f v w)

8.4.2 Disjunction, Existential quantification and Contradiction

The same thing stands for the disjunction and the existential quantification : v,
or_introl, or_intror, Ez, ex_intro, {} are lambda terms.

No lambda term correspond to the rules or-elim, ex-elim, {}-elim since the
lambda-terms V, Ez and {} are such that if P, Q, K are propositions, u a proof
of PV Q, v aproof of P — K and w a proof of P — K then (u K v w) is a proof
of K, if u is a proof of 3z : T P, and v proof of (Vz : T P) — K then (u K v) if
a proof of K, if u if a proof of {} and A a proposition the (u A) is a proof of A.
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Let us note that there are a few syntactic features in order to write proposition
in an easyer way.

9 Miscellaneous commands

9.1 Running and quitting the system
9.1.1 Running

In order to run the system, type: constr, you get the prompt symbol #. You are
in CAML interactive loop.

If you want to use the system in an interactive mode type: go();; and you get
“the prompt symbol ->. You are in the Constructions interactive loop.

If you want to check a proof written in an file, type: V ¢ ‘<name of file>’’;;

9.1.2 Quitting

When the prompt symbol is -> type: Drop., you get the CAML prompt symbol
#. Then type: quit();; to quit CAML.

9.2 Printing the state of the context

The current context can be printed with the following commands :
' Print prints the last items, i.e. all the axioms and declarations and all the
theorems and definitions written after the last axiom or declaration.
Print All print all the context.
Print <ident> print all the items written after the item <ident>.
Inspect <num> prints the <num> last items.

9.3 Resetting the context

These commands are used to reset the system in a previous state, in order to
correct mistakes for instance.

Reset <ident> resets the system to the state it was in before writing the item
<ident>.

Reset After <ident> resets the system to the state it was in after writing
<ident>.

Reset Section <ident> resets the system to the state it was in before open-
ning the section <ident>.

Reset Initial resets the system to its initial state, (i.e. the initial context
corresponds to the standard prelude.)
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Inductive definitions in the Calculus of Constructions

Christine Paulin-Mohring
DRAFT

Introduction

During the development of part of mathematics or programs, we need to define
new notions. For example, we will use natural numbers or ordinals, order relation
on these types etc. It is possible to start with a fixed set of predefined notions and

to use them in order to code new concepts. But it is more convenient to be able

to directly express these notions inside the system.

There exists a large class of notions that can be defined using the same pattern.
It is possible from a description of their constructors (how to build new elements of
this type) to derive a complete specification of the notion. We call them inductive
definitions. ’

This feature can be used to introduce new constants and reduction rules in a
system like Martin-Lof’s type system [4, 3] or in the Calculus of Constructions [2].
But an inductive definition can also be internally represented by closed terms in
an impredicative system. This has been studied by B6hm and Berarducci [1] for
the second-order polymorphic A-calculus. This can be generalized to the Calculus
- of Constructions and has been described by F. Pfenning [6] and in our thesis [5].

We have implemented a “macro-command” that generates the type, introduc-
tion and elimination rules from the specification of an inductive definition. We
describe in this note the general rules that correspond to the command Inductive
of the vernacular.

Impredicativity. The ability of coding internally product or natural numbers
uses the impredicativity of the system. We have the following inference rule :

z:AF B € Prop
F(z:A)B € Prop

It may be applied with A = Prop. Then we get that (z : Prop)B is of type Prop.

Propositions and types. Because we use the impredicativity, the type of nat-
ural numbers will be Prop. From our point of view, we identify propositions and
types and then proofs and programs. In the following, the constant Prop will be
replaced by x*.




1 Non-recursive inductive types

1.1 Product .

Let A and B be of type *, we want to build an object A X B of type * that
represents the binary product of A and B.

The specification of A X B is a type with only one constructor pair of type
A - B — A x B and two destructors fst of type A x B — A and snd of type
A x B — B. We want also the two convertibility rules :

(fst (paira b)) = a (snd (pair a b)) = b

It is equivalent to use the two projections or only one elimination rule ProdElim of
type AX B — (C :%)(A — B — C) — C with the convertibility rule :

(ProdElim (paira ) C f) = (f a b)

It appears that in the second order typed A-calculus (the system F of J.-Y. Girard)
and then in the Calculus of Constructions, it is possible to find terms with only A
and B as free variables that meet the specification of the product. We take :

Ax B =(C:*)A—-B—-C)—=C
€ *

ProdElim =[H:Ax BJH
€EAXB—-(C:*x)(A-B-C)-C

pair =fa:Alb:B)l[C:#][f: A— B - C)(fab)

€A—-B— AxB

It is easy to show that the term (ProdElim (pair a b) C' f) reduces by the B-rule to
the term (f a b).

&
We remark that the pure A-term extracted from (pair a b) is the usual coding of

pairs : Af.(f a b).
1.2 Disjoint sums

The other basic case of non-recursive inductive type is the disjoint sum A + B of
two types A and B. This type has two constructors inl of type A — A + B and
inr of type B — A 4 B. The rule of elimination (definition by cases) is SumElim of

type
A+B—-(C:x)(A-C)—»(B->C)-C

with the rules of convertibility :
(SumElim (inl @) C f g) = (f a) (SumElim (inr ) C f g) = (g b)
In this case also, it appears that just taking

A+B=(C:*)(A—-C)—(B—C)—-C,
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we get a representation of the disjoint sum.

A+ B C:x)(A->C)>(B—-C)-C € *

SumElim =[H:A+ B]H
€EA+B—-(C:*x)(A-C)=»(B—-C)—=C

inl =la: AllC:+#][f:A=Cllg: B - C|(f a) €EA— A+ B

inr [b:BJ[C:%][f:A—Cllg:B — Cl(gb) €EB—A+B

It is easy to check that the convertibility rules are satisfied using 8-reduction.

1]

1.3 General case of non-recursive inductive type

We describe now the general scheme of definition of non-recursive inductive types.
Let T be an environment. We write I' + A Type to means that A is of type *
or Type(i).

Definition 1 (specification of constructors) Let T be an environment and X
be a variable not occurring in I'. A specification of a constructor of X (inT) is

either X or (z: A)B if T+ A Type and B is a specification of a constructor of X
inT,z: A.

In the following, an environment I is given and X denotes a variable not occuring
inT.

Definition 2 An inductive definition of X in T is given by a list of specifications
~ of constructors of X in T.

We show now how to build terms in the environment I' that will represent an
implementation of an inductive definition.

Theorem 1 Let [Fy,...,F,] be an inductive definition of X in T, then there exist
terms M, ¢q, ..., ¢, and MElim such that :

THFMex
Vi<i<n TFe € FlX/M]
Pf—ME“mEM—»(X:*)Fl—-»---FnﬁX

We have for i between 1 and n, if F; = (21 : A1)...(x, : A,)X and if the following
terms are well-typed :

(MElim (¢; a1...a,) C fi... fa) =g (fi a1...ap)
It is sufficent to take :

M =(X:9)Fhh - F, - X €x
MElim =[H: M|H EM - (X:%)F} - ---F, - X

and for ¢ between 1 and n, if F; = (z1: A1)...(zp: 4,)X :

¢i =[z1:A]. oy AIX KA B f s FR)(fi ... 2p)
€(zy:A1)...(xp: Ap)M



1.4 Examples

Absurdity. It} is possible to define a type with an empty list of spec1ﬁcat10ns of
constructors. We get the usual coding of absurdity :

1L=(C:%)C

without introduction rule and with an elimination rule of type L — (C : *)C.

Dependent product. Let A be a type and P be a dependent proposition (P
of type A — #). The existential proposition 3z : A.(P z) is identified with the
dependent product Lz : A.(P z), that is the type of pairs (a,p) with a of type A
and p of type (P a). The dependent product has one constructor of type : ‘

(z : A)(P z) — (Zz: A(P z))

The elimination term corresponds to the usual rule of elimination for existential
propositions :

Az : A(P2)) = (C:%)((z: A(Pz)—=C)-C

ML concrete types. An ML concrete type can be represented by a type in the
~ Calculus of Constructions. The elimination rule will correspond to the scheme of
definition by pattern.

Remark. It is possible to represent these inductive definitions just using depen-
dent product, disjoint sum and the “unit” type (type with one 0-ary constructor).
But this direct coding is more convenient to use.

2 Recursive inductive types

We now look at the definition of recursive types. We assume that types in speéiﬁ—
cations are in normal form.

2.1 Positivity

In the Calculus of Constructions every term is strongly normalizable. Then it is
not possible to represent every kind of recursive type. In ML, for example, it is
possible to define the following type : - :

type L = lambda of L->L;;

We get a function lambda of type (L->L)=->L and using matching we get a term
of type L->(L->L). It is then very easy to build a non-normalizing term without
recursion, just simulating the well-known A-term A = (Az.(z z) Az.(z z)).

We will be able to represent in the Calculus of Constructions recursive types
with some restriction of positivity.



Definition 3 Let A be a type, X be a variable of type *, we define two mutually
recursive predicates Posx(A) and Negx(A).

e If X does not occur in A then Posx(A) and Negx(A) are satisfied.
o Posx(X) is satisfied.

o Posx((z : A)B) is satisfied if Posx(B) and Negx(A) are.

o Negx((z : A)B) is satisfied if Negx(B) and Posx(A) are.

We will say that X is positive (resp. negat;'ve ) in A if the predicate Posx(A) (resp.
Negx(A)) is satisfied.

Remark. The variable X is positive in A means that either it occurs at a positive
position or else it does not occur.

Lemma 1 Let T be an environment, X be a variable and A be a term such that
I'X :*x+ A Type. Let M, N and f be terms such thatT' - M € +, T+ N € *
andT'F f e M — N. If Posx(A) (resp. Negx(A)) is satisfied then there ezists a
term A(f) such that :

' A(f) : A[X/M]— A[X/N] (resp. T+ A(f) € A[X/N]— A[X/M)).

Restriction. The construction of the term A(f) is simplified in the restricted
case where the products (z : P)Q occurring in A are either non-dependent product
(P — Q) or such that X does not occur in P. It is only implemented in this case,
that seems to be the only one used in the examples.

In this case, the construction of A(f) is very easy.

o If X does not occur in A then A(f) = [z : Alz.
o A(f)=fifA=X.
o If X is positive in A = (z : P)Q then
A(f) = [u: A[X/M])[z : P[X/NQ(S) (v (P(f) 2))).
* If X is negative in 4 = (2 : P)Q then

A(f) [u A[X/N]][w P[X/M]](Q(f) (u (P(f) z)))

It is easy to check that A(f) has the correct type. The restnctlon allows to prove.
that the hypothesis-of induction T; X # F A Type is satisfied

PR PR




2.2 One unary recursive constructor

We start with the basic example of a recursive type with one constructor of spec-
ification A — X. We must assume that X is positive in A. Let M be the term
(X :%)(A — X) — X of type *, then we are going to build its constructor c, that
is a term of type A[X/M]— M. This term will have the following structure :

[e: ALX/MX :4][f : A = X|(f @)

with a be a term of type A. If we find a term g of type M — X then the term
a = (A(g) c) will be of type A. We take g = [z : M](z X f).

Primitive recursion As an elimination rule, we get a term :
[H:M)H oftype M - (X :%)(A > X) = X

This may seem an unusual elimination rule. It corresponds to a particular scheme
of recursive definition called iteration. In the case of integers we will get the
program that takes a natural number n, an initial element zo of type X and a
function f of type X — X and that gives the result of iterating n times f from
zo. In the case of lists we will get the analogue of the ML function list_it.

We want a bit more, for example the pattern matching of type :

M- (X :%)(AX/M]- X))~ X

This scheme is a particular case of a more general one that corresponds to the
primitive recursion for natural numbers and that is of type :

M= (X :)(A[X/X x M] = X) = X

Because X is positive in A and the existence of terms of type X x M — X and
X X M — M, there exist terms of type A[X/X x M] — A and A[X/X x M]—
A[X/M]. The scheme of primitive recursion gives both iteration and pattern-
matching. We are going to show that using pairing and iteration it is possible to
build a term for primitive recursion.

Definition of primitive recursion. The terms for product, pairing and pro-
jections have been defined before. Let m be of type M, X be of type x and f be
of type A[X/X x M] — X. We first build with an iterative scheme a term Mrec
of type X x M. Let us take :

Mrec = (m X x M [y : A[X/X x M]](pair (f y) (c (A(snd) ¥))))-

It is easy to check that this term is well-formed : y is of type A[X/X x M], snd is
of type X x M — M, then (A(snd) y) is of type A[X/M] and the constructor c is
of type A[X/M]— M.

In order to finally get a term of type X, we just apply the first projection.

6



2.3 Natural numbers

In general we want to combine disjoint sums, products and recursion in the defi-
nition of an inductive type. In the case of the natural numbers, the specification
is with two constructors :

0€nat and S € nat — nat

Following the same scheme we take :

nat = (C:#+)C—-(C—-C)—=C
0 = [C:+][z:C)[f:C = Clz
. S = [mnat][C:+][z:C)[f:C—C)f(nC z f))

The primitive recursion is the following term :

NatRec

[n:nat][C : #][z : C][f: C x nat — C]
(fst (n C x nat (pair z 0) [y : C X nat](pair (f y) (S (snd y)))))
€ nat—(C:¥)C—>(Cxnat—=C)—=C

3 General case

We give the general results concerning (recursive or not) inductive types. This
generalizes the results of the preceding section. The definition of specification of
constructors is extended.

Definition 4 (specification of constructors) LetI' be an environment and X
be a variable not occurring in T'. A specification of constructor of X (inT ) is either
X or(z:A)B if ', X : «+ A Type, Posx(A) is satisfied and B is a specification

of constructor of X in T,z : A.

In the following, an environment T is given and X denotes a variable not occurring
in T,

Definition 5 An inductive definition of X in T is gz'ven. by a list of specification
of constructors of X in T.

Let A be a specification of constructor of X, and N be a term. We define a “left-
substitution” A{X/N} inductively on the structure of the specification. If A = X
then A{X/N} = X and if A= (y: B)C then A{X/N} = (y: B[X/N))C{X/N}.

Theorem 2 Let [Fy,...,F,] be an inductive definition of X in T, then there ezist
terms M, ¢y,...,c, and MRec such that :

I'FMex
Vi<i<n TFeceF{X/M]
'FMRece M — (X :+)Fi{X/X XM} - - - F{X/XxM} - X




It is sufficient to take :
ME-(X:*)F1 — o Fy - X ik
and for i between 1 and n, if Fy = (21: A1)...(zp: Ap)X :

& =l[21: AX/M])...[g, : ALX/MIX < ¥][fy  Bi]...[fa : Fa)

(fi (Ar(g) z1) ... (Ap(9) 2p))
€ Fi[X/M)

withg=[m: M)(m X fi...fs) of type M — X. To build the primitive recursive
combinator is a bit more complicated. Let m be of type M, X be of type * and
fi,... fa be of type respectively F1{X/X x M},...F,{X/X x M}. We build a
term of type X in the following way :

(fst(m X XM ¢1...60))
Where ¢; of type F;[X/X x M] is the following term :

$i= [z1: A[X/X x M]]...[zp: Ap[X/X x M]]
(pair (fi z1...2p) (¢i (A1(snd) z1)...(Ap(snd) z,)))

3.1 Problems

There is a difficulty with the reduction rules for the primitive recursion operator.
For the example of natural numbers, we have :

(NatRec 0 C' z f) =p =
For the reduction in (S n) we are expecting :
(NatRec (S n) C z f) =g (f (pair (NatRec n C z f) n))
but we only get :
(NatRec (S n) C z f) =g (f (pair (NatRec = C z f) ¢,))
with ¢, a program that depends on n and that satisfies :

$o=p0 and ¢g ) =5(S én)

So we have ¢, =g n if n = (SP 0) but in general we do not have ¢, =g n. It is
possible to prove using for example Leibniz’s equality that ¢, = n for each n that
satisfies the induction principle. For natural numbers, it is possible to justify the
consistency of the induction principle, but this principle is not provable.

We lost the fact that the convertibility rule for primitive recursion is an internal
conversion (the best we can do is to find a proof of this equality). A most crucial
problem is that this program ¢, does a “copy” of n and that such copies may be
iterated leading to very inefficient reductions.

This suggests to implement “primitive” recursive types. We will then get for
the natural numbers the right internal rule of conversion and also the ability of
doing proofs (or building terms) using induction.
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4 Predicates

The definition of inductive types can be generalized to the definition of predicates
or n-ary relations. It corresponds to the concept of defining a relation to be the
smallest relation such that some closure properties hold. The basic case of such a
predicate is Leibniz’s equality. Actually using Leibniz’s equality, dependent prod-
uct, disjoint sum, unit type and recursive predicate with one unary constructor, it
is possible to code every kind of inductive definition.

4.1 Equality

We want to define the intensional equality on a type A. It is possible to say that
it is the smallest reflexive relation on A. The specification is (z : A)(eq z z). We
get the following definition :

eq=[z,y: A(R: A—> A—*)((z: A)(Rzz))—(Rzy)

With this definition we get a constructor refl of type (z : A)(eq z z). It is also
possible to define, given an z of type A, the predicate eq, on A “to be equal to
z”. This is the smallest predicate that is true for z. The specification is (eq, z)
(z is given). We then get the usual definition of Leibniz’s equality :

eq, =[y: A(P: A— *)(Pz)— (Py)

We get a constructor refl, of type (eq, z). Wethen “abstract” these definitions with
respect to z. It is very easy to show that both notions of equality are isomorphic.

4.2 General case

We now need to define the positive occurrences of a predicate in a type. We take
the case of an unary predicate on a type B.
A

Definition 6 Let P be a variable of type B — * and let M be a type. We say
that P 1is positive in M if the only occurrences of P in M are in ezpressions like
(P b) with b a term in which P does not occur and if for a variable X of type
*, Posx(M[P/[z : A]X]) is satisfied (it means that if we replace every erpression
(P b) of M by X then we get a type in which X is positive).

We define for two predicates M and N the type M C N to be (z : B)(M z) —
(N z). We get the following result :

Lemma 2 Let ' be an environment, X be a variable and A be a term- such that
'P:B — %+ A Type. Let M, N and f be terms such that T - M € B — *,
F'FNeB—-x*andTF fe M C N. If P occurs positively in A then there erists
a term A(f) such that :

'+ A(f) € A[P/M]) — A[P/N]




We only have to change the basic case of the definition of A(f) for types. If
A = (P a) then A(f) = (f a) is of type (M a) — (N a).
We give the definition of a specification of an inductive predicate.

Definition 7 (Specification of constructor) Let I' be an environment and X .
be a variable of type B — x not occurring in I'. A specification of constructor of
X (in T') is either (X a) with some term a such that X does not occur in a or
(z:A)BifT',X : B— x+ A Type, if X is positive in A and if B is a constructor
of X inT,z: A. 4 :

In the following, an environment I is given and X denotes a variable not occurring
inT.

Definition 8 An inductive definition of X in T is given by a list of specifications
of constructors of X in I,

Let M and N be two predicates, we call M NN the predicate [z : Bl(M z)x (N z).

Theorem 3 Let [F,...,Fy] be an inductive definition of a predicate X in T, then
there exist terms M, cy,...,c, and MRec such that :

TFMeB -«
Vi<i<n., Ttee FX/M]
I' - MRec € (z : B)(M z)
= (X:B—-+x)RA{X/XNM} - -- F{X/ XM}~ (X z)

It is sufficient to take :
M=[z:B)(X:«)F; > - F, > (XbeB—x*
and for 7 between 1 and n, if F; = (z1: A1)...(2p : Ap)(X a) :

[21: AL [X/M]].... [z, : A[X/M]]
[X:B"'"*][fl :Fl]-"[fn:Fn]

(fi (A1(g) 21) ... (Ap(9) zp))
€ F[X/M]

¢ =

with g = [z : B]lm : (M 2)](m X fi...fn) of type M C X. We build also the
“primitive recursive combinator”. Let z be of type X, m be of type (M z), X be of
type B — x and f1,... f, be of type respectively Fy{X/XNM},... F,{X/XNnM}.
We still call snd the term of type X " M C M. We build a term of type (X z) in

the following way :
(fst (m XNM ¢1...05))

Where ¢; of type F;[X/X N M] is the following term :

¢ =[x AX/XNM].. [z, A[X/X n M| |
(pair (fi z1...2p) (ci (A1(snd) z1)...(Ap(snd) zp)))
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5 The Inductive command

The Inductive command is a macro that generates the relation, its constructors,
and the rule of “primitive recursion” that becomes an elimination in the non-
recursive case.

5.1 Syntax

To specify an inductive definition we need the “arity” of the definition (it means
the type of the notion we want to define) and the specification of the constructors.
This may be specified with a notation like :

pX : arity.list of constructors

that emphasizes the fact that X is bound in this specification. But we want also
to specify the name to give to the type and its constructors. Then the Inductive
command will have the following syntax :

Inductive definition name : arity = list of named constructors.
A definition can be one of the keywords Definition, Define, Let, Global or
Local with the same rules of scope as in the mechanism of definition.
A named constructor has the following syntax :
name : constr
and a list of named constructors is either a named constructor or has the form :
named constructor | list of named constructors
There are some special syntactical constructions for particular arities.
Inductive Proposition name =:list of named constructors.
declares the arity to be Prop.
Inductive Data name = list of named constructors.

declares the arity to be Data.

5.2 Behavior

Assume that we declare an inductive definition of name X of arity K with a list of
named constructors [(ny : C1),...,(n, : Cy)]. The system checks that considering
X as a variable of type I, the types C; are specifications of constructors of X. It
declares a constant of name X and of type K, then the constructors of name ¢; and
of type C; (with now X considered as a constant). It then defines the primitive
recursive combinator with the name X _elim in the non-recursive case and X _rec
in the recursive case.

11




Remark. If the recursive type M we are defining is an informative one (of type
Data or Spec) then the intermediate value of type M — (C : ¥)F{ — -+ — F; —
(M x C) needed for the computation of the primitive recursive term is named
M _REC and keeped in the environment. This feature is done in order to simplify
the proofs of reduction rules for the term of primitive recursion.

5.3 Parameters

It appears that very often we are defining inductive notions in an environment
with parameters. For example the product is defined with respect to two types
A and B. It will be possible to define the product to be an inductive relation of
type * — * — . This definition is equivalent to the one we gave before and more
cumbersome. The right definition of product is the following one.

Variables A, B : Prop.
Inductive Definition and : Prop = pair : A->B->and.

and then to abstract the various definitions with respect to A and B. We add some
syntactic sugar and allow to directly write the following declaration :

Inductive Definition and [A,B:Prop] : Prop = pair : A->B->(and A B).

This generates the sequence of commands described before. The general syntax of
inductive definitions with parameters is :

Inductive definition name [list of declarations] : arity
= list of named constructors.

A list of declarations is either a declaration or :
declaration ; list of declarations

And a declaration is
list of names : constr

A list of names is names separated by commas.
If the arity is Prop, it is possible to use the special syntactic form :
Inductive Connective name [list of declarations] = list of named constructors.

Several examples of inductive definitions may be found in the prelude file.
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The Tactics Theorem Prover,

User’s guide,
Version 4.10

Thierry Coquand

INRIA

1 General presentation

The calculus of constructions is a typed A-calculus which is used as a general framework where
one can develop in a uniform way functional programs and proofs. The “theoretical” basis of such
a system is the close analogy between propositions and types (known as Curry-Howard “isomor-
phism”). Here this idea is taken at a pragmatic level, both in the implementation of the logic, and
in the notation. It gives a good presentation of natural deduction!. Since we want to do manip-
ulation on proofs (cut-elimination, pruning, realisability,...) it is natural to follow the Automath
“proof-as-objects” paradigm.

We will first recall what is the formal system we use before a presentation of our search system,
in order to get a self-contained presentation.

The inference rules define inductively a ternary relation I' - M : P where I' is a context of

typed variables and constants.

1.1 Inference rules

From the user’s point of view, the following system is implemented.

T is valid

T F Prop : Type (T

T l-r'l'l;p:a;h'?ype (T12)

Tis va,lidr }_mzls lI)\:und inT (T13)
TF [1;$MJ]MNF :]Zw: =}j\4 )P S
T o
I'M:Prop T,z:MFE N :Type (TI7)

'k (z:M)N : Type

'For a general presentation of natural deduction, and its use, see the book of Kleene “Mathematical Logic”, 1967.




TFMi(z:QP THN:RE Q=R

TF (M N):-[N/z1P (T18)
1.1.1 Type Equality Rule »
'rM:N THP:Prop N=P
'-M:P (TEL)
I'FM:N THP:Type N=P
TFM:P (TE2)
1.1.2 Context formation
The empty context is valid, and
T+ P:Prop
T',z:Pisvalid (CT1)
' P:Type
T,z : P is valid (€T2)
T'rM:P (CT3)

I,z =M : P is valid

In these rules, and everywhere in this paper, the square brackets [z : T]M stands for the typed
A-abstraction (Az : T)M. ' : '

The basic system is simply a type checker for these rules. We call a type (resp. a proposition) a
term of type Type (resp. Prop). The conversion between terms is 3, 6-conversion: the rule (CT3)
allows the user to introduce constants, and é-conversion consists in unfolding the definitions.

The analogy between functional constructions (at the level of types) and proof constructions
(at the level of propositions) is clearly reflected in these rules. The principle used is “Truth is
Inhabitation”, so that to prove that a proposition is true is to build an element of type this

proposition. $

Technical Remark: as it stands however, this system is logically inconsistent (that is all
propositions are inhabited) and furthermore it doesn’t satisfy the normalisation property!

This important drawback is solved by introducing a stratification at the type level. This strat-
ification is hidden, so that the user does not have to bother about it. Notice that, with such a
stratification, there is a set-theoretic semantics (in Zermelo-Fraenkel-Skolem set theory where Prop
is interpreted as a two element set), and so we can “safely” assume the consistency of the system.
In practice, the problem of stratification never occurs. In the rare case where the user tries to build
an inconsistent term with respect to this stractification, the message “You have reached a paradox”
appears.

There is however an “unsafe mode” for working in the Type : Type system. In the files
EXAMPLES/Log_Rel and EXAMPLES/Reynolds it is shown how to build a non normalisable term

in such a system.



1.2 How to use this system as a proof-checker

We can embed a logical calculus (called “minimal” calculus) in this system. First, a proposition is
simply a term of type Prop. We take P — Q to be (z : P)Q, where P : Prop and @ : Prop. We thus
get a compact representation of proofs in minimal logic. For instance P — @ — P has for proof
[z : P]ly : Q]z, and the deduction theorem becomes A-abstraction. We have also a representation of
universal quantification: if A : Type and P : A — Prop is a predicate over the type A, the universal
quantification of P over A is the term (z : A)(P z), which is a proposition. Furthermore, we can
instantiate by application: if p is a proof (i.e. a term) of (z : A)(P z), and if ¢ is a term of type A

then (p t) is a proof of (P t). We can also generalise: if in the context I',z : A, we have a proof .

p(z) of (P z), then, in the context I, [z : A]p(z) is a proof of (z : A)(P z).

We have thus shown that we can represent universal quantification (over any types) and impli-
cation. The logic based only on implication and universal quantification is called “minimal logic”
(however, notice that we can quantify over propositions, hence this calculus is higher-order). One
may argue that this is the most “primitive logic”, and it is possible to define other connectives from
these primitives alone (this was done as.soon as 1903 in B. Russell “Principles of Mathematics”!).

Without going into the details, we can say that this proof-checker is well adapted for doing
proofs in intuitionistic Higher-Order Logic (see the book of J. Lambek and P.J. Scott ‘iHigher-

Order Categorical Logic” for a presentation of a similar logic). The fact that we can formulate, and

prove theorems with type variables gives it the uniformity needed in practice (by complete analogy
with the polymorphism used in CAML).

1.3 How to search a proof and build a term

For building a term, the user can declare variables (or axioms), and later discharge them. The
idea of having a system with the possibility of moving in local “context”, directly suggested by the
language ALGOL, comes from the Automath language. It is convenient for doing proofs in natural
deduction. Furthermore, in developping a mathematical theory, it is possible (and essential) to
have the possibility of introducing constants.

L In practice, though possible?, it is too cumbersome to write explicitely a full proof. A proof
search facility has been written in CAML. But nothing prevents the user to use this system also for
building terms (using so completely the “proof as objects” paradigm), and we can hope building in
this way very complicated terms (read “programs”) that would have been difficult to write directly
(and also, type checking is done incrementally).

The tactics theorem prover is based on ideas from LCF. It is based on the notion of tactics.
Roughly speaking, a tactic is the inverse of a desired inference rule. Le. it develops a proof top-
down in a goal directed manner. Here, the program keeps simply a partial proof, whose leaves are
the subgoals, which can be refined against a clause (which is the type of a correct term in this
framework). The important point is that the theorem prover is extensible by programing more

2For instance, B. Jutting in the Automath project has been able to check a complete book on the foundation of

analysis in a type checker used as a proof-checker, without any search facility.



tactics in CAML.

2 A simple example of the use of the tactics theorem prover

We call synthesis machine the proof searching facility which has been written in CAML. It is based
on a tactic system, inspired from LCF, which permits to construct a proof step by step. It has its
own toplevel, which is called from CAML by the function go.

 The problem is to find a proof of a term. In a mathematical use, terms of which we search a
proof are propositions. As we have seen in introduction, using completely the “proof as ob jects”
paradigm, it may be any term. The synthesis machine permits to construct progressively a proof
with help from tactics. From an initial term of which we search a proof, we go to more elementary
terms to prove through a transformation we know the nature of. Knowing the nature of this
transformation and assuming to know proofs of the more elementary terms, we are able to know
the whole proof of the initial term. By using these transformations in a recursive way until there
is no term left to prove, we are able to construct the whole proof.

The environment of the synthesis consists of a tree which is a representation of the proof (as a
A-term) that we are looking for. There are gaps in this tree-term which are the parts yet unproved
of the demonstration. These gaps consist of a pair made of a proposition and a local context of
variables and hypotheses. At the beginning no branch of the tree is known and at the end of
the demonstration there is no gap left in the tree. The tactics are the functions which complete
progressively the prooftree. They take as an argument a goal (i.e. a pair made of a term and a
local context of variables and hypotheses) and give a prooftree with gaps in it, the latter being new

terms to prove.

We will first give an example to illustrate what the synthesis machine offers. Then we will
explain what tactics do.

Tactics are CAML functions and it is always possible to create new tactics in CAML. In the
machine described h"‘ere, only some tactics are given, those which are essential to construct a proof
or very helpful. There are some constructors of tactics too to create more complicated tactics,
that can be defined in CAML, and then used in the toplevel of the synthesis. The last section will
present such a tactic.

The example we present now will show how to declare a goal, and how to build a proof of a

theorem via synthesis machine.
We suppose first that we have declared in the vernacular mode the following section.

Section inclus.
Type U.

Definition Set.



Body U->Prop.
Definition in : U->Set->Prop = [x:Ul[A:Set](A x).

Definition inclus : Set->Set->Prop = [A,B:Setl(x:U)(in x A)->(in x B).

We can now check the environment by the command Inspect n, where n is the number of the

constants we want to see. We recall that -> is the vernacular prompt.

->Inspect S.

inclus : Set->Set->Prop
in U->Set->Prop
Set : Type
xxx [U :Typel
>>>>>>> Section inclus

We thus see that we are in the section inclus, and under one variable U, with two definitions
for in and Set.

The proposition to prove is given to the machine as the goal:

->Goal (A,B,C:Set)(inclus A B)->(inclus B €C)->(inclus A C).
(A:Set) (B:Set)(C:Set) (inclus A B)->(inclus B C)->(inclus A C)

Since we have to prove a universal quantification followed by implications, we use the introduc-

tion tactic repeatedly. The tactical REPEAT repeats a tactic until it fails.

->By (REPEAT intro).
1 subgoal
(inclus A C)

HO : (inclus B C)

H : (inclus A B)
C : Set
B : Set
A : Set




Note that the system prints the local context.
We now- unfold the definition of inclus in the goal:

->Unfold inclus.
1 subgoal
(x:U)(in x A)->(in x C)

= - 1

HO : (inclus B C)
(inclus A B)
: Set

: Set

: Set

> T a =

We can then use the introduction tactic, and the tactical REPEAT

->By (REPEAT intro).
1 subgoal
(in x ©)

-+t 2 1 s Y 1

HO : (inclus B C)
H : (inclus A B)
C : Set

B : Set s

A : Set

The goal (in x C) becomes (in x B) after one resolution with the hypothesis HO. We simply
do a resolution with the Horn clause defined by the type of the hypothesis HO.

->Resolve HO.
1 subgoal
(in x B)

HO : (inclus B C)



H : (inclus A B)
C : Set
B : Set
A : Set

We can then resolve against the hypothesis H:

->Resolve H.
1 subgoal
(in x A)
FE P
H1 : (in x A4)
x : U
HO : (inclus B C)
(inclus A B)
: Set .
: Set
: Set

> o O

Finally, the goal is proved by hypothesis H1:

->Exact Hi.
goal proved

It is possible to add this theorem to the environment of the constructive machine:
->Save trans_inclus.
We can then check the environment.

~->Inspect 2.

trans_inclus :
(A:Set) (B:Set) (C:Set) (inclus A B)->(inclus B C)->(inclus A C)
inclus : Set->Set->Prop



It is also possible to display the proof that has just been built:

->Show_proof.
[A:Set] [B:Set] [C:Set][H: (inclus A B)][HO: (inclus B C)]
[x:UJ[H1:(in x A)J(HO x (H x H1))

We can in the same way show the reflexivity of inclus.

Goal (A:Set)(inclus A A).
By (REPEAT intro).

Unfold inclus.

By (REPEAT intro).

By assumption.

Save ref_inclus.
We can then close the section.

->End inclus.

3 The tactics

Tactics enable us to construct a proof in a backward mode. We begin with a goal (a statement or
desired theorem, or a type of a program) and the tactics reduce it to simpler and simpler subgoals.
Here are the CAML types that are used. We assume a basic knowledge of CAML.

o A local context is of type signature which is the type of a list of variables (or hypotheses),
* agoal is of type goal = signature * constr

* a prooftree is of type prooftree, as follows:

type prooftree =
INTRO of string * constr * prooftree
|APP of constr * (prooftree list)
IPF of constr
|INCOMPLET of goal ;;



s tactic = goal -> prooftree.

A good intuition for A-calculus specialists is that the user builds Bohm tree approximations of

" the partial proof.

Here follow the rules which permit to construct the proofs. They are derived rules from the

rules presented in the introduction.
The application rule is in a generalized form and we have wrltten — for a variable on which

the rest of the term is non dependent.
The abstraction rule is divided into two rules accordmg to whether the term is dependent or

not on the abstracted variable, but it is always syntactically the same rule.
We always deal here with a valid context I' of variables, hypotheses (i.e. variables of type a

proposition), constants and proofs of theorem (i.e. constants of type a proposition).

Tkp:M (if (p: M)isinT) variable
F,z:NrF-p: M
I't[z:Nlp:(z: N)M
T,g:NFp: M
THlg:Nljp:N-M
Thp:(z1:N)...(zg : Ny)M TFp;: N;
TH(p N...Ny):[ti/zi]M
T'kp:M M=N
TFp: N

abstraction

abstraction, ¢ does not occur in M

application

equality

To complete the system of tactics, i.e. to be able to construct any proof, it is necessary to have
a minimal set of tactics which enables us to go backwards through the rules above.

We have one basic tactic for each of the four rules above.

Let us notice that (almost) all tactics here described deal with terms in S-normal form (the

only exception is the change tactic). s

We first give some notations to describe these tactics:
We will write a goal (i.e. a term M to be proved under a local context I' of hypotheses) by:

M
Let’s notice that the synthesis machine works implicitly with the global context which is the
same for a whole proof search. And when we say that we have to prove M under the local context
T, it means that the used context is the union of I and the global context.
We will write a tactic which associates to the term M to prove under the context I' the list of

terms M; to prove under the contexts I'; respectively by:



r - Ty Tn.

We will write O for the empty list of goals (i‘.hat méaﬁs thaﬁg the d'eﬁxonstré,tion is finished).

3.1 The assumption tactic
_it is the rﬁle which is associated to the v#riable rule of )s-c,alcﬁlus: ifa proof of the term is among

‘the hypotheses then there is nothing left to prove. o
Taking this rule the other way round, the assumption tactic has this effect :

T
~ O (ifdproof of M isinT)

3.2 The intro tactic
It is the rule which is associated to the X-abstraction rule of the A-calculus. There are two meanings
for this rule depending on whether the abstraction is an abstraction of a dependent variable or of

a non dependent variable.
Taking this rule the other way round, the intro tactic has this effect:

r I, (z:U)
for a variable B ~ P
(z:U)M M
. 5
r. . F,(HypN:N) '
for an hypothesis  :  ~» : |
N->-M M

They are two versions of the introduction tactic. One version, called intro_with, is of type
string->tactic and the user has to give a name to the variable or. hypothesis he introduces. The

other version intro : tactic has an implicit mechanism for generating internal names.

3.3 The resolve tactic

This is the inversion of the rule of application to a variable or constant. Here is a standard example:
the tactic resolve. This tactic can be used directly from the vernacular by using the command
Resolve (see below how to call a tactic defined in CAML from the vernacular). -

10



->Goal (A,B,C:Prop)(A->B->C)->(A->B)->A->C.
(A:Prop) (B:Prop) (C:Prop) (A->B->C)->(A->B)->A->C

->By (REPEAT intro).

1 subgoal
C

H1 : A
HO : A->B
H : A->B->C
C : Prop
B : Prop
A : Prop

->Resolve H.

2 subgoals
A
Hi : A .
HO : A->B
H : A->B->C
C : Prop
B : Prop
A : Prop

subgoal 2 is:
B

The system prints the local context only for the first (in the lexicographic ordering) subgoal.
As seen in the first general example of the transitivity of inclusion, the tactic refines on the

head-normal form of the type of the given construction.

3.4 The change tactic

It is one of the rules associated to the type equality rule.

The change tactic enables us to substitute a term to prove with an equivalent one. It checks
that the new term is 3, 6-convertible to the initial one. ‘

Its syntax is change com, where com is a term in concrete syntax and its effect is:

11



Example

->Show.
1 subgoal
(inclus A P P)

=== ==

P : (Set A)
A : Type

->Change (x:4) (P x)->(P x).
1 subgoal
(x:A)(P x)->(P x)

Another basic tactic associated to this equality rule is the unfold tactic, which unfolds a given

name in the goal.

->Undo.
1 subgoal
(inclus A P P)

il
il
1]

->Unfold inclus.
1 subgoal
(x:A)(in A x P)->(in A x P)

—— e e o o = o o o o
B it s i
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A : Type

Notice the Undo command, that is “undoing” what has done the previous tactic.

3.5 The ezact function

When we want to give explicitly the proof of one of the subgoals, we use the function exact

#exact;; ‘ _
<fun> : (num -> command -> prooftree -> prooftree)

As we can see from its type, the function exact is not a tactic. It has indeed a global action
on the prooftree, in opposition with the application of tactics that act only on one chosen subgoal.

3.6 Some tacticals

Here follow constructors of tactics (tacticals), that are CAML function for building more elaborate

tactics.

tacl THEN tac?2:
This applies the tac2 tactic to all the new goals generated by the tac! tactic.

tacl ORELSE tac2: _
This applies the tac2 tactic, if , and only if, the tac! tactic fails.

tac NEXT fun:
It applies the tac tactic, and then the function fun, of type prooftree -> prooftree on the

resulting prooftree (it is useful for instance in combination with the function exact).
5

TRY tac:
This applies the tac tactic and if this one fails, does nothing instead of generating an error.

FIRST [tacy;... tacy,]:
This applies the first tactic of the list which does not fail.

REPEAT tac:
This repeats the tac tactic as long as it does not fail. For instance we can define the following,
that keep doing introduction.

let intros = REPEAT intro ;;
Value intros = <fun> : tactic

13



AT_LEAST_ONE fac:
This repeats the tac tactic at least one time and keep repeating it as long as it does not fail..

IDTAC: -
This is the identity tactic: it sends back a prooftree with only a gap which represent the initial

goal.

FAILTAC:
This is the tactic which always fails.

COMPLETE tfac:
It applies tac only if tac solves completely the goal, and fails otherwise.

3.7 Some more elaborate tactics

Some useful tactics, not definable with the primitive ones, are provided.

3.7.1 The pattern tactic

For dealing with proofs by induction with a first-order matching, it is necessary to change a goal
of the shape ¢[a] to (Az.4(z) a). It may be cumbersome to use the tactic Change. A special tactic
Pattern has thus been written for that. This tactic is useful for doing proofs by induction. Here
is an example in the beginning of Peano arithmetic (which is here axiomatised inside second-order

logic; notice that we have a finite axiomatisation since we can quantify over predicates).

Section Peano.

Type N.

Variable O:N.

Variable S:N->N.

Variable Eq:N->N->Prop. !

Hypothesis trans:(x,y,z:N)(Eq x y)->(Eq y 2z)->(Eq x z).

Hypothesis sym:(x,y:N)(Eq x y)->(Eq y x).

Hypothesis Eq_S:(x,y:N)(Eq x y)->(Eq (S x) (S y)).

Hypothesis induction:(P:N->Prop) (P 0)->((x:N)(P x)->(P (S x)))->(x:N)(P x).
Variable add:N->N->N.

Hypothesis addil:(x:N)(Eq (add x 0) x).

Hypothesis add2:(x,y:N)(Eq (add x (S y)) (S (add x y))).

14



Here is a short session for a proof that uses induction.

->Goal (x:N)(Eq (add 0 x) x).
(x:N)(Eq (add 0 x) x)

->Intro.
1 subgoal
(Eq (add 0 x) x)

->Pattern x.
1 subgoal
([L:N]J(Eq (add 0 L) L) x)

am e

x : N

We can then conclude the proof.

Resolve induction.

Resolve addi.

Intros.

Do res_exact trans (S (add 0 x0)). -
Resolve add2.

Resolve Eq_S.

Assumption.

Save add3.

The command Do will be explained later (it allows the user to call CAML functions in the
vernacular mode), and res_exact is a tactic programmed in CAML, that does a resolution and
use the further arguments to solve immediatly the subgoals.

3.7.2 The reduct tactic

reduct: this is a variation of the change tactic. It reduces in complete head-normal form the goal.
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4 The synthesis toplevel

4.1 The manipulation of the environment

Here are the commands of the synthesis machine. Some of them display the state of the proof-tree
or more exactly display the list of the propositions which are yet to be proved with their local
context. In case there is no proposition left to prove, it is displayed goal proved.

Goal com :
This command initializes the tree with a gap to which is associated the proposition and its local

context. Then it displays the new state of the tree.

Save thname :

This command adds the theorem that has just been proved to the environment of the construc-
tive machine, after checking that the proof is well-typed and of the wanted typed.

In opposition with system like LCF, the tactics may produce a wrong proof, that is a complete
prooftree which is ill-typed or not of the right type. However, since the Save command goes through

the type checking of the constructive engine, it is not possible to build an invalid environment.

Show_proof:
Displays the proof of the theorem that has just been proved.
It is possible (by cut and paste) to evaluate this proof via the vernacular Eval command. This

may be useful for debugging a tactic.

Undo :
There is a stack of the last states of the proof-tree. This command allows to go back to the last
state of the proof-tree. There is no display of this last state with this command. It is very useful

when we have taken a bad direction and want to go back.

Show :
Displays the incomplete leaves of the current proof-tree.

Are available directly from the toplevel the basic tactics, and the exact function.

Assumption
Tries to solve the current goal with one local hypothesis.

Exact com

Tries to solve the current goal with the given proof com.

Resolve com
Tries to do a resolution against the head-normal form of the type of com.

Intro
Apply the introtactic.

16



For calling the tactics programmed in CAML from the:-“synthesis toplevel, we have provided two
oﬁeraiors

Do tac comy...cOMy
If we have a function tac of type command list-> tactic then Do will execute the tactic tac -

[coma;. . . ;comp).

By tac namey...namep
If we have a function tac of type string list-> tactic then By will execute the tactic tac

[namey;. .. ;namey).

For instance, here is a function that reduces the goal in head-normal form and then introduces
the hypothesis named by the user:

let rec intros_with = function
[0 -> IDTAC
Ix::1 => intro_with x THEN intros_with 1;;

let hyps 1 = red THEN intros_with 1;;
we have then.

Definition Nat.
Body (X:Prop)X->(X->X)->X.

->Goal Nat.
->By hyps X a f.

->1 subgoal
X

o X=X
a: X
X : Prop

Abort
Finally, if we do not succeed in proving a theorem, you can remove the goal from the stack of ‘
goals by the command Abort. '
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5 An example of added tactic : the trivial tactic

There are tactics that we would like to be applied automatically (for instance intro and assumption).
We would like also the system to solve by itself some goals that seem trivial.

As an example of the use of CAML for extending our collection of tactics, we show how to
program in CAML a tactic trivial. This tactic uses a list of tactics which have to be automatically
applied as long as possible. After each application of a tactic of the trivial tactics list, a comment is
displayed to describe what happens. Notice that this tactics is in some _sensé dynamics: it becomes
more and more complete when the trivial tactics list increases.

There are commands to manipulate the list of trivial tactics:

add_triv tac comment :
This adds a new tactic to the list of trivial tactics. The comment has to explain what this tactic

does. Usually it is the name of the tactic.

print_triv () :
This command displays the list of what the trivial tactics do.

rm_triv tac :
This command removes the tac tactic from the list of trivial tactics.

Here is the CAML code which defines the trivial tactic :

(* An ORELSE which take comments *)

let (ORELSE_COMMENT : (tactic * string) * tactic -> tactic)
((T1,comm),T2) g =

try let pf = T1 g in (message comm;print_newline();pf)

with UserError _ -> T2 g ;;

infix "ORELSE_COMMENT" ;;
let rec trivial_list = function
0] -> FAILTAC

| (t,c)::1 -> (t,c) ORELSE_COMMENT (trivial_list 1):;

(* The pointer to the list of trivial tactics %)
let triv = ref([]:(tactic * string) list);;

let trivial g = REPEAT (trivial_list (!triv)) g ;;

(¥ The commands which manipulate the !triv list %)
let add_triv (t,c) = triv := (t,c)::(ltriv); Q) ;;
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let rm_triv name = triv := delrec !triv;() where rec delrec = function
[ -> message(name~" is not currently a trivial tactic");[]
| (t,s)::rest -> if s=name then rest else (t,s)::(delrec rest) ;;

Here is an example of use of trivial (we use in this example the command Inductive, that
has been explained in the paper on the vernacular).

Inductive Definition And [A,B:Prop]:Prop =
And_intro : A->B->(And A B).

Inductive Definition implies [A,B:Prop]:Prop =
implies_intro : (A->B)->(implies A B).

Inductive Definition equiv [A,B:Prop]:Prop =
equiv_intro : (implies A B)->(implies B A)->(equiv A B).

-Section Base.

Variables A,B,C:Prop.

->Goal (implies A (implies B C))->(implies (And A B) C).
->Intro.

1 subgoal
(implies (And A B) C)

H : (implies A (implies B C))
->Resolve implies_intro.

1 subgoal
(And A B)->C

H : (implies A (implies B C))

->Intro.

1 subgoal
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HO : (And A B)
H : (implies A (implies B C))

->Resolve HO.

1 subgoal
A->B->C

HO : (And A B)
H : (implies A (implies B C))

->Resolve H.

1 subgoal
(A->(implies B C))->A->B->C

HO : (And A B)
H : (implies A (implies B C))

~>Intros.

1 subgoal

Hi : A->(implies B C)
HO : (4nd A B)
H : (implies A (implies B C))

->Resolve (H1 H2).

1 subgoal
(B->C)->C

Hi : A->(implies B C)

20



HO : (And A B)
H : (implies A (implies B C))

"->Intros.

1 subgoal

H4 : B->C

H3 : B

H2 : A

Hi : A->(implies B C)

HO : (And A B) '

H : (implies A (implies B C))

->Exact (H4 H3).
goal proved

->Save And_elim.
And_elim is defined
~->End Base.

And_elim :
(A:Prop) (B:Prop) (C:Prop) (implies A (implies B C))->(implies (And A B) C)

S

->Drop.

add_triv (resolve<<And_intro>>,"And_intro");;

add_triv (resolve<<implies_intro>>,"implies_intro");;
add_triv (resolve<<equiv_intro>>,"equiv_intro");; ‘
add_triv (resolve<<And_elim>>,"And_elim");;

add_triv (intro,"introduction");;

add_triv (assumption,"assumption");;
go(s;
Goal (A:Prop)(equiv A A).
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By trivial.

Save idem_equiv.

Goal (A,B:Prop)(equiv (And A B) (And B A4)).
By trivial.
Save abel_And.

Goal (4,B,C:Prop)(equiv (And A (And B C)) (And (And A B) C)).
By trivial. -
Save assoc_And.
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- A short user’s guide
for the Calculus of Constructions
Version 4.10

Gérard Huet

INRIA

1 Getting the system to run

In order to run the system, you need CAML version 2.6. Send requests for CAML
to chenetier@ilog.fr.

Once you have CAML installed, you may run the system by calling the com-
mand constr from the constructions installation directory. You should get, after
a few seconds, the banner:

Calcul des Constructions Version 4.10
and then the CAML prompt #.

If this does not work, check the contents of the command file constr, which
should read:
caml 35 -r constr.core
The trouble may come from caml not being known. Make the proper PATH
adjustment, abbrev declaration, or link. The trouble may be an inconsistency of
core images. For instance, the image constr.core is not loadable from the old
CAML version 2.5. In this case, if you do have CAML version 2.6, you may try
to reconstruct the core image by running the command makeconstr. Even if you
don’t, and if you are trying to execute on a SUN 3, you ought to be‘able to run

- the core image constr.core as an executable directly. However, this will give you
only a degraded system, since it will have very little memory, and thus will spend
its time garbage-collecting, and furthermore it may not be able to auto-load crucial
CAML libraries.

2 Navigating in the system

Initially, you are in CAML’s top-level, indicated by its prompt sign #. You may in
this state execute any CAML top-level phrase. For instance, if you want to run the
system from an Emacs shell window, you want to execute initially echo false;;.

From CAML’s top level, you may exit permanently in a graceful manner, by
typing in quit() ; ;, followed by RETURN, or forcibly by sending the QUIT signal
(usually bound to key CTRL \). You may interrupt with the INT signal (usually
bound to key CTRL C). You may escape to the surrounding shell by sending the



STOP signal (usually bound to key CTRL Z). In this last case, you may reenter
your CAML session with the shell command fg.

In CAML’s top level, you may load tactic files, using the standard commands
load and compile. You may also operate directly the Constructive Engine in
a step-by-step fashion, but this is not the usual mode of operation, which is to
give Vernacular commands. Vernacular commands may be loaded from a file,
say thi.v, by the command V "th1". This is the standard way to initialize a
mathematical theory, by loading in the vernacular file which defines its vocabulary,
axioms, definitions, theorems.

Such vernacular commands may also be executed interactively, by entering the
main loop of the system, by the CAML command go();;. You are now in the
vernacular’s top-level loop, indicated by the prompt ->. All vernacular commands
are terminated with a period. A basic manual of how the Constructions Vernacular
is given in the technical note “The Vernacular Syllabus”, by Gilles Dowek. The sub-
language which concerns inductively defined notions is explained in the technical
note “Inductive Definitions in the Calculus of Constructions”, by Christine Paulin-
Mohring. You come back to CAML from the vernacular loop with the command
Drop. A

This basic vernacular is a higher-level notation that compiles mathematical
definitions and proofs into operations of the Constructive Engine. This engine,
a theorem-checker for the calculus, is described in the article “The Constructive
Engine”, by Gérard Huet.

After alittle practice with the use of the basic vernacular, the user may attempt
to use the Tactics Theorem Prover. This is a goal-directed inference engine, in the
spirit of Prolog, but with a proof-search mechanism driven by tactics in the spirit
of the LCF proof assistant. Basic tactics are predefined, and the user may extend
this initial set of tactics by writing his own tactics and tacticals in CAML. In
order to understand this facility, read the note “The Tactics Theorem Prover”, by
Thierry Coquand.

The theorem prover is entered from the vernacular loop by the command Goal,
which sets the initial goal you are trying to prove. Most tactics are accessible
from the vernacular loop, with their own syntax. More complex tactics may be
defined and executed from CAML. It is always possible to escape to CAML from
the vernacular by typing in: #(... CAML top-level phrase ...).

When the proof is completed, with the tactics assistance, the theorem may be
entered in the current context under the name name by the vernacular command
Save name. You may then go to the next proof, etc. You may backtrack from
dead-ends using the command Undo, and you may completely abort the current
search for a proof with the command Abort.

It is possible to save the state of a proof using a special description language
called Ppl (portable proof language), but this facility is very crude and undocu-
mented at present.
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{******i********************t****t********************************************)

(* Projet Formel - Calculus of Constructions V4.10 - Vernacular v2.3 *)

(****t*******************t***************t******tt****************************)
*)

(* , , ,

(* Prelude : Logical connectives, quantifiers, equality *)

* . LA . *)

(*k**t******************t**********t**t***t****t*****************************ﬁ

Chapter Prelude.

Section Logic.

Inductive Proposition T = I : T.
Syntax I "<_>Id".

Section Negation.

(* Absurdity *)

Definition void (C:Prop)C.
Syntax void "{}". .

(* Negation *)

pDefinition not [A:Prop]A->{(}.

Syntax not "~_".
End Negation.
Section Conjunction.

(* Pairing / Introduction *)

Syntax and "_/ _".

Inductive Connective and [A,B:Prop] = conj : A->B->(A/\B).
Syntax conj "<_, >{_,_}".

Subsection Projections.

Propositions A,B.
Hypothesis x:A/\B.

Theorem projl.

Statement A.

Proof (x A ([y:Al[z:Bly).
Theorem proj2.

Statement B.

Proof (x B [y:A][z:Blz).
End Projections.

Syntax projl "<_, >Fst{_}".
Syntax proj2 "<_, >Snd{_}".

End Conjunction. .

Section Disjunction.

Syntax or "_ /_".

Inductive Connective or [A,B:Prop]

= or_introl : A -> (A\/B) | or_intror : B -> (A\/B).

End Disjunction.

Section universal_gquantification.

Definition all. : |
Type A. |
Variable P : A->Prop.

Body (x:A) (P x).

Syntax all "<_>All(_)".

Type A.
Variable P : A->Prop.

Theorem inst.

Statement (x:A)<A>All(P)->(P x).

Proof {x:A} [h:<A>A11(P)] (h x).

Theorem gen.

Statement (B:Prop) (f:(y:A)B->(P y))B-><A>All(P).
Proof (B:Propl}(f:(y:A)B->(P y)][y:B]l[z:A](f z y).
End universal quantification.

Section existential quantification.

Syntax ex "< >Ex{_)*".



Inductive Connective ‘
ex [A:Type;P:A->Propl] = ex_intro : (x:A) (P x)->{(<A>Ex(P)).

Syntax ex2 "<_>Ex2(_,_)".

Inductive Connective ex2 [A:Type;P,Q:A->Prop)
= ex_intro2 : (x:A) (P x)->(Q x)->{<A>Ex2(P,Q)) .

End existential _guantification.

Section equality.

(* Leibniz equality : [A:Typel[x,y:A] (P:A->Prop) (P x)->(P y) *)
Syntax eqt "< > ==_".

Inductive Definition eqt (A:Type;x:A] : A -> Prop

= refl eqt : <A>x==x.

End equality.

End Logic.

(****i**********ﬂ***t************t*ﬁ********t***ﬁ********t*t**********t*******)
(* *)
(* Basic Logic with Spec and Data *)
(* *)

(t****t****tt*****t*t*t**t********l*t****tt******t*****t*************t****kti*)

(* Product *)

Syntax prod “_&_".
Inductive Definition prod (A,B:Spec] : Spec = pair : A->B->(A&B).

Section pair_definition.
Syntax pair "<_, >(_,_)".

Variables A,B:Spec.
Variable x:A&B.

Theorem fst.
Statement A.
Proof (x A [y:A][z:Bly).

Theorem snd.
Statement B.
Proof (x B [y:A]{z:Blz).

End pair_definition.

Syntax fst "<_, >Fst(_ )".
Syntax snd ne” _,_>Snd(_)".

(* Disjunctions *)

Syntax sumbool "{ }+{ _}".
Inductive DetinitIon sumbool [A,B: Prop] : Spec
= left : A ->({A}+{B}) | right : B->({A}+{B}).

Syntax sumor "_+{ }¥.
Inductive DefinitIon sumor (A:Spec;B:Prop) : Spec
= inleft : A -> (A+{B}) | inright : B -> (A+{B}).

Hypothesis SumOr : (A,B:Prop) ({A}+{B})~>(A\/B).

Syntax sum "_+ ",
Inductive Definition sum [A,B:Spec] : Spec
= inl : A -> (A+B) | inrxr : B -> (A+B).

(* Programming Language *)
{* Product of Datas *)

Syntax PROD " * ",
Inductive Definition PROD [A,B:Data)] : Data = PAIR : A->B->(A*B).

Syntax PAIR "<_, ><_, >".

Section programming.
Variables A,B:Data.
Variable x:A*B.

Theorem FST.

Statement A.

Proof (x A [y:A}{z:Bly).

Theorem SND.

Statement B.

Proof (x B ([y:A][(z:B}z).

End programming.

Syntax FST "<_, >Fst< >".
Syntax SND "<_ e _>Snd< >".

{* First-order connectors *)

Definition pi.



Body [A:Data] [P:A->Prop] (x:A) (P X).
syntax pi "< >Pi(_)"-.

syntax sig "< _>Sig(_)".

Inductive Definition sig {A:Data;P:A->Prop] ' Spec
= exist : (x:A) (P x).=> (<A>Sig(P)) . . i

syntax exi "< >Exi(_)".
Inductive Definition exi [A:Data;P:A->Prop] : Prop
= exi_intro : (x:A) (P x)~>(<A>Exi(P)).

syntax sig2 "<_>Sig2(_,_)}".

Inductive Definition sig2 {A:Data;P,Q:A->Prop] : Spec
- exist? : (x:A) (P x)->(Q x)->(<A>Sig2(P,Q)).

syntax exi2 "<_>Exi2(_,_)". )

Inductive Definition ex12 [A:Data;P,Q:A->Prop] : Prop
= exi_intro2 : (x:A) (P %) =>{0 x)->(<A>Exi2(P,Q)).

Hypothesis SigExi2 : (A:Data) (P;Q:A->Prop)<A>Sig2(P,Q) -><A>Exi2 (P, Q).

(* Equality *)

syntax eqd "< > =_".

Inductive Definition eqd [A:Data;x:A] : A->Prop
= refl_equal s <A>DX=X.

End Prelude.




(***************************ﬁ**t****i**t#*******'*t*****t***i**l***’**t**tt*tﬂ

(* Projet Formel - Calculus of Constructions V4.10 ~ Vernacular V2.3 *)
(*************************'**"********tttﬁ**tlitt**t*it***"ttt'f***t***t*r**)
(* *)
(* Prelude : Logical connectives, quantifiers, equality *)
(* ) *)

(***********************tﬁlfi***********i‘t***t***ttt*l’**l’l*********************)

Chapter Prelude_ lemmas.

Goal (A:Prop) (C:Prop)A->(~A)=>C.
By (intros THEN elim unfold_last THEN assumption).
Save absurd.

Sectlon Equality is_a_congruence.
Types A,B.

Variable £ : A->B.

Variables x,y,z : A.

Variable x,y,z : A.

Goal (<A>x==y) => <Ady==X.
By (intros THEN elim_last).
Resolve refl eqt.

Save sym eqt.

Goal (<Ad>x==y) =~> (<Ad>y==z) => <A>x==2z.
By (intros THEN elim_last THEN assumption).
Save trans_eqt.

Goal (<A>x==y)-><B>(f x)==(f y).
By (intros THEN elim_last).
Resolve refl _eqgt.

Save congr_eqt.

Bnd Equality is_a_congruence.

Axiom except : (C:Spec) {}->C.

Inductive Definition unit : Data = tt : unit.

Inductive Definition bool : Data = true : bool | false : bool.
Inductive Definition nat : Data = O : nat | S : nat->nat.

Section equality.
Variable A,B : Data.
Variable f : A->B.
Variable x,y,z : A.

Goal (<A>x=y) ~> <A>y=X.
By (intros THEN elim last).
Resolve refl equal.

Save sym_equal.

Goal (<A>x=y) =-> (<A>y=2z) =-> <A>x=2z.
By (intros THEN elim_last THEN assumption).
Save trans_equal.

Goal (<A>x=y)=-><B>(f x)=(f y).
By (intros THEN elim_last).
Resolve refl equal.

Save f equal.
End equality.

Axiom eq_spec : (A:Data) (a,b:A) (<A>a=b)->(P:A->Spec) (P a)->(P b).

Section Properties_of Relations.
Variable A : Data.
Variable R : A->A->Prop.

Definition refl.

Body (x:A) (R x x).

Definition trans.

Body (x,y,z:A)(R xy) -> (Ry z) =>(R x 2).
Definition sym.

Body (x,y:B) (R x y) -> (Ry x).

Definition equiv.

Body refl /\ trans /\ sym.

End Properties_of Relations.

End Prelude_lemmas.



(**f*****************************t*********t********************tt******k**t*t)

* Projet Formel - Calculus of Constructions V4.10 - Vernacular V2.3 *)
(*********************************tt****t*******tt****t**t***t#*t*itq*****t***)
(* %)
(* Tarski’s Theorem Co*)
(* *)

*********************tﬁ**ttt*****t*****************w*!***ﬁ#*lt********t*****)

(*
Parameter A:Type.
Parameter R:A->A->Prop.
Parameter Eq:A->A->Prop.

Axiom Assym.
Assumes (x:A) (y:A) ((R x y) -> (Ry x}) -> (Eq x y)).

Axiom Trans.
Assumes (x:A)(y:A)(z:A)((R_x y) => (Ry z) -> (R x z)).

Parameter f:A->A.

Axiom Incr.
Assumes (x:A) (y:A) ((R x y) -> (R (f x) (£ y))).

Definition Lub. .
Body [m:A}[S:A->Prop] (and ((x:R) {(S x) -> (R x m})) .
((y:a) (((x:B) ((S x)->(R x ¥))) => (Rmy)))).

Axiom Complete.
Assumes (S:A->Prop) (<A> Ex ([x:A] (Lub x S))).

Theorem Tarski.
Statement <A> Ex ([x:A)](Bg x (f x))).

Local Under.
Body [x:AJ(R x (f x)).

Remark Exist_lub_under.
Statement <A> Ex ([m:A] {(Lub m Under}).
Proof (Complete Under).

Remark Tarskil.
Statement ((M:A) ({(Lub M Under) -> <A> Ex ([m:A] (Egqm (f m))))).
Variable M:A.

Hypothesis LeastUp.
Assumes (Lub M Under).

Remark Up.

Statement (x:A) ((R x (f x)) -> (R x M)).

Proof (projl ((x:A) ((R x (f x)) -> (R x M}))
((x:R) ({(y:A) (R y (£ ¥)=->(Ry x})->(R M x)))
LeastUp) .

Remark Least. .
Statement (x:A) (((y:A)(Ry (f y))->(Ry x}))->(R M x)).
Proof (proj2 ((x:A) ((R x (f x)) -> (R x M)))
((x:B) (((y:A)(Ry (£ ))I->(Ry x))->(R M x)))
LeastUp) .

Remark One.
Statement (y:A) (Under y)->(R y (f M)).

Variable y:A.

Hypothesis v.
Assumes (Under y).

Remark T.
Statement (R y M).
Proof (Up y v}.

Remark T’.
Statement (R (f y) (f M)).
- Proof (Incr y M T).

Proof (Trans y (f y) (E M) v T*).

Remark Two.
Statement (R M (f M)).
Proof (Least (f M) One).

Remark Three.
Statement (R (£ M) (f (f M))).
Proof (Incr M (f M) Two).

Remark Four.
Statement (R (f M) M).



Proof (Up (f M) Three).

Remark Five.

Statement (Eq M (f M)).

Proof (Assym M (f M) Two Four).

Proof (ex_intro A ([m:A] (Eq m (f m))) M Five).

Proof (Exist_lub_under (<A> Ex ([x:A](Eq x (f x)))) Tarskil) .



(*************t****************************tf**t*******i*l********************)

* Projet Formel - Calculus of Constructions V4.10:- Vernacular V2.3 - %)
(***************************f*************t*t********&*wtt*#*#***********t****)
(* *)
(* Relation R on type A - Reflexive-transitive closure R* *)
* *

(************************#t*t**k*t*t******t*i******t***************t*********#)

(* Properties of a binary relation R on type A *)

Variable A : Type.
Variable R : A->A->Prop.

(* Definition of the reflexive-transitive closure R* of R *)
(* Smallest reflexive P containing R o P *) : .

pefinition Rstar [x,y:A] (P:A->A->Prop)
((u:A) (P u u))=>((uzA) (v:A) (w:A) (R u v)=->(P v w}=>(P uw)) -> (P x y).

Theorem Rstar reflexive (x:A) (Rstar x x)

Proof [x:A}[P:A->A->Prop] . : o .
[hl: (u:A) (P u u)][h2: (u:A) (v:A) (w:A) (R u v)=>(P v w)->(P u w)])
(hl x). .

Theorem Rstar R (x:A) (y:A) (z:A) (R x y)->(Rstar y z)->(Rstar x 2)
Proof [x:A}(y:Al[z:A}[tl:(R x y)]([t2:(Rstar y z)]
[P:A->A->Prop] .
[hl:z (u:A) (P u u)][h2:(u:d) (viA) (w:A) (R u v}->(P v w)->(P u w)]
(h2 x y z t1 (£2 P hl h2)).

(* We conclude with transitivity of Rstar : *)

Theorem Rstar_transitive (x:A) (y:A) (z:3) (Rstar x y)~->{Rstar y z)->(Rstar x z)
Proof ([x:A)[y:A){z:A])[h:(Rstar x y)] . . .
(h ([u:A) [v:A} (Rstar v z)->(Rstar u z))
([u:A]l [t:(Rstar u z)]t)
({u:A] {v:A] [w:A][t1:(R u v)][t2:(Rstar w z)->(Rstar.v z))
{t3:(Rstar w 2z)](Rstar R u v z t1l (t2 £3)))).

(* Another characterization of R* *)
(* Smallest reflexive P containing R o R* *)

Definition Rstar’ [x:A][y:A] (P:A->A->Prop)
((P x x))=->((u:h) (R x u)->(Rstar u y)=>(P x y)) -> (P xy).

Theorem Rstar’_reflexive (x:A) (Rstar’ x x)
Proof [x:A][P:A->A->Propl[h:(P x x)]l[h’:(u:A) (R x u)->(Rstar u x)->(P x x)]h.

Theorem Rstar’_R (x:A) (y:A) (z:A) (R x z)->(Rstar z y)->(Rstar’ x y)
Proof ([x:A]{y:Al{z:A)[tl:(R x 2z)][t2:(Rstar z y)] -
[P:A->A->Prop) [h1: (P x x)]
[h2:(u:A) (R x u)->(Rstar u y)->{(P x y)](h2 z tl1 t2).

(* Equivalence of the two definitions: *)

Theorem Rstar’_ Rstar (x:A) (y:A) (Rstar’ x y)->(Rstar x y)
Proof [x:A)(y:A}[h:(Rstar’ x y)]
(h Rstar (Rstar_reflexive x) ([u:A] (Rstar_ R x u y))).

Theorem Rstar Rstar’ (x:A) (y:A) (Rstar x y)->(Rstar’ x y)

Proof ([x:A]{y:A)[h:(Rstar x y)](h Rstar’ ([u:A]{Rstar’_reflexive u))
([u:a]l [v:A] [w:A] [h1:(R u v)][h2:(Rstar’ v w)]
(Rstar’ R u w v hl (Rstar’_Rstar v w h2)))).



(*t*****t****t*****************#ttilt**t**ttt*#*t*tt****t*****tt**************)

(* Projet Formel - Calculus of Comstructions ¥4.10 - Vernacular V2.3 *)
(****************t*********tt****‘******tIt***t#t*t*****t*****t***************)
(* ”
(* Newman’s Lemma . - . *)
(* *)
(* (uses Relations) : *)
* . . ”

(*i***************************t*ttiti*ttt***ﬁ#tttt**t#*#*t*****#**t********t*t}

Definition coherence [x:A][y:A}<A>Ex2((Rstar x), (Rstar y)).

Theorem coherence_intro.

‘Statement (x:A) (y:A) (z:A) (Rstar x z)->(Rstar y z)->(coherence x y)}.

Proof [x:A]([y:A)[z:A][hl:(Rstar x z))[h2:(Rstar y 2z)]
[(C:Prop] [h: (w:A) (Rstar x w)=~>{Rstar y w)=>C)(h 2z hl h2).

(* A very simple case of coherence : *)

Lemma Rstar_coherence (x:A) (y:A) (Rstar x y)->{coherence x y)
Proof [x:A)[y:A]l (h:(Rstar x y)]{coherence_intro x y y h (Rstar_reflexive y)).

(* coherence 1s symmetric *)
Lemma coherence_sym (x:A) (y:A) (coherence x y)=>(coherence y x)
Proof ([x:A][y:A][h:(coherence x y)]
(h (coherence y x)
([w:A] [hl: (Rstar x w)] [h2:(Rstar y w)]
(coherence_intro y x w h2 hl))).

Definition confluence )
[x:A] (y:A) (z:A) (Rstar x y)->(Rstar x z)=->{coherence y z).

Definition local_confluence
[x:A) (y:A) (z:A) (R x y)=>(R x 2z)=>(coherence y z).

Definition noetherian :
{x:A) (P:A->Prop) ((y:A) ((z:A) (R y 2)=>(P 2))=>(P y))}->(P x).

Section Newman.
(* The general hypotheses of the theorem *)

Hypothesis Hypl:noetherian.
Hypothesis Hyp2: (x:A) (local_confluence x).

(* The induction hypothesis *)

Section Ind.
Variable x:A. .
Hypothesis hyp_ind: (u:A) (R x u)->(confluence u).

(* Confluence in x *)

Variables y,z:A.
+ Hypothesis hl:(Rstar x y).
" Hypothesis h2:{(Rstar x z).

(* particular case x->u and u=>*y %)
Section Newman_.

Variable u:a.

Hypothesis tl:(R x u).

Hypothesis t2:{Rstar u y).

(* In the usual diagram, we assume also x->v and v->*z *)

Theorem Diagram.
Variable viA.
Hypothesis ul: (R x v).
Hypothesis u2: (Rstar v 2z).

Statement (coherence y z). .
Proof (* We draw the diagram ! *)
(Hyp2 x u v tl1 ul
(coherence y z) (* local confluence in x for u,v *)
{* gives w, u->*w and v->%*w *)
({w:A]{sl:(Rstar u w)][s2:(Rstar v w)]

(hyp_ind u tl y w t2 sl (* confluence in u => coherence(y,w) *}
(coherence y z) (* gives a, y~->*a and z->%*a *)
({a:A)}[vli:(Rstar y a)}([v2:(Rstar w a)]
(hyp_ind v ul a z (* confluence in v => coherence(a,z) *)
(Rstar_transitive v w a s2 v2) u2 " (* gives b, a->*b and z->*b *)

(coherence y z)
({b:A) [wl:{(Rstar a b)}[w2:(Rstar z b)]
(coherence_intro y z b (Rstar_transitive y a'b vl wl) w2)}))))).

Theorem caseRxy (coherence y z)

Proof (Rstar Rstar’ x z h2
([v:A) [w:A] (coherence y w))
(coherence_sym x y (Rstar_coherence x y bhl)) (* case x=z *)
Diagram) . - (* case x->v->*z *)

End Newman_.

Theorem Ind_procf (coherence y z)
Proof (Rstar_Rstar’ x y hl ([u:A}[v:A] (coherence v z))



(Rstar_coherenée x z h2) v : (* case x=y¥*)
caseRxy) . R . o B (* case x->u->*z *)

End Ind.

Theorem Newman (x:A) (confluence X)
Proof [x:A] (Hypl x confluence Ind_proof).

End Newman.



(**t******************************t**ﬂ*******f*t*******i**********************)

(* Projet Formel - Calculus of Constructions V4.10 ~ Vernacular V2.3 *)
(*****************************************t****t*tﬁ*#*****t*******rt****#*****)
(* *)
(* Sch_set.v *)
(* *)
(* Embedding of elementary notion of the set theory in the *)
(* Calculus of Constructions in order to prove the *)
(* Theorem of Schroeder-Bernstein. *)
{* *)
(* Codage de base de la theorie des ensembles dans le but de *)
(* demontrer le theoreme de Schoeder-Bernstelin *)
(* *)
(* Hugo Herbellin *)
(* *)
(*********t****************i******t****t********'**tttt*t*********************)
(* #use "CPtac";; : *)

(***************t****************************t*tt*ﬁ*t*********t****t**********}

(* The objects of the theory of sets (individuals and sets) are *)
(* considered as elements of universes. This 1s said in the Cacul with *)
(* taking universes as terms of type Type and individiduals and sets as *)
{* terms of type a univers. *)
(* *)
(* Les objets ensemblistes (individuels et ensembles sont consideres *)
(* comme appartenant a des univers. On traduit cela dans le Calcul en *)
(* considerant les univers comme des termes de type Type et les objets *)
{* ensemblistes comme des termes de type un univers. *)

Section Base_des_ens.

Variables U:Type.

{**t**************************************ttt*tt*tt*t*ttt*t**t*r*****t******tw)

- (* Sets over individuels of the univers U are seen as their charac- *)
(* teristic function. *)
(* Notion de base : l1’ensemble vu comme sa fonction caracteristique *)

Definition Set U->Prop.

(*****************************************ttt****t********ﬁ*******************)

(* Some fundamental notions and their properties *)
(* Quelques notions de base et leurs proprietes *)

Section Inclusion.
Definition inclus [A,B:Set] (x:U) (A x)->(B x).
Variables A,B,C:Set.

Theorem refl inclus (inclus A A)
Proof [x:U]<(A x)>Id.

Theorem trans_inclus (inclus A B)->(inclus B C)->(inclus A C)
Proof [hl:(inclus A B)][h2:(inclus B C)][x:U]) [p:(A x)]
(h2 x {(hl x p)).

End Inclusion.

(* Section Difference. %)
Global diff:Set->Set->Set = [A,B:Set] [x:U]J(A x)/\(~(B x)).

(ﬁ
Theorem diff culbute (A,B,B’:Set) (inclus B’ B)~->(inclus (diff A B) (diff A B’))
*

Goal (A,B,B’:Set)
(inclus B’ B)~->{inclus (diff A B) (diff A B’)).
By (intros THEN red THEN intros THEN red).
Resolve conj.
Resolve HO.
Intros.
Assumption.
By (red THEN intro).
Resolve HO.
Intros.
Resolve H3.
Resolve H.
Assumption.
Save diff culbute.

End Base_des_ens.



(* La somme *)
Section Somme.
Variable U:Type.

Global somme: (Set (Set U))=->(Set U) =
[D: (Set (Set U))][x:U](ex2 (Set U) D (B:(Set U)]J(B x)).

(*

Theorem somme_inclusl
((U:Type) (D: (Set (Set U))) (A: (Set U))
((C: (Set U)) (D C)=>{inclus U C A})

->{inclus U (somme U D) A))

*

Goal (D:(Set (Set U))) (A:(Set U))
((C:(Set U)) (D C)->(inclus U C A))
->(inclus U (somme D) A).

By (intros THEN red THEN intros)

Resolve HO.

Intros.

Exact (H x0 H1l x H2).

Save somme_inclusl.

(*

Theorem somme_inclus2
((U:Type) (D: (Set (Set U))) (A:(Set U))
(D A)->(inclus U A (somme U D))

*)

Goal (D:(Set (Set U))) (A:{Set U)) (D A)->(inclus U A (somme D)).

By (intros THEN red THEN intros THEN red).

Do resolve_with (ex_intro2 A).

Assumption.

Assumption.

Save somme_inclus2.

End Somme.

(***********************t*ktttt*t't'tttl!ttttt***t**tt*******t*tt********)

(* Relatlions *)
(*********t*********ttttk**tt'tttﬁttt#t""**it’tttttt*t*t**'*t******t**t)

(* The relation : seen as a characteristic function over a product of *)

(* universes *)
(* L’objet relation : vu comme une fonction caracteristique *)
(* sur un produit d’univers . *)

Definition Relation [U,U’ :Typel]U->U’~>Prop.

{***********************t**t*itiﬁttt*i'ttt*iﬁh*ti#***ttt*tt**t*ﬁ*********)

(* Characterization of a relation over two sets *)
(* Caracterisation d’une relation d’un ensemble donne ds un autre *)
Inductive Definition !
Rel [U,U’:Type;A:(Set U);B:(Set U’);R:(Relation U U’)] : Prop =
Rel intro : ((x:U) (y: U’)(R x y)=>(A x})
~>(({x:U) (y:U’){R x y})->(B y))->(Rel U U’ A B R).

T ot % ok ot 3k o o ok A& b % 3 sk b sk ok sk b b ok o sk b 3k ok ok 3k 3k sk ok bk 2t b 3k 3 of 3k ok ok b 3k b ok 3t ok b 3k b 3k b 3k ok ok 3 db ok sk ot ok o ok ok ok ok b ok o b b ok
{ )
(* Image of a set through a relation *)

Section Image.
Variables U,U’ :Type.

Inductive Definition Im [R:(Relation U U’);A:(Set U);y:U’] : Prop =
Im_intro : (x:U)(R x y)->(A x)->(Im R A y).

(*
Theorem Im_stable par incl
(R: (Relation U U’)) (A,B: (Set U))
. (inclus U A B)->(inclus U’ (Im U U’ R A) (Im U U’ R B)).
Goal (R:(Relation U U’}) (Al,A2: (Set U)})
(inclus U Al A2)->(inclus U’ (Im R Al) (Im R A2)).
By (intros THEN red THEN intros).
Resolve HO.
Intros.
Do resolve_with (Im_intro x0).
Assumption.
Resolve H.
Assumption.
Save Im_stable_par_incl.

End Image.

(************k***********t**************t*****i***t********ﬁ*************)



(* Fonctions *)
Section Fonctions.

Variables U, U’ :Type.

Variable A: (Set U).

Variable B: (Set U’).

Variable f: (Relation U U’),

Definition au_plus_une_im (x:U) (y,z:U’) (f x y)->(f x 2)~>(eqt U’ y z).
Definition au _moins_une_im ((x:U) (A x)->(ex U’ (£f x))). '
Definition au_plus_un_ant (x,y:U) (z:U’)(f x z)->(f y z)-S(eqt U xy).

Definition au_moins un _ant ((y:U’) (B y)->(ex U ([x:U}(f x y))).

Inductive Definition fonction : Prop = (* fun_in *)
fonction intro : (Rel U U’ A B f)
- ->au_plus_une_im
->au_moins_une_im ->fonction.
Inductive Definition surjection : Prop = (* fun_on *)
surjection_intro : (Rel U U’ A B f)

->au_plus_une_im
->au_moins_une_im

->au_moins_un_ant  ->surjection.
Inductive Definition injection : Prop = (* mép_in *)
injection_intro : (Rel U U’ A B £)

->au_plus_une_im
->au_moins_une_im
->au_plus_un_ant ->injection.

Inductive Definition bijection : Prop = (* map on *)
bijection_intro : (Rel U U’ A B f)
->au_plus_une_im
->au_moins_une_im -
->au_plus_un_ant
->au_moins_un_ant ~>bijection.

End Fonctions.

{***************r*******************t*****t***************;**************)
(* Equipollence and relation "is of cardinal less than" *)
Section Equipollence.

Variables U, U’ :Type. $

Variable A: (Set U).

Variable B: (Set U’).

Local Rela (Relation U U’).

Inductive Definition equipollence : Prop =
equipollence_intro : (f:Rela) (bijection U U’ A B f)->equipollence.

Inductive Definition inf card : Prop =
inf_card_intro : (f:Rela) (injection U U’ A B f)->inf_card.

End Equipollence.



(**********************************************tt*t*t**********t****t*********)

(* Projet Formel - Calculus of Constructions V4.10 - Vernacular V2.3 *)
(****k************************t****ﬁ*********t**********i*********t***********)
(* Theorem of Schroeder-Bernstein in the Calculus of Constructions *)
(* *)
(* If A is of cardinal less than B and reciprocally then A and B *)
(* are equipollent *)
(* Said in a different manner, if there is a map from A in B and *)
(* a map from B in A then there exists a map from A onto B. *)
(* *)
(* *)
(* Theoreme de Schroeder-Bernstein dans le Calcul des Constructions *)
(* : Hugo Herbelin *)
(* (d’ apres une demonstration de Fraenkel) *)
(* *)
(* 5711 existe une injection de A dans B et une injection de B dans A, *)
(* alors il existe une bijection de A vers B. *)
(* En termes ensemblistes, si A est de cardinal inferieur a B et *)
(* reciproquement, alors A et B ont meme cardinal. :)
*

;**************************************t*iﬁ**w*******************************”
(* #use "CPtac" ; V "Sch_Set";; ) *)

Section Schroeder Bernstein.

(**********************t**********************t**ttt******t*****t**t**tt***t*ﬂ

(* The axiom of excluded-middle is assumed *)
(* On suppose l’axiome du tiers_exclu *)

Hypothesis tiers_exclu : (U:Type) (x:U) (A:U->Prop) (not (A x))I\/ (A x).

(* Le theoreme d’introduction du tiers-exclu *)

Remark exclusion (U:Type) (x:U) (A:U-~>Prop) (P:Prop)
{((~(A x))=>P)=>((A x)=->P)->P
Proof [U:Type)] [x:U] [A:U->Prop] [P:Prop] [hl: (~(A X))=->P][h2:(A x)->P]
(tiers_exclu U x A P hl h2).

{****t**************t**********************t*******************t#*t***********)

(* The context : A is a set of elements in the univers U and B a set *)
(* over the univers U’ *)
(* On introduit le contexte : *)
{* A est un ensemble d’elements pris dans l’univers U *)
(* B est un ensemble d’elements pris dans l’univers U’ *)

Variables U,U’ :Type.

Local SU ({Set U).
Local SU’ (Set U’).

Variable A:SU. (* A est un ensemble d’elements de 1l’univers U *)
Variable B:SU’. (* B est un ensemble d’elements de l’univers U’ *)

Section Bijection.

(*************************t*******************t****t***ti******ttftt****t**)

(* On montre dans ce paragraphe que si f et g sont des injections resp *)
(* de A dans B et de B dans A alors on peut trouver un sous-ensemble J de *)
(* A tqg h qui est f sur J et g sur A\J est une bijection de A dans B *)

Variable f:(Relation U U’). (* f et g sont des relations *)
Variable g: (Relation U’ U).

Hypothesis f_inj:(injection U U’ A B f). (* f et g sont des injections *)
Hypothesis g_inj: (injection U’ U B A g).

Local Imf (Im U U’ £f).
Local Img (Im U’ U qg).

{(* Construction de J tq g(B\f(J))}=A\J *)

(* diff U A C designe la difference A\C *)
(* inclus U A C signifie que A est inclus dans C %)

Local F [C:SU](diff U A (Img (diff U’ B (Imf C)))).

Local D {C:SU]{inclus U C (F C}).

Local J (somme U D).




(* On va montrer qué J correspond é.ce que l7on'bherche *)

(* J correspond au point fixe de Tarski pour F qui conserve les
relations d’inclusion %)

(* Lemma F est croissante *)

Goal (C,C’:SU).(inclus U C C’)=>(inclus U (F C) (F C’)).
By {(intros THEN unfold“F") .
Resolve diff_culbute.
By unfolds Img.
Resolve Im_stable_par_incl.
Resolve diff_culbute.
By unfolds Imf.
Resolve Im_stable_par_incl.
Assumption. .
Save_xemark F_croissante.

(* On va montrer que F(J)=A\Img(B\Imf{J))=J *)
(* D’abord 1’inclusion dans un sens *)
(* Lemma J dans_FJ (inclus U J (F J)) *)
Goal (inclus U J (F J)).

By unfolds J.
Resolve somme_inclusl.

Intros.

Do (incomplet ([3]) {trans_inclus (F C)).

(* Que C est inclus dans (F C) *)
Assumption.

(* Que (F C) inclus dans (F (somme U D)) *)
Resolve F croissante. ’
Resolve somme_inclus2.

Assumption.
Save_remark J dans_FJ.

(* Puis dans l’autre sens *)
(* Lemma FJ_dans_J (inclus U (F J) J)*)

Goal (inclus U (F J) J).
By unfolds J.
Resolve somme_inclus2.
Red.
Resolve F_croissante.
Exact J_dans_FJ.

Save_ remark FJ_dans_J.

(* On_montre que h qui est f sur J et g ailleurs est une bijéction *)

Inductive Definition h [x:U;y:U’] : Prop = ‘ 8
hl_intro : (J x)->(f x y)->(h x y)
| hr_intro : (diff U’ B (Imf J) y)->(g ¥y x)->(h x y).

(* Theorem h_bij (bijection U U’ A B h) *)
Theorem h_bij.

Statement (bijection U U’ A B h).

{* h est de A dans B *)
Goal (Rel U U’ A B h).

Resolve Rel_intro.

(* h est sur A *)

Intros.

Resolve H.

(* sur J : f est de A dans B *)
Resolve f_inj.

Intros.

Resolve HO. (* HO :f est Rel sur A et B *)
Intros.

Do resolve with (H6 y).

Assumption.

(* sur A\J: g est de B dans A *}
Resolve g_inj.

Intros.

Resolve HO. (* HO :g est Rel sur Bet A *)
Intros.

Resolve (H7 y).

Assumption.

{* h est sur B *)
Intros.
Resolve H.
(* sur J : f est de A dans B %)
Resolve f_inj.



Intros. .
Resolve HO. (* HO :f est Rel sur A et B *)

Intros.
Resolve (H7 x).
Assumption.

(* sur A\J: g est de B dans A *)
Resolve g_inj.

Intros.

Resolve HO. (* HO :g ést Rel sur B'et A *)
Intros. :

Do resolve_with (H6 x).

Asgsumption.

Save_remark hl.

(* h verifie au _plus une 1m'*)
Goal (au_plus_une_ im U U7 h).

By (red THEN intros).
Resolve H.

(* sur J %)

Resolve HO. . :

(* cas ou (h x y) et (h x z} se comporte comme f : correct *)
Resolve f_inj.
Intros.
Do cut (x:U)(y,2:U’)(f x y)=->(f x 2)-><U’>y==z.
Do resolve_with (Hyp x).
Assumption.
Assumption.
Assumption.

(* Cas ou (h x y) se comporte comme f et
th x z) comme g : contradiction *)
Intros.
Do cut (diff U A (Img (diff U’ B (Imf J))) x).
Resolve Hyp.
Intros.
Do elim unfold H6.
Red.
Do resolve with (Im_intro z).
Assumption.
Assumption.
Do cut (x:U)(J x)->(diff U A (Img (diff U’ B (Imf J))) x).
Resolve Hyp.
Assumption.
Exact J dans_FJ.

(* sur A\J *)
Resolve HO.
(* Cas ou (h x y) se comporte comme g et
(th x z) comme f : contradiction *)

Intros. s
Do cut (diff U A (Img (diff U’ B (Imf J))) x).
Resolve Hyp.
Intros.
Do elim unfold H6.
Red.
Do resolve with {(Im intro y).
Assumption” -
Assumption.
Exact (J_dans_FJ x Hl).

(* cas ou (h x y) et (h x z) se comporte comme g : correct *)
Resolve g_inj.
Intros.
Do cut (y,2:U’) (x:U) (g y x)=->(g z x)-><U’'>y==z,
Do resolve with (Hyp x).
Assumption.
Assumption.
Assumption.
Save_ remark h2.

(* h verifie au moins une im *)
Goal (au_moins_une_im U U7 A h).
Red.
Intros.
Resolve (exclusion U x (Img (diff U’ B (Imf J)))).

(* sur J *)
Intros.
(* De f fonction, on deduit f verifie au_moins_une_im *)
Resolve f inj.
Intros.
Do elim unfold (H3 x) .
Assumption.
Intros.
Do resolve_with (ex_intro xO)
Resolve hl intro.
Do elim unfold FJ_dans_J.
By (red THEN red).



Resolve conj.
Assumption.
Assunmption.
Assumption.

(* sur A\J *)
Intros.
(* De f injective on deduit f verifie au moins_une_im *)
Resolve g_inj.
Intros.
Resolve HO.
Intros.
Do resolve_with (ex_intro x0).
Resolve hr_intro.
Assumption.
Assumption.

Save_remark h3.

(* h verifie au_plus un ant *)
Goal (au_plus_un_ant U U’ h).

By (red THEN intros).
Resolve H.

(* sur J %)

Resolve HO.

(* cas ou (h x y) et (h x z) se comporte comme f : correct %)
Resolve f inj.
Intros.
Do cut (x,y:U) (z:U')(f x z)->(f y 2z)-><U>x==y.
Do (incomplet [3]) (Hyp z).
Assumption.
Assumption.
Assumption.

(* Montrer qu’on ne peut avoir (f x z) et (g z y) avec x dans J et
z hors de (Imf J) sans contradiction *) o
Intros.
Do elim unfold HI.
Intros.
Do elim_unfold HS6.
Red.
Do resolve with (Im _intro x).
Assumption’ -
Assumption.

(* sur A\J *)
Resolve HO.
(* Montrer qu’on ne peut avoir (f y z) et (9 z x) avec x dans J et
2z hors de (Imf J) sans contradiction *)

Intros.
Do elim unfold H3. '
Intros. .
Do elim_unfold H6.
Red. .
Do resolve_with (Im_intro y).
Assumption.
Assumption.

(* De g fonction on deduit g verifie au_plus une_im c’est-a-dire

au_plus_un_ant pour h *)

Resolve g_inj.
Intros.
Do cut (z:U’) (x,y:U) (g z x)->{(g z y)=~-><Udx==y.
Resolve (Hyp z).
Assumption.
Assumption.
Assumption.

Save_remark hd.

(* h verifie au_moins un_ant *)
Goal (au_moins_un_ant U U’ B hj}.

Red.
Intros.
Resolve ({(exclusion U’ y (Imnf J)).

(* sur A\J *#*)
Intros.
(* De g injective on deduit g verifie au moins_une im c’est-a-dire
au_moins un_ant pour h *)

Resolve g inj.
Intros.
Do elim unfold (H3 y).
Assumption.
Intros.
Do resolve with (ex intro x).
Resolve hr_ intro.
Red. -
Resolve conj.



Assumption.
Assumption.
Assumption.

{(* sur J *)

Intros.

(* De f injective on deduit f verifie au_moins un_ant *)
Resolve f_inj. :
Intros.

Do elim unfold HO.

Intros.

Do resolve_with (ex_intro x).
Resolve hl_intro.

Assumption.

Assumption.

Save_remark hS.

Proof (bijection_intro U U’ A B h hl h2 h3 h4 h5).

End Bijection.

(* Le theoreme de Schroeder-Bernstein-Cantor *)
Goal (inf_card U U’ A B)->(inf_card U’ U B A)->(equipollence U U’ A B).

By intro_with A_inf B.

By intro_with B_inf_ A.

Resolve A_inf B.

Intros.

Resolve B_inf A.

Intros.

Do resolve with (equipollence_intro (h £ £0)).
Resolve h bij.

Assumption.

Assumption.

Save Schroeder.

End Schroeder Bernstein.

(* The end *}



(***)t**t*****t*t**i’t*******tt******t****t**t**t***t***t***t**t**tt***t**tt**t*)

(* Projet Formel - .Calculus of Canstructions V4.10 - Vernacular V2.3 *)
(************************t**********t******1’***t********t*********************)
- *)
N Prelude : Logical connectives, quantifiers, equality ’ *})
(* *

(**t******************************A*************.******************************t}

Chapter Prelude_lemmas.

Theorem absurd.
Statement (A: Prop)(C Prop) A-> (~A) ->C.
Proof [A,C:Prop](hl:A){h2:~A}(h2 hl1 C). . . ,

Section Equality_ is_a_congruence.
Types A,B.

Variable f : A->B.

Variables x,y,z : A.

Theorem sym_eqt (<A>x==y) => <A>y==x
Proof {h:<A>x==y]
(h [u:A]<Ad>u==x (refl _eqt A x)).
Theorem trans_eqt (<A>x==y) => (<A>y==2) ~> <A>X==z
Proof [h1l:<A>x==y]} [h2:<A>y==2z] (h2 [u:A]<A>x==u hl).
Theorem congr_egqt T (<A>x==y) =><B> (f x)==(f y).
Proof [h:<A>x==y] (h [u A]<B>(f x)=—(f u) (refl eqt B (f x))).

End'Equality_is_a_ébngruence.
Axiom except : (C:Spec) (}->C.

Inductive Data unit = tt : unit.

L}

Inductive Data bool true : bool | false : bool.

Inductive Data nat O : nat | 5 : nat->nat.
Section equality.

Variable A,B : Data.

Variable f A->B.

Variable x,y,z : A.

Theorem sym equal.
Statement (<A>x=y) -> <A>y=x.
Proof [h:<A>x=y])
(h [u:A)<A>u=x (refl_equal A x)).

Theorem trans_equal.
Statement (<A>x=y) -> (<Ady=z) -> <A>x=2z.
Proof [hl:<aA>x=y][h2:<A>y=2z] (h2 [u:A)<A>x=u hl).

Theorem f_equal.
Statement (<A>x=y)-><B>(f x)=(f y).
Proof [h:<A>x=y](h [u:A)}<B>(f x)=(f u) (refl_equal B (f x))).

End equality.
Axiom eq_spec : (A:Data) (a,b:A) (<A>a=b)}~->(P:A~>Spec) (P a)~>(P b).

Section Properties_of Relations.
Variable A : Data.
Variable R : A->A->Prop.

Definition refl.

Body (x:A) (R x x).

Definition trans.

Body (x,y,z:A)(R xy) -> (Ry z) ->(R x 2z).
Definition sym.

Body (x,y:A)(R x y) -> (Ry x}.

Definition equiv. )

Body refl /\ trans /\ sym.

End Properties_of Relations.

End Prelude_lemmas.



(*****************************************************************************)

(* Projet Formel - Calculus of Constructions V4.10 - Vernacular V2.3 *)
(*******************#********************************************************t}
*)
(* ,
(* Formatting program *)
*
(* , )
(* Christine Paulin-Mohring :;
{*

(************k****************************************************t***********)

(***************t******************************************************)

(* A list of words separated by white characters (space or line feed) *)
(* is given. The program produces a formated list, that is the same *)
(* list of words separated by just one line-feed or space in order to *)

(* put the maximum number of words on the same line. *)
(*********t*************}**********************************t********t*”

(* v "Prel_Lem"; *)
‘Chapter Format.

(* Environment *)

(********************************************************************ﬁ*******)

(* The non-white characters (letters) are indexed by a type Ind. *)
(* The white spaces (separators) are *)
(* indexed by the type bool (space = true and linefeed = false) *)
(* The data structure is a type of lists with two constructors for cons of *)
(* letters and cons of separators *)

(*t**t****tt*tt**************t****************t***********************t*ﬁ*t*”

Parameter Ind : Data.

Inductive Data 1_ch = nil : 1 _ch
| consbl : bool->1 ch->1 ch
| consltr : Ind->1_ch->1 ch.

Local conssp (consbl true).
Local conslf (consbl false).

(* Induction on the type 1 _ch *)
Axiom LCH_Ind H
(x:1_ch) (P:1_ch->Prop)
(P nil)->((b:bool) (1:1_ch) (P 1)~>(P (consbl b 1)))
=>({i:Ind) (1:1 _ch) (P 1)~>(P (consltr i 1)))
=>(P x).
Axiom LCH rec :
(x:1_ch) (P:1_ch->Spec)
(P nIl)-)((b:bool)(l:l_ch)(P 1)=>(P (consbl b 1)))
=>((i:Ind) (1:1_ch) (P 1)->(P (consltr i 1)))
->(P x).
(* case definition *)
Section Casebl.
Variable A : Data.
Variable ¢ : 1 ch.
Variable xnil : A.
Variables xbl,xltr:A->A.

Global Casebl.
Body (c A xnil [b:boollxbl [i:Ind]xltr) : A.

End Casebl.
(* Length function *)

Define lgth.
Body [1:1 ch] (Casebl nat 1 0 S S) : 1_ch->nat.

{* Append function *)

Define app.
Body (1,m:1_ch}(1 1_ch m consbl consltr) : 1 _ch->1_ch->1 ch.

Local appsp [l,m:lsch](apb 1 (conssp m)).
Local applf [1:1 ch]l{m:1_ch](app 1 {(conslf m)).
(* Maximal allowed length of a line %)
Parameter max : nat.
(* Predicate that recognize a word : sequenz (eventually empty) of letters *)
Inductive Definition word : 1 ch -> Prop
= wordnil : (word nil) -
| wordltr : (3:Ind) (1:1_ch) (word 1)->{word (consltr j 1)).
(* Predicate that recognize a non-empty sequenz of separators *)

Inductive Definition space : 1_ch->Prop



= space_bl : (b:bool) (space (consbl b nil))
Ispace_co_bl : (b:bool) (1:1_ch) (space 1)->{space (consbl b 1)).

(* We give an axiomatisation of predicates inf and sup on 1ntegerg *)
(* We will cut a line according these predicates. *)
(* inf n means n < max and sup n means n >= max *)

Parameter inf, sup : nat-~->Prop.
Axiom axl : (n:nat) ({ (inf n) }+{(sup n)}).

Local inflg (m:1_ch] (inf (lgth m)).
Local suplg [m:1_ch] (sup (lgth m)).

Local plus.
Body (m:1_ch]{n:nat](lgth m nat n S) : 1 _ch->nat->nat.

{* The words must be of length less than max. We define a predicate valide. *)
(* A proof of (valide 1) gives a decomposition of the list of characters *)
(* in words of length less than max, separated by spaces *}

Inductive Definition valide :1_ch->Spec
= vword : (m:1 ch) (word m)~->{inflg m)->(valide m)
lvapp : (ml,m2,p: 1 _ch)(word ml)->(inflg ml)->(space m2)->(valide p)
->(valide (app ml (app m2 p))).

{* The empty list is valide if O<max *)
Hypothesis infmax : (inf O).
(x A list will be non=-valid if it contains a too long word *)

Inductive Definition NV : 1 ch->Prop
= NVword : {1:1 ch) (word 1)- >(suplg 1)->(NV 1)
INVappl : (1,m:T_ch) (NV 1)->(NV (app 1 m))
INVapp2 : (1,m:1l ch)(NV 1)=>(NV (app m 1)).

(* We show that every list satisfies valide or NV, this is an informative *)
(* proof (a preprocessing of the text. *)

Inductive Definition val or no [l:1_ch] : Spec
= inval : (valide 1) >(va1 or_ no 1)
IinNV : (NV 1) -> (val_or_no 1) .

{(* To add a space to a valid list is easy *)

Remark valbl. .
Statement (b:bool) (1:1 ch) (valide 1)->(valide (consbl b 1)).
Proof ([b:bool}{l:1_ch][h:(valide 1)]

(vapp nil (consbl b nil) 1 wordnil infmax (space_bl b) h).

(* For adding a letter to a valid list, we need to test whether max *)
(* i1s overheaded. *)

Remark valltr.
Statement (ifInd) (1:1_ch) (valide 1)->(val_or_no (consltr i 1)).
Proof
{i:Ind] [1:1_ch][h:(valide 1))
{valide_rec "1 h [m:1 _ch] (val_or no (consltr i m))
{m:1" _chl(tl: (word m) ] [t2:{inflg m)}
(axl (S5 (lgth m)) (val or no {consltr i m))
[(hl:(inflg (conSltr i m))]
(inval {(consltr i m)
{(vword (consltr i m) (wordltr i m tl) hl))
[h2: (suplg (consltr i m)}]
{(inNV (consltr i m)
{NVword (consltr i m) {wordltr i m t1l)
h2)))
[mi,m2,p:1_ch]{tl:(word ml)][t2:(inflg ml)][t3:(space m2)]
[f:(valide p)&(val or_no (consltr i p))]
(axl (s (lgth ml)) (val_or_no (consltr i (app ml (app m2 p})))
[h1l: (inflg (consltr i ml))]}
(inval (consltr i (app ml (app m2 p)))
(vapp (consltr i ml) m2 p (wordltr i ml t1l)
hll t3 :
(fst (valide p) (val_or no (consltr i p))} £f)))
[h12: (suplg (consltr i ml))])
(inNV (consltr i (app ml {(app m2 p)))
{(NVappl (consltr i ml) (app m2 p)
(NVword (consltr i ml)
(wordltr-i ml tl) h12))))).

{* The complete proof is by induction on the structure of the list *#)

Lemma preproc.
Statement (1:1 ch) ((valide 1)+{(NV 1)}).
Proof [1:1 chT
(LCH_rec 1 val _or no
(inval nil (vword nil wordnil infmax))
({p:bool) [m:1l_ch]fh:(val_or no m})]
(h (val _or_no (zonshl b m))
{({hl:(valide m)} (inval (consbl b m) (valbl b m hl1)))
{[h2: (NV m) ] :
(inNV (consbl b m) (NVapp2 m {(consb)l b nil) h2)))))



({i:Ind] {m:1_chl[h:(val_or_no m)]
(h {val or no (consltr i m))
(valltr i m)
({t:(NV m)]
(inNV (consltr i m) (NVapp2 m (consltr i nil) t)))))).

(* We define the relation "two lists are equivalent”, the intended meaning *)
(* is that they represent the same list of words *)

Section Equivalence.

Inductive Definition Eq : 1_ch->1 ch->Prop
= Eq nil : (Eq nil nil)
| Eq bl nil : (b:bool)(l:1 ch) (Eq 1 nil)->{(Eq (consbl b 1) nil)
| Eq_co_ bl : (b,e:bool) (1, m:1_ch)(Eq 1 m)->{Eq (consbl b 1) {(consbl c m))
|
|

Eq_co_ltr : (i:Ind) (l,m:1_ hT(Eq 1l m)->(Eq (consltr i 1) (consltr i m))
Eq bl bl : (b,cibool) (1, m:1 ch)

{Eg 1 (consbl b m}))->(Eq (consbl ¢ 1) (consbl b m))
| Eq_tran : (l,m,n:l_ch)(Eq 1 m)~>(Eq m n)->(Eq 1 n).

({* Properties of equivalence *)
(* Reflexivity *)

Property Eq re.

Statement (l:1 ch)(Eq 1 1).

Proof (1:1_chT(LCH_Ind 1 fu:l_ch}(Eq u u) Eq_nil
{bibool] [m:1 ch](Eq co bl b b m m)
{i:Ind]{m:1_ch]l(Eq co _Ttr i mm)).

(* Eq stability with respect to append *)

Property Eq_app.
Statement (1, m,n:l ch)(Egq m n)->(Eq (app 1 m) (app 1 n)).
Proof [l,m,n:l ch][h (Egq m n)]
(LCH_Ind 1 [u:l_ch](Eq {app um) (app u n)) h
[b:bool] [u:zl _chl(Eq_co bl b b (app u m) (app u n))
[i:Ind) [u:l ch}(Eq co_Itr i (app um) (app u n))).

(* particular case n=nil, directly proved *%*)

Property Eg_app nil.
Statement (1,m:1 ch) (Egq m nil)~>(Egq (app 1 m) 1).
Proof [l,m:1 chT[h:(Eq m nil)]
(LCH_Ind 1 (u:l _ch](Eq (app um) u) h
{b:bool] [u:l_ch] (Eq_co bl b b (app u m) u)
[i:Ind] [u:l_ch] (Eq_co_Itr i (app u m) u)).

{* Adding more than one separator does not change anything *)
Property Eqg space bl.
Variable b : bool,
Variables 1,m,n:1 ch.
Statement (space 1)->(Eq m (consbl b n))->(Eq (app 1 m) (consbl b n)).
Proof ([hl:(space 1)][h2:(Eq m (consbl b n))]
(bl {u:l_ch](Eq (app u m) (consbl b n))

{c:bool] (Eq bl bl b ¢ m n h2)

fc:bool] [u:I_ch)[t:(Eq (app u m) (consbl b n))]

(Eq_bl bl b c (app um) nt)).

(* Adding separators at the beginning of the list is equivalent to nil *)
Property Eq_space nil.
Statement (m:1 ch) (space m)->(Eq (app m nil) nil).
Proof [m:1_chJ [h: (space m)]
(h [u:l ch}l(BEq (app u nil) nil)

([b:bool]l {Eq bl nil b nil Eq_nil))

([b:bool) [u:I_ch)[t:(Eq (app u nil) nil)]

(Eq_bl nil b (app u nil) t))).

(* Adding separators is equivalent to add a space *)
Property Eg space.
Statement (I, m,n:l_ch) (space 1)->(Eg m n)->(Eqg (app 1 m} (conssp n)).
Proof [l,m,n:1 ch]Thl (space 1)]1[h2:(Eq m n)]
(hl {u:l ch]l(Eq (app u m) (conssp n))

([c:bool] (Eq co bl ¢ true m n h2))

([e:bool] [u:T ch][t.(Eq (app u m) (conssp n))]

{Eq_bl bl true ¢ (app um) n t))).

End Equivalence.

(* Definition of the predicate formn : nat->1 ch->Prop. (formn n 1) means that
1l is a formated list with n characters on its last line *)

Inductive Definition formn :nat->1 ch->Prop

= fword : (m:1_ch) (word m)~>(inflg m)->(formn (lgth m) m)
| fwordinf : (p:nat) (ml:1 ch} {b:bool) (m2:1 _ch)
(inf {(plus ml p)}->(word ml)->(formn p (consbkbl b m2))
~>{formn (plus ml p) (appsp ml m2})
| fwordsup : (p:nat) (ml:1_ch) (b:bool) (m2:1_ch)
(sup (plus ml p))->({word ml)->(inflg ml)->
(formn p (consbl b m2)) ->(formn (lgth ml) (applf ml m2))
| fsp : (p:nat) (i:Ind) (m:1 ch)
(formn p (consltr I m))-~>(formn (S p) (conssp (consltr i m))).

(* Program’s specification for a list 1 : there exists n : nat and m : list *)



(* suéh that (formn n m) and (Eq 1 m) *)

Inductive Definition SigFormat [l:1_ch] : Spec
= ExFormat : (n:nat) {m:1_ch) (formn n m)->(Eq 1 m)->(SigFormat 1).

(* Two lemmas *)

Lemma Leml.

Variable b : bool.
Variables p,ml,m2 : 1_ch.
Variable n : nat.
Hypothesis hl (word ml).
Hypothesis h2 (inflg ml).

(formn n (consbl b m2)).

Hypothesis tl
(Eq p (consbl b m2)).

Hypothesis t2

TR

Statement (SigFormat (app ml p)).
Proof (axl (plus ml n) (SigFormat (app ml p))
([fl:(inf (plus ml n))]
(ExFormat (app ml p) (plus ml n) (appsp ml m2)
(fwordinf n ml b m2 f1 hl t1l)
(Eq_app ml p (conssp m2)
(Eq_tran p (consbl b m2) (conssp m2) t2
(Eq_co_bl b true m2 m2 (Eq_re m2))}))))
({f2:(sup (plus ml n}))]
(ExFormat (app ml p) (lgth ml) (applf ml m2)
(fwordsup n ml1 b m2 £2 hl h2 tl)
(Eq_app ml p (conslf m2)
(Eq_tran p (consbl b m2) (conslf m2) t2
(Eq_co_bl b false m2 m2 (Eq_re m2))))))).

Lemma Lem2.

Local prop2 [ml,m2,p:1l_ch][n:nat][u:l_ch]
(formn n u)->(Eq p u)->(SigFormat (app ml (app m2 p))).

Variables ml, m2,p : 1 ch.
Hypothesis hl = {word ml).
Hypothesis h2 (inflg ml).
Hypothesis h3 (space mZ) .
Variable n : nat.

Variable p0 : 1_ch.

Statement (prop2 ml m2 p n p0).
Proof (LCH_rec p0 (prop2 ml m2 p n)
([tl:(formn n nil)][t2:(Eq p nil))
(ExFormat (app ml (app m2 p)) {lgth ml) ml
{fword ml hl h2)
(Eq_app_nil ml (app m2 p)
(Eq_tran (app m2 p) (app m2 nil) nil
(Eq_app m2 p nil t2)
1 (Eq_space_nil m2 h3)))))
" ([b:bool][1l:1_chl[h:(prop2 ml m2 p n 1))
{tl:(formn n (consbl b 1)}1[t2:(Eq p (consbl b:1))]
{Leml b {app m2 p) ml 1 n hl h2 tl
(Eq_space_bl b m2 p 1 h3 t2)))
([1:Ind} [1:1_chl[h: (prop2 ml m2 p n 1}}
{tl:(formn n (consltr i 1))]j[t2:(Eq p (consltr i 1))]
(Leml true {(app m2 p) ml (consltr i 1) (S n) hl h2
(fsp n i 1 tl)
(Eq_space m2 p (consltr i 1) h3 t2)))).

(* Formatting of a valid list *)

Theorem format.
Statement (l:1_ch) (valide 1)->(SigFormat 1).
Proof [l:1_ch][h:(valide 1)]

(h SigFormat

({m:1_ch] [hl: (word m)] [h2: {(inflg m)]

(ExFormat m {(lgth m) m (fword m hl h2} (Eg_re m)))

([ml,m2,p:1_chl[bl:(word ml)][h2:(inflg ml)}

[h3: (space m2) ] [h4: (SigFormat p)]

(h4 (SigFormat {(app ml (app m2 p))) (Lem2 ml m2 p hl h2 h3)))).

(* Formatting of a list : this function will detect if the list is not valid *)

Theorem format_all.

Statement (1l:1 ch) (SigFormat 1)+{(NV 1)}.

Proof [1:1_ch)(preproc 1 (SigFormat 1)+{(NV 1)}
[h:(valide 1)) (inleft (SigFormat 1) (NV 1) (format 1 h))
(inright (SigFormat 1) (NV 1))).

End Format.



(**************************************#*************************************h

(* Projet Formel - Calculus of Constructions V4.10 - Vernacular V2.3 *)
(***t*****#t**************************************ﬁ**t***************t*******h
(* ”
(* Natural numbers . *)
(* *)
(* (uses Prelude + Prel Lem) *)
(* *)

(*t****i*****tt************************************i**i**********************h

Chapter Natural numbers.

Section Peano.
Variable n : nat.

Axiom peano : (P:nat->Prop) (P O)=>((u:nat) (P u)->(P (S u)))->(P n).

Inductive Definition le : nat ~> Prop
= le n : (le n)
| le_S : (m:nat) (le m)->(le (S m)).

End Peano.

Section less_or_equal.
Variable n,m,p:nat.

Theorem le_ n S (le n m)->(le (S n) (S m))
Proof [h:(le n m)] '
(h [g:nat]{le (S n) (5 q))
(le_n (s n))
[g:nat](le_S (S n) (S q))).

Theorem le_trans {(le n m)->(le mip)—>(le n p)
Proof [hl:(le n m)][h2:(le m p)]
(h2 [g:nat]{le n q) hl (le_S n)).

Theorem le n_Sn (le n (S n))
Proof (le_S n n (le_n n))..

Theorem le O _n (le O n)
Proof (peano n (le O) (le_n O) (le_s O)).

End less_or_equal.
Section primitive_recursion.
(* Operator for primitive recursion *)

Theorem rec_S.

Variable A : Data.

Variable init : A.

Variable iter : (nat*A) -> A.

Local REC.
Body f{l:nat](nat_REC 1 A init iter).

Local rec.
Body (l:nat]}(nat_rec 1 A init iter).

Statement (n:nat)<A>(iter <nat,A><n, (rec n)>)={(rec (S n)).
Proof [n:nat]
(f_equal nat*A A iter <nat,A><n, (rec n)> (REC n)
(peano n [x:nat]<nat*A><nat,A><<nat,A>Fst<{(REC x}>, (rec x)>=(REC x)
(refl egual nat*A <nat,A><<nat,A>Fst<(REC 0)>, (rec 0)>)
[u:nat] [H:<nat*A><nat,A><<nat, A>Fst< (REC u) >, {rec u)>=(REC u)]
(refl_equal nat*A <nat,A><<nat,A>Fst<(REC (S u))>, (rec (S u))>)
[x:nat*A]<nat*A><nat, A><n, (rec n)>=x
(peano n [x:nat]<nat>x=<nat, A>Fst<(REC x)> (refl_equal nat 0)
[u:nat] [H:<nat>u=<nat, A>Fst< (REC u)>]
(f_equal nat nat S u <nat,A>Fst<(REC u)> H)
[x:nat])<nat*A><nat,A><n, (rec n)>=<nat,A><x, {(rec n)>
(refl_equal nat*A <nat,A><n, (rec n)>)))).

Subsaction Recnat.
Variable A : Data.

Variable init : A.
Variable iter : nat -> A -> A.

Definition recnat.
Body (n:nat](nat_rec n A init [h:nat*A](h A iter)) : nat->A.

Theorem recnat_O.
Statement <A>init=(recnat 0).
Proof (refl equal A init).

Theorem recnat_S.
Statement (n:nat)<A>(iter n (recnat n))=(recnat (S n)).
Proof (rec_S A init [h:nat*A] (h A iter)).

End Recnat.
End primitive_recursion.

Global pred.




Body (recnat nat 0'[u:nathf:nét}u) :_ha;4$na£}

Theorem préds (m:nat)<nat>m=(préd (é-m))’
Proof (recnat_S nat O fu:nat]} {f:nat]u).

Lemma le pred n (n:nat) (le (pred n) n)
Proof [n:inat] (peano n {v:inat] (le (pred v) v)
(le_n 0)
{vinat] [(h: (le (pred v) v)]
(preds v [w:inat](le w (S v)) (le_n_Sn v))).

Theorem le_S_n (n,m:nat) (le (S n) (S m))~>(le n m)
Proof
[n,m:nat]} [h:(le (S n) (S m))]
(sym_equal nat n (pred (S n)) (predS n)
[u:nat} (le u m)
(sym_equal nat m (pred (S m)) (predS m)
{u:nat] (le (pred (S n)) u)
(h [v:inat] (le (pred (5 n)) (pred v))
(le_n (pred (S n)))
[vinat] {f: (le (pred (S n)) (pred v))]
{le_trans (pred (S n)) (pred v) (pred (s v)) £
(predS v [u:nat](le (pred v) u ) (le_pred n v))})}).

Definition gt [n,m:nat) (le n m)->{}.
Axiom le_Sn O : (n:nat)~(le (S n) 0).
Theorem O_S (n:nat)~(<nat>0=(S n))
Proof [n:nat]{h:<nat>0=(S n)]
(le_Sn O n (h [m:nat] (le m O) (le_n 0))).

End Natural numbers.
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(* Lambo function

*

*)

{***********t**i**t*****t******tt****tt*t***********t***tt*?**t***t***t*******)
(******t********t*******************************************t*******)

(x f : nat->nat is an increasing and unbounded function
(* lambo(f) (n) = inf {(m:nat| f(m)>n} o

(* is computed using the following algorith

(* lambo f n = if £(0) > n the 0 else limbo(l)

(* where limbo(i) = 1f f(i) > n then 0
(* else let j = limbo(21) in
(* if f(j+i) > n then j else j+i

*)

{t*t*i**t*i*****t*t*******tﬁ*************************t**t****t*****”

(* use Prelude, Prel_Lem, Nat *)
Let one 1 nat = (S 0).

(* Addition and multiplication by 2 *)
Let add : nat->nat->nat = {n:nat] (m:nat] (n nat m S).

Let twice : nat~>nat = [n:nat){add n n).

(* Operatof for pattern-matching *)
Let nat match
(ntnat) (P:nat->Prop) (P 0}->((m:nat) (P (S m)))->(P n)
[n:nat} [(P:nat->Prop] (hl: (P 0)] [h2: (m:nat) (P (5 m))]
(peano n P hl [m:nat] [ind: (P m)]1(h2 m)).
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(* Properties of addition *)
Theorem add_nO (n:nat)<nat>{add n O)=n
Proof [n:nat] {peano n [u:nat] {(<nat>{add u 0)=u)
(refl_equal nat O)
({u:nat] (f_equal nat nat S (add u O) u})).

Theorem add_ass (u,v,w:nat)<nat>(add (add u v) w)=(add u (add v w))

Proof [u, v,w:nat]
(peano u [m:nat]<nat>(add (add m v) w)={(add m (add v w))
(refl equal nat (add v w))

[m:naE](f_equal nat nat S (add (add m v) w) (add m (add v w)})).

(* Induction de contenu positif *)
Axiom nat_ind :(n:nat) (P:nat->Spec)

(P 0)=>({(m:nat) (P m)=->(P (S m)))->(P n).
(* Absurdity *)

Theorem abs (A:Prop) {{} -> A)
Proof [A:Prop][h:{}1{(h A).

(* An axiomatized order relation on natural numbers *)

Parameter inf : nat->nat->Prop.

Axiom tran_inf : (trans nat inf).

Axiom infOO : (inf O 0).

Axiom infS inf H {n,m:nat) (inf (S n) (S m))~>(inf n m).
Axiom inf_InfS : (n,m:nat) (inf n m)->{inf (S n) (5 m)).
Axiom infs : (n:nat) (inf n (S n)).

Axiom absO H (inf one 0)=->{}.

Let sup ¢ nat->nat->Prop = [n,m:nat) (inf (S m) n).

(* Properties of this order *)

Lemma re_inf (n:nat) (inf n n)

Proof [n:inat] (peano n [u:nat}] (inf u u) infOO
{u:nat] [h: (inf u w)] (inf_infsS u u h)).

Lemma infO (n:nat) (inf O n)

Proof [n:inat] (peano n (inf 0) (inf0OO)

fu:inat] [h: (inf C u)](tran_inf O u (S u) h (infs u))).

Lemma infS_0 (n:nat) (inf (S n) 0)->{}

Proof [n:nat] (peano n [u:nat] (inf (S u) 0)->{} absO
([uznat] [h:{(inf (S u) O)->{}]{t:(inf (S (S u)) O)]
(h (tran_inf (S u) (S (S u)) O (infS (S u)) t))))

Lemma infSn n (n:nat) (inf (S n) n)->{}

Proof {n:nat] (peano n [u:nat] (inf (S u) u)->{} absO
{[u:nat) [h: (inf (S uv) u)->{(})
[t:(inf (S (S u)) (S u))](h (infS_inf (S u) u t)))).

Lemma inf sup abs {(n,m:nat) (inf n m)=->(sup n m)->(}
Proof {n,m:nat] [(hl:(inf n m)}{h2:(sup n m)]

(infSn_n n (tran_inf (S n) (S m) n (inf_infS n m hl) h2)).



(* A lemma : (sup n m)->(sup (twice n) (5 m}) *)

Lemma inf_add (n,m:nat) (inf m (add n m))
Proof [n,m:nat] :
(peano n [u:nat] (inf m (add u m))
(re_inf m)
([u:nat]{h:(inf m (add u m))]
{tran_inf m (add u m) {(add (S u) m) h (infs (add u m))))).

Lemma sup_twice (n,m:nat) (sup n m)->(sup (twice n) (5 m))
Proof [n,m:nat] }
(nat_match n [u:nat] (sup u m)->(sup (twice u) (S m))
(h: (sup O m)] (abs (sup (twice O) (S m)) (infS_O m h))
[u:nat] (h:(sup (S u) m)])
(inf_infs (s m) (add u (S u))
{tran_inf (S m) (S u) (add u (S u))
h (inf_add u (5 u))))).

(* Program Lambo *)

(* Hypotheses *)
Variable f : nat->nat..

(* f is unbounded *)
Hypothesis Unbound
: (n:nat)<nat>Sig([(y:nat] (sup (f y) n)).

(* £ is increasing *)
Hypothesis Increas : (n:nat) (m:nat) (inf n m)->{inf (f n) (£ m)).

(* There is a procedure to decide if inf or sup hold *)

Axiom inf_sup : (x:nat) {y:nat) {(inf x y)}+{(sup x y)}.
Axiom inf_sup0 - : (x:nat) (y:nat) (inf x y)}\/(sup x y).

(* We give n : nat and try to compute lambo(n) *)
Variable n : nat. .

Let Inf : nat->Prop = [m:nat](ihf (f m) n).
Let Sup : nat->Prop = [m:nat] (sup (£ m) n).

(* We only use the following properties of Inf and Sup *)

Let bound : <nat>Sig({y:nat]{sup (f y) n))
(Unbound n) .

It

Let Inf_Sup : (u:nat){(Inf u)}+{(Sup u)}
= [u:inat] (inf_sup (f u) n).

Let Inf_Sup_abs : (u:nat) (Inf u)=->(Sup u)->{}
= [u:nat) (inf_sup_abs (f u) n).

(* F is increasing is used this way *)

Lemma infInf {u,v:inat) (inf u v)=>(Inf v)->(Inf u)
Proof fu,vinat] [hl: (inf u v)] [(h2:(Inf v)]}
(tran_inf (f u) (f v) n (Increas u v hl) h2).

(* Specifications *)
Let Small : nat~>Prop = [m:nat] {(i:nat) {inf (S i) m)->{Inf 1i).

Lemma SmallO (Small O) :
Proof [i:nat)[h:(inf (S i) O)l(abs (Inf i) (infs O i h)).

(* The initial specification *)
Let Lambo : Spec = <nat>Sig2(Sup,Small).

Fact Leml (m:nat) (Inf m)->(Small (S m))
Proof [m:nat] (h: (Inf m)][i:nat)[q:(inf (S5 1) (S m))]
(infInf i m (infS_inf i m q) h).

(* Transformation of the specification *)
Let Lambol : Spec
= <nat>Sig2(Inf, [m:nat]) (Sup (S m)))+{(Sup O)}.

Lemma Reductl Lambol->Lambo
Proof (h:Lambol}
(h Lambo [hl:<nat>sSig2(Inf, [m:nat] (Sup (5 m)))]
{(hl Lambo
© ([m:nat] [£1:(Inf m)] [£2:(Sup (S m))]
(exist2 nat Sup Small (S m) f2 (Leml m f1))))
{(h2: (Sup 0O)](exist2 nat Sup Small O h2 SmallO)).

(* Intermediate function *)
Let Limbo : nat -> Spec
= [i:nat]
(sup i 0)-> <nat>Sig2(Inf, [m:nat] (Sup (add i m)))+{(sup O)}.

(* (add one m)=(5 m) by Beta reduction *)

Lemma Reduct2 (Limbo one)->Lambol
Proof [h: (Limbo one)]}(h (re_inf one)).



(* Termination *)

(* A parametrzed order *)
Let bd : nat->nat->nat->Prop
= [y:nat])[u:nat] [vinat] ({sup u v)/\(inf v y)).

(* Property to be well-formed *)
Let wf_bd
: nat->nat->Spec
= [y:nat){i:nat]
(P :nat->Spec) { (vinat) ({u:nat) (bd y u v)=>{P u)}=>(P v)}->(P 1).

(* Some property of bd *)

Fact Lem2 ({yl,y2,u,v:nat) (bd yl u v)=->{inf v y2)->(bd y2 u v)
Proof [yl,y2,u,v:nat}[hl:(bd yl u v)][h2:(inf v y2)]
<{sup u v), (inf v y2)>{<(sup u v), (inf v yl)>Fst{hl}, h2}.

Fact Lem3 (y,u,v,w:nat)(bd y u v)=>{(bd y v w)->(sup y w)

Proof [y,u,v,w:nat](hl:(bd y u v)]1{h2:(bd ¥y v w)]}
({tran_inf (S w) v y <(sup v w), {(inf w y)>Fst{h2}
<(sup u v), {inf v y)>Snd{hl}).

Lemma Term (i,y:nat) (sup i y)->{(wf bd y i)
Proof [i,y:nat][h:(sup i y)]
[P:nat->Spec] [g: (vinat) ((u:nat) (bd y u v)~->(P u))=->(P v)]
(g L [u:nat])[g:{bd y u i)]
{except (P u) (inf_sup_abs i y <(sup u 1), (inf i y)>Snd{g} h}))).

(* Proof of (wf_bd y) by induction on y *) -

Lemma cas_base (iinat) (sup i O)->(wf_bd 0 1)
Proof [i:nat][h:(sup i 0)][P:nat->Spec]
[g:(vinat) ((u:nat) (bd O u v)=>(P u))->(P v)]
(g i [u:nat]lg:{bd O u i)]
(except (P u) (inf_sup_abs i O <({(sup u 1), (inf i 0)>snd{g} h))).

Lemma cas_ind (i,y:nat) (wf_bd y 1)->(wf _bd (S y) 1)
Proof [i,y:nat][ind:(wf_bd y i)][P:nat->Spec]
[g: (v:nat) ({uznat) (bd (S y) u v)=>(P u))->(P v)]
{ind P ([v:nat][g:{u:inat) (bd y u v)->(P u)]
(g v {{u:nat]th:(bd (S ¥y) u v)l}
{inf_sup v y (P u)
{tl: {inf v y)]l{(g u (Lem2 (S y) y u v h ti))
(t2:(sup v ¥)]
(g u ([w:nat][l:(bd (5 y) w u)l
(except (P w)
(infSn _n v
(tran_inf (s v) (S y) v
(Lem3 (S y) wu v 1lh)
£2))))1))))) .

Theorem Wf (y,i:nat) (sup i O)->(wf_bd y i)
Proof [y.i:natl[h:(sup i 0)] :
(nat_ind y [u:nat](wf_bd u i) (cas_base i h) (cas_ind i)).
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(* Actually we will use a simpler induction scheme *)

Global Ind : nat->nat->(nat->Spec)->Spec
= [y:nat][i:nat] (P:nat->Spec)
((k:nat) ((inf k y)~->(P (twice k))})=->(P k))=->(P 1i).

(* Proof of the induction scheme *)
Theorem wf_Ind (y:nat) (i:nat) (sup i O)->(P:nat->Spec) (Ind y i P)
Proof {y:nat])(i:nat)[h:(sup i O)]{P:nat->Spec]
(nat_ind y {u:nat] (Ind u i P)
([{g:(k:nat) ((inf k 0)=->{(P {twice k)))~->{(P k)]
(g £ [r:(inf i 0)] (except (P (twice i)) (inf_sup_abs 1 O r h))))
([usnat] {ind: (Ind u i P)]
[g:tk:nat) {(inf k (S u))->(P (twice k)})=->(P k)]
(ind ([k:nat][r:(inf k u)~->(P (twice k))]
(g k [t:({inf k (S u))]
(inf_sup k u (P (twice k})) r
fvi{sup k u)]
(g (twice k)
[s: (inf (twice k} (S u))1l
(except (P (twice (twice k}))}
(inf_sup_abs {(twice k) (S u) s
(sup_twice k u v))})))))))).

(* Proof of the Limbo’s program *)

Fact Lem4 (u,v:nat) (Sup u)=->(Inf v)->(inf v u)
Proof {u,v:nat]{hl:{(Sup u)][h2:{Inf v)]
(inf sup0 v u {(inf v u)
[tl: (Inf v u)Jtl
[t2: (sup v u)]
{abs (inf v u)
(Inf_Sup_abs u
(infInf u v (tran_inf u (S u) v (infs u) t2) h2)
hl))). -

Let LimboSig : nat->Spec
= [i:nat]<nat>si92(1nf,[m:nat](Sup (add i m))).



Lemma LimboLem (i: nat)(sup i 0)->{Inf 0)->{(LimboSig i)
Proof [i:nat]}[hl:(sup i O)}]I[h2: {Inf 0}}
(bound (LimboSig i)
{y:nat] [hy: (Sup y)]
(wf_Ind y 1 hl LimboSig
[k:nat] [hk: (inf k y)->(LimboSig (twlce k)) 1]
(Inf_Sup (add k 0} (LimboSig k} :
[t1:{Inf (add k 0)})
(hk (Lem4 y k hy (add nO k Inf tl)) (LimboSig k)
{m:nat] [ul: {(Inf m)][u2:(Sup (add (twice k) m))]}
(Inf_Sup (add k m) (LimboSig k)
[s1: (Inf (add k m))]
(exist2 nat Inf [p:nat] (Sup (add k p))
{add k m) sl (add_ass k k m Sup u2))
[s2:(Sup (add k m))]
(exist2 nat Inf [p:nat](Sup (add k p))
m ul s2)))
ft2:(Sup {(add k 0))]
‘(exist2 nat Inf [p:nat] (Sup (add k p))
0 h2 t2})))).

Lemma Prog (i:nat) (Limbo i)

Proof [i:nat][h:(sup i 0)]
(Inf_Sup O (LimboSig i)+{(Sup O)} "
[tl:7Inf 0)](inleft (LimboSig i) (Sup O) (LimboLem i h tl))
[t2:(Sup 0)] (inright (LimboSig i) (Sup O) t2))}.

(* Final proof *)
Theorem LamboProg Lambo
Proof (Reductl (Reduct2 (Prog one))).



(*******************************************t***t*t*************t*************)

(* Projet Formel - Calculus of Constructions V4.10 - Vernacular V2.3 *)
(*****************************************t**t*t**tk*********t*****t*t*t******)
(* *)
(* Lists *)
(* *)
(* (use Prelude) *)
(* *)

(******t********#***************t**R*t***#tkl***k**t******ﬂ****************t**)

(* Vv "Prel_Lem"; V "Nat" *)

(* Some programs and results about lists *)
Chapter Lists_with_parameter.

Parameter A:Data.
Inductive Data list = nil : list | cons : A -> list =-> list.

Axiom list initial :
(1:1isT) (P:1list->Prop) (P nil)->((x:A) (m:list) (P m)~>(P (cons x m)))->(P 1).

Global app.
Body [1,m:1list]{l list m cons) : list->list->list.

Theorem app nil.
Statement (I:1list)<list>l=(app nil 1).
Proof [l:list](refl equal list 1).

Theorem app_cons.
statement (a:A) (1,m:list)<list>(cons a (app 1 m))=(app (cons a 1) m).
Proof [a:A][1l,m:list] (refl_equal list (cons a (app 1 m})).

Theorem app _ass.
Statement (I,m,n : list)<list>(app (app 1 m) n)=(app 1 (app m n)).
Proof {l,m,n : list]
(list initial 1 [x:list]<list>(app (app x m) n)=(app x (app m n))
(refl_equal list (app (app nil m) n))
[x:A) [mO:1ist] [H:<list>(app (app m0-m) n)=(app m0 (app m n))]
(app_cons x m0 m
T[x0:list]<list>(app x0 n)=(app (cons x m0) (app m n))
(app_cons x (app m0 m) n
[x0:1list]<list>x0=(app (cons x m0) (app m n))
(app_cons x m0 (app m n)
[x0:1ist]<list>(cons x (app (app m0 m) n))=x0
(f_equal list list (cons x)
{app (app m0 m) n) (app m0 (app m n)) H))})).

Global mil.
Body [a:A])[1l,m:list)(app 1 (cons a m)) : A->list->list->list.

(* Primitive recursion on lists *)
Theorem rec_cons.
Variable B : Data. ’ X

Variable init : B.
Variable iter : A -> (list*B) -> B.

Local REC.
Body [l:1list](list_REC 1 B init iter).

Local rec.
Body [l:list](list_rec 1 B init iter).

Statement (a:A) (1:1ist)<B>(iter a <list,B><1, (rec l}>)=(rec (cons a 1)).

Proof [a:A}[l:1ist]
(f_equal list*B B (iter a) <list,B><], (rec 1l)> (REC 1)

(list initial 1
[xTlist]<list*B><list,B><<list,B>Fst<(REC x)>, {rec x)>=(REC x)
(refl equal list*B <list,B><<list,B>Fst<(REC nil)>, {(rec nil)>)
[x:A][m:1list]
[H:<1list*B><1list,B><<list,B>Fst<(REC m)>, (rec m)>=(REC m)]
(refl_equal list*B . |

<list,B><<1list,B>Fst<(REC {(cons x m))>, (rec {(cons x m})>)

[x:1ist*B]<list*B><list,B><1, (rec 1)>=x

(list_initial 1 [x:list])<list>x=<list,B>Fst<(REC x)>
(refl_equal list nil)
[x:A] [m:1list] [H:<list>m=<list,B>Fst<(REC m)>]
(f_equal list list (cons x) m <list,B>Fst<(REC m)> H)

[x:1ist)<list*B><list,B><], {(rec 1l)>=<list,B><x, {(rec 1)>

(refl_equal list*B <list,B><l, (rec 1)>)))).

Section Reclist.
Variable B : Data.

Variable init : B.
Variable iter : A -> list -> B -> B.

Definition reclist.
Body [l:1ist]({list_rec 1 B init [a:A][h:1list*B} (h B (iter a)})) : list->B.



Theorem reclist nil.
Statement <B>init= (reclist nil).
Proof (refl_equal B init).

Theorem reclist cons.
Statement (a:A) (l:list)<B>{iter a 1 (reclist 1l))=(reclist (cons a 1)).

Proof (rec_cons B init fa:A) [h:1list*B] (h B (iter a))).
End Reclist.

Definition tail.
Body (reclist list nil [a: A][m t:listlm) : list->1list.

Thaeorem tail cons.
Statement (a:A) (l:1list)<list>l=(tail (cons a 1)).
Proof (reclist_cons list nil [a:A][m,t:listlm).

(* L’ordre des longueurs sur les listes *)

Definition length.
Body {1:1ist}(l nat O {a:A}S) : list->nat.

Section length_order.
Definition lel [1,m:1list] (le (length 1) (length m)).

Variables a,b:A.
Variable 1, m,n:list.

Theorem lel refl (lel 1 1)
Proof (le_n (length 1)).

Theorem lel trans (lel 1 m)->(lel m n)~>(lel 1 n)
Proof (le_trans (length 1) (length m) (length n)).

Theorem lel cons_cons (lel 1 m)->(lel {(cons a 1) (cons b m))
Proof (le_n_S (length 1) (length m)).

Theorem lel cons (lel 1 m)->(lel 1 (cons b m))
Proof (le_S (length 1) (length m)).

Theorem lel tail (lel (cons a 1) (cons b m)) -> (lel 1 m)
Proof (le_S n (length 1) (length m}).

End length_order.
Definition Null [l:list]<list>nil=l.

Theorem lel nil (l:list) (lel 1.nil)->(Null 1)
Proof [l:list]
{list initial 1 [m:list] (lel m nil)->{(Null m)
(h:(lel nil nil)] (refl_equal list nil)
fa:A] {m:1ist] (h:(lel m nil)=->(Null m)]
fh’:(lel (cons a m) nil)]
(le_Sn_O (length m) h’ (Null (cons a m)})).

s

Theorem nil_cons (a:A) (m:list)~(Null (cons a m))
Proof [a:A][m:list][h:(Null (cons a m))]
(0_s (length m) (f_equal list nat length nil (cons a m) h)).

End Lists_with_parameter.



{****t*i*i*t*******t**********ﬁi’***i***********************f*****i’***’***t***tt)

(* Projet Formel - Calculus of Constructions V{4.10 - Vernacular V2.3
{************************************t********f************t******************)

*

;* QUICKSORT for lists

(*

(* Christine. Paulin-Mohring
(*

(* #use "CPtac”; V "Prel_Lem"; V "Nat"; V "List" *)

(* Induction on lists *)
Axiom list ind

" %)

*)

(**tx**************************i*********************************t************)

(l:lisf)(P:iist—SSpec)(P nil)->((x:A) (m:1list) (P m)~>(P (cons x m)))->(P 1).

Chapter Quicksort.

(**t**************************)

(* A decidable relation on A *)
[FAFAEIIAIRALRRAA KA ALK A KA )

Variable inf : A -> A -> Prop.
Definition sup [x,y:A)l~{(inf x y).

Hypothesis inf_sup : (x,y:A){(inf x y)}+{(sup x y)).
(x*r****************t*****t***) i

(* Equivalence of two lists *)
[FREEFAAAEREARALEKRAEARAAAA A K )

Inductive Definition permut : list->list->Prop = . ) .

permut_nil : {(permut nil nil)
jpermut_tran : (l,m,n:list) (permut 1 m)->(permut m n)->(permut 1 n)
|permut_cmil : (a:A) (l,m,n:list)

(permut 1 (app m n))->(permut (cons a 1) (mil a m n))
lpermut_mile : (a:A) (1, m,n:list)
(permut (app m n) 1)->{permut {(mil a m n) (cons a 1)).

(**t*****************’**********)

(* if 1 eq m then a.l eq b.m *)
(*********t*******************”

Section Equivalence_lemma.
Variable a:A.
Variables 1,m:list.

Theorem permut_cons.
Statement (permut 1 m)->(permut (cons a 1) (cons a m)).
Proof (permut_cmil a 1 nil m).

(*t*****)('****i’******I******t********)

(* if 1 eq m then m eq 1 *)
(**i’********i’**********************)

Theorem permut_sym.
Statement (permut 1 m)->(permut m 1).
Proof [h: (permut 1 m)]

(h [u,v:1list] (permut v u) permut nil
fu,v,welist] [f1l: (permut v w)J[f2:(permut w v)]
(permut_tran w v u £2 £f1)
permut_milc permut_cmil).

End Equivalence_lemma.

Section Equivalence_append.

(*******t****f*************************************f************}

(* if ml eq nl and m2 eq n2 then (app ml m2) eq (app nl n2) *)

(********************t*********t********************************)

Variables m,ml,m2,nl,n2 :list.
Hypothesis h0 : (permut m (app ml m2)).
Hypothesis hl: (permut ml nl).
Eypethesiz h2: (permut m2 n2).

Remark permut_app_mil.
Variables t,z:list.
Variable a : A.
Variables u,v,w:list.

Statement (permut (app u t) (app (app v w) z))
=>(permut (app (cons a u) t) (app (mil a v w) z)).
Proof [h:(permut (app u t) (app (app v w) z))]

(sym_equal list (app (app v (cons a w)) z) (app v (cons a (app w 2z)))

(app_ass v (cons a w) z)
[x:1list) (permut (app (cons ' a u) t) x)
(permut_cmil a (app u t) v (app w z)
(app_ass v w z [x:list]{permut (app u t) x) h))).

Remark permut appl.
Statement (u:Tist) (permut (app u n2) (app u m2)). )
Proof [u:list]) (list_initial u [v:1list] (permut (app v n2) {app v m2))




(permut_sym m2 n2 h2)
fa:A) [v: list) (permut_cons a (app v n2) (app v m2))).

Property permut_app_app.
Statement (permut (app m1 m2) (app nl n2)).
Proof (hl [u,v:1list] (permut (app u m2) (app v n2))
h2
fu,v,w:list] [fl: (permut (app u m2) (app v n2)))
[(f2: (permut (app v m2) (app w n2))]
(permut_tran (app u m2) (app v n2) (app w n2) f1
(permut_tran (app v n2) (app v m2) (app w n2)
(permut_appl v) £2))
(permut_app_mil m2 n2)
[a:A) [u,v,wilist] [f1:(permut (app (app vV w) m2) (app u n2))]
(permut_sym (app (cons a u) n2) (app (mil a v w) m2)
(permut app_ mil n2 m2 au v w
(permut_sym (app (app v w) m2) {(app u n2) £f1)))).

Property permut_app.
Statement (permut m (app nl n2)).
Proof (permut_tran m (app ml m2) (app nl n2)} hO permut_app_app) .

End Equivalence_append.

(*#*t*******************i‘*****t*****tﬁ****t****i****)

(* BEach element of a list satisfy a gliven relation *)
{*t****************************************t*k**#t*ﬁ)

Section Rlist.
Variable R : A->Prop.

Inductive Definition Rlist : list -> Prop =
Rnil : (Rlist nil)
|[Rcons : (x:A) (l:1list) (R x)->(Rlist 1)->(Rlist (cons x 1)).

Theorem Rlist_app.
Statement (m,n:list) (Rlist m)->(Rlist n)->(Rlist (app m n)).
Proof [m,n:list] (hm:(Rlist m)](hn:(Rlist n)]
(hm [u:list] (Rlist (app u n)) hn [a:A)[l:list])(Rcons a (app 1 n))).

Subsection Rlist_cons.

Variable a : A.
Variable 1 : list.
Hypothesis Rc : (Rlist (cons a 1)}.

Fact Rlist_hd.
Statement (R a).
Local proph {m:list}(~(Null m}))->(R (m A a [b:A][n:Alb)).
Proof (Rc proph
[h:~(Null nil)]} (h (refl equal list nil) (R a))
[b:A] [m:1ist] [hl: (R b) JTh2: (proph m)] {h3:~(Null (cons b m))]hl
(nil _cons a 1)).
Fact Rlist tl. 4
Statement (Rlist 1).
Proof (sym equal list 1 (tail (cons a 1)) (tail_cons a 1) Rlist
(RIist_rec (cons a 1) Re [m:list] (Rlist (tail m)) Rnil
[b:A] [m:1list] [hl: (R b)][h2: (Rlist m)/\(Rlist (tail m))]
(tail _cons b m Rlist <(Rlist m), {Rlist (tail m))>Fst{h2}))).

End Rlist_cons.

Subsection Rlist append.
Variable n,m : 11st.

Property Rlist_appl.
Statement (Rlist (app n m))->(Rlist n).
Local propal [n,m:list}(Rlist (app n m))->(Rlist n}).

Proof (list_initial n [u:list] (propal u m)
{h: (Rlist (app nil m))]Rnil
[a:A}[1l:1list]} [hl: (propal 1 m))}
[h2: (Rlist (app (cons a 1) m)))
(Rcons a 1 (Rlist_hd a (app 1 m) h2)
(h1 (RIist_tl a (app 1 m) h2)))).

Local propa2 [n,m:list] (Rlist (app n m))->(Rlist m).

Property Rlist_app2.
Statement (Rlist (app n m))->(Rlist m).

Proof (list_initial n [u:list] (propa2 u m)
[h: (Rlist (app nil m))]h
[a:A) [l:1list] [hl: (propa2 1 m)]
[h2:(Rlist (app (cons a 1) m))]
(hl (Rlist_tl a (app 1 m) h2)}).

End Rlist_append.
(**I****t*****************************#**)

(* iIf 1 eq m then (Rlist 1)=>(Rlist m) %)

(**l’*************************************)



Theorem Rpermut.

Variables m,n:list.
Hypothesis heq : (permut m n).

Local propeq [u,v:list]} (Rlist u)->{(Rlist v).

Statement (propeq m n).
Proof (heg propeq
[h: (Rlist nil)]h
[u,v,w:list] [hl: (propeq u v}][h2:(propeq v w)][h3:(Rlist u)]
(h2 (hl h3))
{a:A)[u,v,w:list} [hl:(propeq u {(app v w))]){h2:(Rlist (cons a u))]
(Rlist_app v (cons a w) (Rlist_appl v w (hl (Rlist_tl a u h2)))
(Rcons a w (Rlist_hd a u h2)
(Rlist_app2 v - w (hl (Rlist_tl a u h2)))))
[a:A){u,v,w:1list] [hl: (propeq (app v w) u))[hZ:(Rlist (mil a v w))]
(Rcons a u (Rlist_hd a w (Rlist_app2 v (cons a w) h2))
{hl TRlist_app v w (Rlist_appl v {cons a w) h2)
(Rlist__ “tl a w {Rlist app2 v (cons a w) h2)))))).

End Rlist.

Section Inf Sup.
*********f;***********************t*******)

(* (inf_list x 1) == (inf x a) for a in 1 *)
(* (sup list x 1) == (sup x a) for a in 1 *)
(***t**************************************)
Hypothesis x : A.

Hypothesis 1 : list.

Definition
Definition

inf list (Rlist (inf x) 1).
sup_list (Rlist (sup x) 1).

End inf_sup.

(*********t*************************t*****t**t*tttt}

{* The process of splitting a list into two parts *)
(i***t*****************************t**t*****t*****t}

Section Splitting.
Variable a : A.

Inductive Definition Lem spec [l:list] : Spec =
Lem exist : (11,12:1Tst)
(sup_list a 11)->(inf list a 12)->{(permut 1 (app 11 12))
->{(lel 11 1)->(lel 12 1l)->(Lem_spec 1l).

Theorem Lem.
Statement (l:1ist) (Lem_spec 1) .
Proof [l:1list](list_ind 1 Lem_spec
{Lem_exist nil nil nil (Rnil (sup a)) (Rnil (inf a))
(permut_nil) (lel_refl nil) (lel_refl nil))
[b:A] [m:1ist] (h: (Lem_ spec m) ]
(h (Lem_spec (cons b m))
[ml,m2: list]) {hl:(sup_list a ml)][h2:(inf_ list a m2)]
[h3:(permut m (app ml m2))]{fl:(lel ml m))(f2:(lel m2 m)]
(inf_sup a b (Lem spec (cons b m))
Ttl:(inf a b)T
(Lem_exist (cons b m) ml (cons b m2)
hl (Rcons (inf a) b m2 tl h2)
(permut_cmil b m ml m2 h3)
(lel_cons b ml m £f1)
(lel_cons _cons b b m2 m £2))
[t2:(sup a b)T :
(Lem_exist (cons b m) (cons b ml) m2
(Rcons (sup a) b ml t2 hl) h2
(permut_cons b m (app ml m2) h3)
(lel_cons_cons b b ml m fl1)
(lel_cons b m2 m £2))))).

End Splitting.

(*****#**t****************************”

(* Definition for a list to be sorted *)
AR R R P R T TR S R P YY)

Inductive Definition sort : list->Prop =
sort_nil : (sort nil)
Isort_mil : (a:A)(1,m:list) (sup_list a 1)->(inf_list a m)
->(sort 1)->(sort m)->(sort (mil a 1 m)).

{************t***********************)

(* Proof of the induction principle *)
(************************************)

Theorem induction.

Variable 1l:list.
Variable P:list->Spec.
Hypothesis hnil : (P nil).



Hypothesis hrec :(a:A) (m:list) ((n:list) (lel n m}=>(P n))->(P (cons a m}).
Statement (? L.

Proof
(list ind 1 [m:list]}(n:list) (lel n m)~>(P n)
(n:list] [h:(lel n nil)])(eq_spec list nil n (lel nil n h) P hnil)
[a:A] [m:list]) [hyp:(n:list){lel n m)=>(P n)](n:1ist]
(list_ind n [p:list} (lel p (cons a m))->(P p)
{h:(lel nil (cons a m))] hnil
[b:A] (p:list] [h:{(lel p (cons a m))->(P p)]
[fl:(lel (cons b p) (cons a m)}]
(hrec b p
({r:list) [£2:(lel r p)]
(hyp r (lel_trans r pm £2 (lel_tail b a p m £f1))))))
1 (lel_refl 1)).

(*****i********************t).

(* Quicksort Specification *)
(*******************t*******)

Definition Specif [1l:1istl<list>Sig2(sort, (permut 1)).

(***********t****t*****)

(* Proof of Quicksort *)
(k**t****************t*)

Theorem Quicksort (l:list) (Specif 1)
Proof [l:list])
(induction 1 Specif
(exist2 list sort (permut nil) nil sort_nil permut nil)
([a:A) [m:1ist] [hyprec: (n:1ist) (lel n m)=>(Specif n}]
(Lem a m {Specif (cons a m))
fml,m2:1ist]{hl: (sup list a ml)]) [h2:(inf list a m2)])
{h3: (permut m (app mi m2))][hd:(lel ml m}][h5:(lel m2 m)]
(hyprec ml h4 (Specif (cons a m))
([(nl:list] [tl:(sort nl)]{ul:(permut ml nl)]
(hyprec m2 h5 (Specif (cons a m))
(fn2:1list] [t2: (sort n2)][u2: (permut m2 n2)]
{exist2 list sort (permut (cons a m))
(mil a nl n2)
(sort_mil a nl n2 (Rpermut (sup a) ml nl ul hl)
{Rpermut (inf a) m2 n2 u2 h2) tl t2)
{(permut_cmil a m nl n2
(permut_app m ml m2 nl n2 h3 ul u2)))))iN)).

End Quicksort.



/x juse "CPtac"; V "Prel_ Lem"; #use "automatic™; loadf‘"ptEJ_autom";v etV ;%)

t1'i't*******************i‘t****i’*****************l’*******tt*l’**f*******t*)

*

s' Development of Warshall’s Algorithm *)
rx Christine Paulin-Mohring *)
[ after F. Pfenning ) x)
(* Program Development through Proof Transformation *)
(= Calcul des Constructions V4.10 *)

lrf*xl’**tt*t*tt*****t**it************i’***t**ﬁi***tt**t****t***i**********)
\

/rxtr*kt***tl'**#t*******l**************i***)

(*+ v is finite : each set on V is finite *)
Ir*t***t*xwtk*ttﬁ*****tt***t*t*t**t****t*t*)

Axiom finit_ V : (enumerate allvV).
#(add_resolve "finit _V").

(ti't**********************************tﬁ**)

(* A decidable relation on V : the edges *)
(*kr*k*t*******************t***********i**)

Variable E : V->V->Prop.
variable dec_E : (x,y:V) {(E x y)}+{~(E x y)}.
#(add_resolve "dec_E").

(1»tt***t**tk***t*******t*t*******t**ti‘*******tt**t*****t****************)

(* Two vertices are connected in W if there exists a path from x to y *)
*

(* with inner vertex in W.
(****t*****ﬁ**t:tt***k***ﬁ**ﬁ********t*************************t*********)

(t***t*****i**tt**tt*t*******t*t*t*tt*'**t*****tti*******)
(* B Q *)
(* We write x ~~=> y for (connected Q x y) *)
Rt T S 2 2

Inductive Definition connected {[W:Set] : V->V->Prop
= direct : (x,y:V)(E x y)->(connected W x y)
| one_in : (x,y,z:V)(E x y)->{in W y)->(connected W y 2z}
->(connected W x 2z).

# (add_resolve "direct").

(****************************t*********l?****tt*******tk******ﬁ**********)

(* First Part, general lemmas and naive proof *)
(t******ki******t*****tt****#*****t*!’*****i’**ttt**k**********************)

(t***#***l’**t***t****tt**r******#***ﬁk***ttt**ﬁ***t*"***)

(* Lemmas about connected *)
Hok Ak Ak Rk kA KA A KA KA A Ak ARk AR A Ak A
{

(*tl—*t**************t*****!‘********t****t********tit*)

(* W we *)

(* If x ---> y and W included in W’ then x -~->y *)
(t****************************t***************tﬁt*t**)

Goal (W,W’:Set) (x,y:V) (incl W W’)->(connected W x y)->(connécted W' x y) .
By (intros THEN elim last THEN intros_auto).

By (resolve_with <<({one_in y0)>> THEN automatic).

By (resolve <<H>> THEN assumption).

Save connect_incl.

_(t**r**t#***k*ttt***k****k******ﬁ************#******************#)

(* A trivial application to be used as an automatic tactic *)
{*************kt**t*tt****t**********************ﬁjt**tl‘**********)

Goal (W:Set) (x,y,2:V) {(connected W y z)=->(connected (add W x) y 2).
Intros.

By (resolve <<({connect_incl W)>> THEN automatic).

Save connect_add.

#(add_resolve "connect_add").

(**t********w*****************************k*******************)
(* w W W *)
(* If x -=-> y and y ---> z and y in W then x ==--> 2z *)
(ﬁ'*k***t***t*ﬁtt**ﬁ**t*k****k*******ﬂ'********i***k***********)

Goal (W:Set) (x,y,z:V)
(connected W x y)->(connected W y z)~>(in W y)->(connected W x 2z).
By (DO 5 intro).
By (elim <<H>> THEN intros).
By (resolve_with <<(one_in y0)>> THEN automatic).
By (resolve with <<{one in y0)>> THEN automatic).
Save connect_trans. -

‘/t*k**********t******t*********t**************)
(* {} E *)
(* X===>y then x -> y *)
{**ttt*t**t**t**t*rj'****t*ﬁ*t**********k******)

Goal (x,y:V) (connected empty x y})->(E X y).
Intros.

By (elim <<H>> THEN intros auto).

Do (elim_unfold) H1. -




Save connect_empty.
# (add_resolve "connect_empty").

(***********************************************t********ﬁ***t**t****)

(* Q+y Q Q o} *)
(* if X =~=> 2z then x -~~> z or (x =---> y and y --->2) *)
(***t*t***#***********************************t**t*******************)

Goal (Q:Set) (x,y,z:V) (connected (add Q y) x 2)
->({connected Q x z)\/{(connected Q x y)/\(connected Q ¥y z))).

By (intros THEN elim last THEN intros_auto).

By (resolve <<H2>> THEN intro).

By (resolve <<H1>> THEN intro).

Resolve or introl.

By (resolve_with <<(one_in y0)>> THEN automatic).

By (elim_ with <<<V>y0=y>> THEN automatic).

By (ellm last THEN intros).

By (cut << (connected Q x0 y)>> THEN automatic).

By (resolve <<H1>> THEN intro).

By (resoclve_ with <<(one_in y0)>> THEN automatic).

By (elim_ with <<<V>y0=y>> THEN automatic).

Save connect_lem.

Goal (Q:Set) (x,y,2:V) {~(connected Q x 2z2))->(connected (add Q y) x 2)
~>((connected Q x y)/\(connected Q y z)).

By (intros THEN elim <<{(connect_lem Q x y z)>> THEN intros_auto).

By (resolve <<(absurd (connected Q x z))>> THEN automatic)’.

Save connect cut.

#(add_resolve "connect_cut").

(t***********************************t*****ttttitt*t*tt****************)

(* Specification *)
(*****ﬂ*************************************ﬁ***t**********************)

(*****tt************)

(* Case W is empty *)
{******tt***********)

Goal (x,y:V){(connected empty x y) }+{~(connected empty x y)}.
Intres.

By (resolve <<(dec_E x y)>> THEN intros_auto).

Resolve right.

Red.

Intro.

By (resolve <<(absurd (E x y))>> THEN automatic).

Save warshall_empty.

# (add_resolve "warshall empty").

(*********************************************)

(* Induction step *)
(******************************t*t***tt*******)

Goal (Q:Set) (z:V)
({x,y:V){{connected Q x y)}+{~(connected Q x y)})
->{x,y:V) {(connected (add Q z) x y)}+{~(connected (add Q . 2z) x y)}.

By (intros THEN resolve <<(H x y)>> THEN intros_auto).
(***&***t*****t********************) -

(* Case ~{connected Q x y) *)
{*tt*****************************t*)

By (resolve <<(H x z)>> THEN intro).
(t************************t********)

(* Subcase (connected Q x 2) *)
(**********************************)

By (resolve << (H z y)>> THEN intro).
(********************t*****t****t**)

{* Subsubcase (connected Q z y) *)

{********************t*****t**#****)

By (resolve <<left>> THEN resolve_with <<{connect_trans z)>>
THEN automatic).

(XAEKAEKAEKAXARAAL A EEAAA AR AR K )

(* Subsubcase ~(connected Q z y) *)’

{************************t****t****

By (resolve <<right>> THEN unfold_head THEN intro).

By (elim <<(connect cut Q x z y)>> THEN automatic) .
{***R****t***t*********************)

(* Subcase ~(connected Q0 x y) *)
(*****x***************tt*********t*)
By (resolve <<right>> THEN unfold head THEN intro).
By (elim <<(connect cut Q x z y)>> THEN intros _auto).
By (resolve <<H1>> THEN automatic).

Save warshall_ind.

#(add_resolve "warshall ind").

(************t*******************************#t*:trtt*****)

(* First proof by induction *)
(*****t***************#***k******************i*i*t********)

Goal (x,y:V){({connected allV x y)}+{~(connected allV x y)}.
By (elim <<finit_V>> THEN automatic).
Save warshalll.

(**t**********t**************************t*****i*************************)



(* Second Part, keeping results in a matrice *
(**tt****t*t*t**t*tt*******tt***tt*tt****t***t*ttlttrrttt****tt********t*)

(*********************************#t*)

(* Arrays on V *
(******t*****************************)

Section Array.
Variable A: V->Spec.

Inductive Definition array : Set->Spec =
empty_array : (array empty)
| add_array : (P:Set)(y:V) (A y)->(array P)->{array (add P y)).

End Array.
#(add_resolve "empty_ array")
#(add_resolve "add _array").

(**tt***k*******)

(* Access *)
{**t*****#******)

Goal (A:V->Spec) (P:Set) (array A P)->(x:V) (in P x)->(A x).
By ((DO 3 intro) THEN elim_last THEN intros).

Resolve except.

By (resolve <<{absurd (in empty x))>> THEN automatic).
By (elim <<({add_null PO x y)>> THEN intros_auto).

By (incomplet (4] <<({eq_spec H3)>> THEN automatic).

Save acces.

(t*******t**********)

(* Initialisation *)
(***tt**k******t****)

Goal (A:V->Spec) ((y:V) (A y))->(array A allv).

By (intros THEN resolve <<finit_V>> THEN automatic).
Save array init.

#(add_resolve "array_init").

(t*******t*****************#*****ttl’*tt#w*tt**tt***k*tttwt*tt***tt***)

(* Representation of a relation on a finite set by a matrix *)
(***************t***t*****t***t*t***t*tt**lt#*t*****t*t**************)

Definition repr_matrix
[P:V-3V->Prop] (array [x:V](array [y:VI{(P x y)}+{~(P x y)} allv) allv).

Goal (P:V=->V=->Prop) ((x,y:V}{(P x y)}+{~(P x y)})=>(repr matrix P).
By (red THEN automatic). -

Save build matrix.

#(add_resolve "build_matrix").

Goal (P:V->V->Prop) (repr_matrix P)->(x,y:V) {(P x y)}+{~(P x y)}.
By (unfold "repr_matrix" THEN intros).

By (incomplet [2;4] <<{acces allV y)>> THEN automatic).

By (incomplet {2;4] <<({acces allV x)>> THEN automatic).

Save acces_matrix.

# (add_resoclve "acces_matrix").

(******2*t*****************‘**********)

(* New specification *)
(************************************)

Goal (repr matrix (connected allV)).
By (elim <<finit_V>> THEN automatic).
Save warshall _rep.

# (add__ resolve "warshall rep")

Goal (x,y:V){(connected allV x y) }+{~{connected allV x y))
By automatic.
Save warshall2.



(*t***t**************t*************************t*********************t***t****)

(* Projet Formel - Calculus of Constructions V4.10 - Vernacular V2.3 *)
(*****************************************************************************)
(* ’ *)
* Natural numbers *)
(

(* ”
(* (uses Prelude) *)
* *)

(*************************i************************t*****t*******************ﬂ

(* #use "CPtac"; V "Prel Lem"; #use "automatic"; load "prel_autom®; *)
Chapter Natural numbers.

Section Peano.
Variable n : nat.

Axiom peano : (P:nat->Prop) (P O)->((u:nat) (P u)->(P (S u)}))=->(P n).

Inductive Definition le : nat -> Prop
= le n : (le n)
| le_S : (m:nat) (le m)~>(le (S m)).

"End Peano.

Section less_or_equal.
Variable n,m,p:inat.

Theorem le n_ S (le n-m)->(le (S n) (S m))
Proof [h:(le n m)]}
(h [g:nat]{(le (S n) (S g))
(le_n (S n))
[g:nat] {(le_S (s n) (S q))).

Theorem le trans {le n m)->(le m p)->(le n p)
Proof [hl:{(le n m)][h2:(le m p)]
(h2 [g:nat]l(le n gq) hl (le_S n)).

Theorem le n_Sn (le n (S n))
Proof (le S nn (le_n n)).

Theorem le O n (le O n)
Proof (peano n (le 0) (le_n 0) (le_S 0)).

End less_or_equal.
Section primitive_ recursion.
(* Operator for primitive recursion *)

Subsection primitive_equality.
Variable A : Data.
Variable init : A,
Variable iter : (nat*A) -> A.

Local REC.
Body [l:nat](nat REC 1 A init iter).

Local rec.
Body [l:nat] (nat_rec 1 A init iter).

Goal (n:nat)<A>(iter <nat,A><n, (rec n)>)=(rec (S n)).
Intros.
Do (elim with <<<A>(iter (REC n))=(rec (S n))>> THEN automatic).
Do (incomplet (3]) (f equal iter).
Do (elim with) <nat*A>(<nat,A><<nat,A>Fst<{REC n)>, (rec n)>)=(REC n).
By (resolvew <<{peano n)>> THEN automatic).
Do (elim with <<<nat>n=<nat,A>Fst<(REC n)>>> THEN automatic).
By (resolvew <<(peano n)>> THEN intros_auto).
By (elim with
<<<nat> (S <nat,A>Fst<(REC u)>)=<nat,A>Fst<(REC (S5 u))>>>
THEN automatic).
Do (incomplet [3]) (f_equal S8).
Assumption.
Save rec_S.

End primitive_equality.

Subsection Recnat.
Variable A : Data.

Variable init : A.
Variable iter : nat -> A -> A,

Definition recnat.
Body [ninat](nat-rec n A init {h:nat*A](h A iter)) : nat->A.

Goal <A>init=(recnat 0).
By automatic.
Save recnat_O.

Goal (n:nat)<A>(iter n (recnat n))={(recnat (S n)).
By (unfold) recnat.

By (intro THEN elim <<rec S>> THEN automatic).
Save recnat_S. -



End Recnat.
End primitive_recursion.

Global pred. .
Body (recnat nat O [u:nat]{f:nat}u) : nat->nat.

Theorem predS (m:nat)<nat>m=(pred (S m))
Proof (recnat_S nat O [u:nat]{f:nat]u).

Lemma le_pred n (n:nat) (le (pred n) n)
Proof [n:nat) (peano n {v:nat}(le (pred v) v)

(le_n Q)

[vinat] [h: (le (pred v) v)]

(preds v [w:nat](le w (S v)) (le_n_Sn v))).
# (add_resolve "le_pred n"). a

Theorem le_S n (n,m:nat) (le (S n) (S m))=->(le n m)
Proof
[n,m:nat]) [h:(le (S n) (S m))]
(sym_equal nat n (pred (S n)) (preds n)
[u:nat] {(le u m)
(sym_equal nat m (pred (S m)) (preds m)
[u:nat] (le (pred (S.n)) w)
(h [v:nat] (le (pred (S n)) (pred v))
({le_n (pred (S n))
[vinat]) (f: (le (pred (S n)) (pred v))]
(le_trans (pred (S n)) (pred w) (pred (S v)) f
(preds v {u:nat] (le (pred v) u ) (le_pred n v)))))).

Definition gt [n,m:nat] (le n m)=>{(}.
Axiom le_Sn O : (n:nat)~(le (S n) 0).

Theoxem O_S (n:nat)~(<nat>0=(S5 n))
Proof [n:nat] [h:<nat>0=(S n))
(le_Sn O n (h {m:nat)(le m O) (le_n 0))).

End Natural numbers.
#(add_resolution ("le_n";"le_S";"le n S";"le n Sn”'"le _0_n";"pred_s"

ule pred nn.nle sn on.»o 5"))
#(add_tac "le" "le_S n" 1 (resolve <<le_S n>> THEN trivial)).



(******************i‘*****t**************************t***t*****i**************t)

(* Projet Formel - Calculus of Constructions V4.10 - Vernacular V2.3 *)
(*********************************t*******************************************)
(* . ol
(* Lists *)
(* ) *)
(* fuse Prelude) *)

*)

R e e L L T ]
(* #use "CPtac"; V "Prel Lem"; #use "automatic"; load "prel autom"; V "Nat" *)

(* Some programs and results about lists %)
Chapter Lists_with parameter.

Parametar A:Data.

Inductive Data list = nil : list | cons : A -> list -> list.

Axiom list_initial :
(l:1ist) (P:1ist~>Prop) (P nil)->((x:A) (m:1list) (P m)->(P (cons x m})})->(P 1).

Global app.
Body [l,m:1list] (1l list m cons) : list->list->list.

Goal (1l:1list)<list>l={app nil 1).
By (automatic).
Save app_nil.

Goal (a:A) (1,m:list)<list>(cons a (app 1 m}))=(app (cons a 1) m).
By (automatic).
Save app cons.

Goal (1,m,n : list)<list>(app (app 1 m) n)=(app 1 (app m n)).
Intros. .

By (resolvew <<(list_initial 1)>> THEN intros_auto).

By (REPEAT (elim <<app_cons>>)).

By (incomplet [3] <<(f_equal (cons x))}>> THEN automatic).
Save app ass.

#(add_resolve "app _ass").

Global mil. .
Body [a:A]{l,m:1list)(app 1 (cons a m))} : A->list->list-5>list.

(* Primitive recursion on lists *)
Section Primitive.

Variable B : Data.

Variable init : B.
Variable iter : A -> (list*B) -> B.

Local REC.
Body ([l:list](list_REC 1 B init iter).

Local rec.
Body {l:list] (list_rec 1 B init iter).

Goal (a:A) (l:list)<B>(iter a <list,B><l, (rec l)>)=(réc (cons a 1l)).
Intros.
Do (elim with <<<B>(iter a (REC l))=(rec (cons a 1))>> THEN automatic).
Do (incomplet {3)) (f equal (iter a)).
Do (elim with) <list*B>(<list,B><<list,B>Fst<(REC 1)>, (rec 1}>)=(REC 1}.
By (resolvew <<(list initial 1)>> THEN automatic).
Do {elim with <<<list>l=<list,B>Fst<(REC 1)>>> THEN automatic).
By (resolvew <<(list_initial 1)>> THEN intros_auto).
By (elim with
<<<1ist>(cons x <list,B>Fst<(REC m)>)=<list,B>Fst<(REC (cons x m)}>>>
THEN automatic).
Do (incomplet [3]) (f_equal (cons x)).
Assumption.
Save rec_cons.

End Primitive.

Section Reclist.
Variable B : Data.

Variable init : B.
Variable iter : A -> list -> B -> B.

Definition reclist.
Body [l:list](list_rec 1 B init [a:A][h:1list*B)(h B (iter a))) : list->B.

Goal <B>init=(reclist nil).
By automatic.
Save reclist_nil.

Goal (a:A) (l:list)<B>(iter a 1 (reclist 1))=(reclist (cons a 1)).
By (unfold) reclist.

By (intros THEN elim <<rec_cons>> THEN automatic)

Save reclist cons.

End Reclist.



Definition tail.
Body (reclist list nil [a:A)[m,t:list}m) : listw>list.

Goal (a:A) (l:list)<list>l=(tail (cons a 1l)).
By (intros THEN unfold »tail® THEN elim <<reclist_cons>> THEN automatic).

Save tail cons.
#(add_ resolve "tail_cons").

(* L’ordre des longueurs sur les listes ¥)

Definition length.
Body (l:list)(l nat O ([a:A]S) : list->nat.

Section length_order.
Definition lel [l,m:1list](le (length 1) (length m}},

Variables a,b:A.
Variable l,m,n:list.

Theorem lel refl (lel 1 1)
Proof (le_n (length ).

Theorem lel_trans (lel 1 m)—>(1e1 m n)~->(lel 1 n)
Proof (le_trans (lenqch 1) (length m) (length n)),

Theorem lel_cons_cons (lel 1 m)->(lel {cons a 1) (cons b m}))
Proof (le_n_. ~s (length 1) (length m)).

Theorem lel cons (lel 1 m)->(lel 1 {cons b m))
Proof (le_S (length 1) (length m)).

Theorem lel tail (lel (cons a 1) (cons b m)) -> (lel 1 m)
Proof (le_S5_n (length 1) (length m)).

End length_order.
Definition Null (l:list]<list>nil=l,

Theorem lel nil (l:1list) (lel 1 nil)=->(Null 1)
Proof {1l:1list]
(list_initial 1 [m:list]{lel m nil)=->(Null m)
{h:(lel nil nil) ] (refl_equal list nil)
{a:A) [m:1list] {h:{lel m nil)=>(Null m)]
[h'’:(lel (cons a m) nil)}
(le_sn_O (length m) h’ (Null (cons a m)}}).

Theorem nil cons (a:A) (m:list)~{Null {(cons a m}}
Proof [a:A]Tm:list][h:(Null (cons a m))]
{(0_s (length m) (f_equal list nat length nil (cons a m) h)}.

End Lists_with_parameter.

#(add_resolution ["tail_cons";"lel refl",vlel _cons_cons*;"lel cons”;"lel nil";

i "nil cons”]).




(************i****t*t***tt*tt********ﬁ**t*******t*t**t*****&j}*t*t***tt?ﬁ**tt*)

(* Projet Formel - Calculus of Constructions ¥4.10 - Vernacular V2.3 -%*)
(*********************t******t***********************t*I*******k*t************)
(* . ) : *)
(* Logical Relations : basic notions for Reynolds paradox %)
(* : *

(**************t*********************;i******ti***t***************************)

(* use the Type:Type system, #use"Reyn tac" *)

Goal (A,B:Prop)A->(A->B)->B.
Intros.

Exact (HO H).

Save cut.

(* First, some general definition about relations *)

Inductive Definition equiv [A,B:Prop):Prop =
equiv_intro : (A->B)->(B->A)->(equiv A B).

Section relation.

Definition Rel.
Body [A:TypelA->A->Prop.

Definition sym.
Body [(A:Type] [R:(Rel A)] (x,y:A) (R x y)->(R y Xx).

Definition trans.
Body [A:Type] [R:(Rel A)](x,y,2:A) (R x y)->(R y z)->(R x 2).

Definition inclus.
Body [A:Type] [R,S:(Rel A)] (x,y:A)(R x y)=->(S x y).

End relation.

Inductive Definition per [A:Type;R:(Rel A)]:Prop =
per_intro : (sym A R)->{trans A R)->(per A R).

(* equiv is a partial equivalence relation over Prop *)

Goal (per Prop equiv).

Do res_simpl per_ intro.
Do res_simpl H.

Do res_simpl equiv_intro.
Do res_simpl H.

Do res_simpl HO.

Do res_simpl equiv_intro.
Exact (H3 (H1 HS)).

Exact (H2 (H4 HS)).

Save per_equiv.

Section logical_relation.

Definition exp : (A:Type) (Rel A)->(B:Type) (Rel B)~>(Rel (A->B)) =
(A:Type] [R: (Rel A)] [B:Type] [S: (Rel B)][f,g:A->B]
(x,y:A) (R x y})->(S (f x) (g y)).

Definition power : (A:Typé)(Rel A)->(Rel (A->Prop)) =
[A:Type] [R: (Rel A)] (exp A R Prop equiv).

End logical_relation.



*************************t**************t******kl****t**ttt**#*t*******ﬂ

(*****

* Projet Formel - Calculus of Constructions V4.10 - Vernacular v2.3 *)

(********t****i********i***t*tt*i******************************t*t************)
*

(* )

(* Reynolds paradox, with the Type:Type axiom . *)

(i' *)

(***********************t*****ttt*********t**t*******t*t*tt**i**tt**t**t*t***”

B

(* use the Type:Type system, #use"Reyn_tac";V"Log Rel" *)

(* this file shows an inconsistency is the logical system U-, defined in Girard’s
thesis, and in which the question of the consistency of U- was raised.
The system U- may be described with the axioms

(star, star), (k,star), (k,k), (k’,k)

in Barendregt-Berardi’s GTS. The reader can check that we use only these axioms
in the derivation, and not fully the Type:Type axiom. :
The lambda-term we get does not loop to itself by reduction *)

(* Reynolds operator *)

Definition PHI.
Body [A:Type] (A->Prop)->Prop.

(* we extend this map functorialy *)

Definition phi: (A,B:Type) (A->B)~>(PHI A)->(PHI B) =
[A,B:Type] [f:A->B] [z: (PHI A)] [u:B->Prop](z [x:Al(u (f x))).

(* preinitial PHI-algebra. We need the axiom (Type,Type) *)

Definition AOQ.
Body (A:Type) ((PHI A)->A)->A.

Definition iter AO.
Body [X:Type] [f: (PHI X)->X] [u:A0]{u X £f).

Definition intro : (PHI AQ0)->A0 =
{z:(PHI AQ)] [A:Typel] [f: (PHI A)~>A](f (phi A0 A (iter A0 A f) 2z)).

(* extension of PHI to relations. We can thus consider PHI as a functor
on sets, that are types with a relations *)

Definition phi2 : (A:Type) (Rel A)->(Rel (PHI A)) =
[A:Type] [R: (Rel A)] (power (A->Prop) (power A R)).

(* partial equivalence relation defined on A0, so that the set A0,E0
is an initial PHI-algebra in the category of sets %)

Definition teta : A0 -> (PHI AQ0) =
(iter_A0 (PHI AO) (phi (PHI AO) AO intro)).

Definition EO0 : (Rel AQ) = [x1,x2:A0]){E:(Rel A0))
(per AQ E) ->
{(z1,22: (PHI A0)) (phi2 A0 E zl1 22)->(E (intro zl) (intro z2))) ->
((x1,x2:A0) (E x1 x2)->(E x1 (intro (teta x2))}) ->
(E x1 x2). .

Definition FO : (Rel (AO->Prop)) = (power AO EO).
Definition GO : (Rel (PHI AQ0)) = (power (AO->Prop) FO).

(* the goal of what follows is to show that the set A0,E0 is in one-to-one
correspondance with the set (PHI A0), (phi2 A0 E0), via intro,teta.
From this, we deduce a contradiction via Cantor-Russell’s argument *)

Goal (sym A0 EO).
By reds.

Do res_simpl HO.
Do res_simpl H3.
Do res_simpl H.
Save sym_EO.

Goal (trans A0 EO).
By reds.

Do res_simpl Hl.

Do res_exact HS y.
Do res_simpl H.

Do res_simpl HO.
Save trans_EO.

Goal (per A0 EO).
Resolve per_intro.
Exact sym_EO.
Exact trans_EO.
Save per_EO.

(* intro is a map from (PHI A0), (phi2 A0 EQ) ﬁo AQ,E0 *)

Goal (zl,z2:(PHI A0)) (GO zl1 z2)->(EO0 (intro zl) (intro 2z2)).
By reds.

Do res_simpl Hl.

Do res_simpl H.



Do res_simpl H3.
Do res _simpl H4.
Save lemmal.

Goal (per (A0->Prop) FO).
Unfold FO.

Unfold power.

Do res_simpl per_EO.

Do res_simpl per_ equiv.
Resolve per_intro.

By (hyps THEN hyps).
Resolve Hl.

Resolve H3.

Do res_simpl H.

By (hyps THEN hyps).
Do res exact H2 (y y0).
Do res_simpl H3.
Resolve H4.

Do res_exact HO x0.

Do res_simpl H.

Save per FO.

Goal (per (PHI AO0) GO).
Unfold GO.

Unfold power.

Do res_simpl per FO0.

Do res_simpl per equiv.
Resolve per_ intro.

By {(hyps THEN hyps).
Resolve H1.

Resolve H3.

Do res_simpl H.

By (hyps THEN hyps).

Do res_exact H2 (y y0).
Do res_simpl H3.
Resolve H4.

Do res_exact HO xO.

Do res_simpl H.

Save per GO.

Goal (x1,x2:A0) (E0 x1 x2)->(EO x1 (intro (teta x2))).
By (hyps THEN hyps).

Do res simpl H2.

Do res_simpl H.

Save id_intro_teta.

Goal (z1,22:(PHI AD)) (G0 zl1 22)->(GO zl (teta (intro z2))).
By (hyps THEN hyps).

Change (equiv (zl x) (22 [x:A0}(y (intro (teta x))))).

Do res_simpl H.

Do res intro HO.

Do res_simpl id intro_teta.

Save id_teta_intro.

Goal (x1,x2:A0)(E0 x1 x2)->(G0 (téta x1) (teta x2)).

By hyps.

Change {{u,v:A0) (GO (teta u) (teta v)) x1 x2).

Resolve H.

Do res_simpl per_GO.

Do res_simpl per_intro.

Do res_simpl HO.

Do res_exact Hl (teta y).

By (hyps THEN hyps) .

Change (equiv (zl [u:A0)(x (intro (teta u)))})
(z2 [u:A0)(y (intro (teta u)}))).

Do res_simpl HO.

Resolve Hl.

Do res_simpl lemmal.

By hyps.

Do res_simpl id_teta_intro.

Save lemma teta’

Definition psi : (AO->Prop)->A0 =
[u:A0->Prop) (intro (FO u)).

Definition inter : (PHI A0)->A0->Prop =
[C: (PHI AQ)]([x: AO](P AQ0->Prop) (FO P P)->(C P)->(P x).

Goal (z1,22:(PHI A0)) (GO 2zl z2)->(F0 (inter zl) (inter z2)).
By (hyps THEN hyps).
Do res_intro equiv_intro.

By hyps.

Do cut (equiv (P x) (P y)).
Do res_intro H4.

Resolve HS.

Do res_simpl H1.

Do cut (equiv (zl1l P) (z2 P)).
Do res_intro H7.

Exact (H9 H3).

Do res_simpl H.

Do res_simpl H2.



By hyps.

Do cut f{equiv (P x) (P y)).
Do res_intro H4.

Resolve H6.

Do res_simpl Hl.

Do cut (equiv (21 P). (22 P)).
Do res_intro H7.

Exact (H8 H3).

Do res_simpl H.

Do res_simpl H2.

Save lemma_inter.

{(* we follow Cantor-Russell’s paradox *)

Definition khi } A0 -> (AO->Prop) = [(x:A0] (inter (teta x)).

Section paradox.

Variable p:Prop.

Defini&ion u0: AO0->Prop = [x:A0] (khi x x)->p.
Definition x0: A0 = (psi ul).

Goal (E0 x0 x0).
Unfold x0.

Unfold x0.

Unfold psi.

Unfold psi.

Do res_simpl lemmal.
Do res_simpl per FO.
Do res_simpl equiv_intro.
Do res_exact Hl x.
Do res_exact Hl y.
Do res_exact HO.
Save lemmad.

Goal (FO0 u0 ulj.

By hyps.

Do cut (FO (khi x) (khi y)).
Do cut (equiv (khi x x) (khi y y)).
Do res_simpl HI1.

Unfold u0.

Unfold u0.

Do res_simpl equiv_intro.
Exact (H4 (H3 HS)) .

Exact (H4 (H2 HS)).

Do res_simpl HO.

Unfold khi.

Unfold khi.

Resolve lemma_inter.

Do res simpl lemma teta.
Save lemma3. -

Goal (FO u0 (khi x0)).

Unfold x0.

Unfold 'khi.

Unfold psi.

Do apply per_ FO.

Do res_simpl H.

Do res_exact H1l (inter (FO u0)).
By hyps.

Do res_simpl equiv_intro.

By hyps.

Do cut (equiv {(ul0 x} (P y}).
Do res_simpl H6.

Exact (H7 H3).

Do res_simpl H5.

Do apply lemma3.

Do cut (equiv (u0 x) (u0 y)).
Do res simpl HS5.

Resolve H7.

Do res_simpl H3.

Do res_simpl H4.

Do res_simpl lemma_inter.

Do cut (GO (FO u0) (teta {intro (F0 u0)))).
Do res_simpl H3.

Do res_simpl id_teta_intro.

Do res_simpl equiv_intro.

Do res_exact Hl x0.
Do res_exact H1 yO.
Do res_simpl HO.

Save lemma5.

Goal (equiv (u0 x0) (khi x0 x0)).
Do apply lemma5.

Resolve H.

Exact lemmad.

Save lemmab.




Goal {(u0 x0).

By hyps.

Do res simpl lemmaé6.
Exact (H1 H H).

Save lemma7.

Goal p.

Do res_simpl lemmaé.

Exact (lemma7 (H lemma7)).
Save Reynolds.
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