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Résumé

Cette monographie dérive de lmtegratlon de notes de lecture developpees par les
auteurs dans les dernieres trois années. Les sujets traités incluent: lambda-calcul
simplement typé, PCF, interprétations catégorielles, domaines d'ordres partiels
complets et algébriques, résultats d'adéquation, lambda-calcul partiel,
continuations, domaines puissance, équations aux domaines, types dépendants et
du deuxiéme ordre, sémantique du polymorphisme, stabilité et réalisabilité.
Comme support de cours nous présentons deux appendices sur la théorie de la
recursion et sur la théorie des catégories.

Abstract

This monograph derives from the integration of lecture notes developed by the
authors in the last three years. The topics considered include: simply typed
lambda-calculus, PCF, categorical interpretations, domains of algebraic complete
partial orders, adequacy results, partial lambda-calculus, continuations, domain
equations, dependent and second-order types, semantics of polymorphism,
stability, and realizability. As a course support we offer two appendices on
recursion theory and category theory.
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Preface

Denotational semantics is concerned with the mathematical meaning of .
programming languages. Programs (procedures, phrases) are to be interpreted in
categories with structure (by which we mean sets and functions to start with, and
suitable topological spaces and continuous functions to continue with).

The main goals of this branch of computer science are, in our belief:

e to provide rigorous definitions that abstract away from implementation details,
and that can serve as an implementation independent reference,

e to provide mathematical tools for proving properties of programs: as in logic,
semantic models are guides in designing sound proof rules, that can then be used
in automated proof-checkers like LCF.

Historically the first goal came first. In the sixties C. Strachey was wr1t1ng
semantic equations in Oxford without knowing if they had mathematical
solutions. D. Scott provided the mathematical framework, and advocated its use in
a formal proof system called LCF. Thus denotational semantics has from the
beginning been applied to the two goals. :

In this monograph we aim to present in an elementary and unified way the
theory of certain order-theoretic structures that have proved to be useful in the
‘modelling of various families of typed lambda calculi considered as core

. programming languages and as meta-languages for denotational semantics.

The topic is indebted to lattice theory for ideas and techniques, however the
aims are different. We look for theories that can be usefully apphed to
programming languages (and logic). Therefore a certain number of complications
arise that are not usually considered. Just to name a few: (a) If we aim to define a
model of computation we have to make sure that the transformations are in some
sense computable, hence the development of a theory of effective domains and the
connections with the theory of enumerated sets. (b) In applications it is difficult to
justify the existence of a greatest element, hence the theory is developed without
assuming the existence of arbitrary lubs, that is we will not work with complete
lattices. (c) There are several models of computation, certainly an important
distinction is the possibility of computing in parallel or in series, hence the
development of various notions of continuous, stable, and sequential morphisms. .
(d) There is a distinction between an explicitly typed program and its type-free run
time representation, hence the connection with realizability interpretations.

‘One of our main concerns will be to establish a link between mathematical
structures and syntactic problems that arise in the study of programming
languages. In our experience it is essential to insist on this part in order to
motivate computer scientists to do some mathematics and in order to interest
mathematicians in structures that are somehow unfamiliar and far away from the
traditional core of mathematics.



A description of the contents of each chapter follows. Unless stated otherwise
we do not claim any originality for the material presented here. In this respect we
mention in parenthesis.the papers which were most influential in the redaction of
each chapter, while apologizing for any omission.

Chapter 1 introduces the first basic concepts and, at the same time, gives an idea of
some fundamental research lines in domain theory and lambda calculus. Inter alia
we discuss: (i) an interpretation of the lambda calculus with a categorical flavour,
(ii) a continuation semantics, (iii) the relationship between syntactic and semantic
convergence, (iv) the relationship between continuity and calculability (Myhill-
Shepherdson theorem), (v) a topological view of domain theory. (Scott[72],
Plotkin[83]). ‘

Chapter 2 introduces the paradigms of the interpretation of lambda calculi in
categories. In particular we develop the categorical models of simply typed and type
free lambda calculus and illustrate the techniques needed to prove the soundness
and completeness of the interpretations. (Lambek&Scott[86], Scott[80]).

Chapter 3 gives a complete presentation of the problem of classifying the largest
cartesian closed categories of algebraic directed complete partial orders and
continuous maps. (Jung[88], Smyth{83]).

Chapter 4 presents an abstract formalization of the notion of computation in terms
of monads and applies this idea to three basic types of computations: partial, non-
deterministic, and with continuations. We also provide a proof of adequacy for a

call by value simply typed A-calculus. (Moggi[89], Plotkin[85]). |

Chapter 5 presents the basic apparatus for the solution of domain equations. It also
- includes more recent material on the construction of universal homogeneous
domains, and on the representation of domains by finitary projections. (Scott[72],
Smyth&Plotkin[82], Droste&Gobel[90], Scott{76], Amadio&al.[86]).

Chapter 6 introduces the problem of the categorical interpretation of typed lambda
calculi with dependent and second order types along the lines established in
chapter 2. We first develop some guidelines in a categorical framework, and then
we apply them to the specific cases of categories of complete partial orders and Scott
domains. (Girard[86], Coquand&al.[88]).

Chapter 7 presents another theory of domains based on the notion of stable map.
Stability was first introduced as an approximation of the sequential behaviour of A-
calculus. A stable map is a Scott continuous map which preserves meets of
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compatible elements. The chapter develops the theory of algebraic domains and
stable maps up to advanced constructions like the one of a retraction of all
retractions. (Berry[79], Amadio[91]).

Chapter 8 is an elementary introduction to the ideas of ‘synthetic domain theory’
via the category of partial equivalence relations (pers). We study some properties
of the category of pers up to the point where we can exhibit an interpretation of
system F (second order lambda calculus) in this category. Towards the
interpretation of recursion we introduce various reflective subcategories of pers,
and in this context we prove a generalized Myhill&Shepherdson theorem.
(Hyland[88], Rosolini[86], Freyd&al.[90], Amadio[90]).

Two appendices provide the basic material on recursion theory and category theory
(see Rogers[67] , Soare[87] for the former and Mac Lane[71], Barr&Wells[85], Asperti&Longo[91]
for the latter). For the syntactic aspects of lambda calculus we refer to Barendregt[84],
and Girard&al[89].

Most people never manage to read a scientific book from the beginning to the
end. We guess this monograph will be no exception, so let us give some advice on
how to organize your reading. The following diagram represents strong
dependencies (continuous arrows) and weak dependenc1es (dotted arrows) among
the chapters. :

‘When using the monograph in an introductory graduate course or seminar it is
perhaps a good idea to modulate the amount of domain theoretic constructions
which are presented. For instance in a course whose main emphasis is on lambda-
calculi models it is possible to skip chapters 3, 5 (but for the part on domain.
equations), 7 (but for a reference to the role of stability and sequentiality in the full
abstraction problem for PCF), and 8 (but for the mterpretatlon of system F).




This monégraph arises out of a joint effort to develop and integrate lecture notes
for graduate courses taught by the authors in the years 1991 and 1992 at ENS Paris,
ETH Ziirich, and CRIN Nancy. The first author is mainly responsible for chapters
2, 4,5, 6,7, 8 and the appendix on category theory, while the second author
developed chapters 1, 3 and the memento on recursion theory.

Nancy, Paris, Sam 5 Mars 1994



‘Notation

Pointers:

The monograph is d1v1ded in chapters and two appendlces on prerequisites in
recursion theory and category theory. Each chapter or appendix is divided into
sections. Some chapter has an appendix including more technical material. Most
important definition, theorems, and exercises are given symbolic names.

Set Theoretic:

-y, N, (U, N): union and intersections of two (a family of) sets.
- X¢ is the complement of X. ' :

- P(X) is the parts of X. Pfin(X) is the f1n1te parts of X. -

- #X is X cardinality.

Category Theoretic:
- C, D bold capital letters denote categories.
- C[a, b] is the collection of morphisms from a to b.

Domain Theoretic:
- A preorder (P,<) is a binary relation on a set that is reflexive and transitive. If the
relation is also antisymmetric then we speak of partial order (poset).
- For a subset X of P, we denote by UB(X) the set of upper bounds of X, and by -
MUB(X) the set of minimal upper bounds (mubs) of X. '
- The greatest lower bound, or glb, of a subset X ({x,y}) of P is written X (xAy).
Similarly, the least upper bound, or lub, of a subset X ({x,y}) of P is written LX (xvy).
- Two elements with a common upper bound are called compatible, and one writes
.
- A subset X of a partial order is an upper set if Vx (xe X, x<y = ye X).
- T™X denotes the smallest upper set containing X, i.e. TX2{y!| IxeX xsy}.
Symmetrically {X&{y | 3xe X y<x].
- An increasing chain (or chain for short) {xp}lne o is a sequence s.t. x;<xp,q for all n.
- If (P, <) is a pre-order and XcP then X is directed if

X#J and Vx,ye X 3ze X x<z A y<z.

Syntax:
- [U/x]V is the substltutlon of U for x in V, with the standard conventions to avoid
capturing of free variables.

Recursion Theoretic: :
- {n} and ¢, are inter-changeable notations for the n-th partial recursive function
w.r.t. some given enumeration. -



1. Directed Complete Partial Orders

Contents: 1. Assigning Mathematical Meanings to Programs, 2. Domain
Equations, 3. Directed Completeness and Algebraicity, 4. Directed Complete Partial
Orders as Topological Spaces, 5. Products and Exponentials, 6. Adequacy for PCF, 7.
Applications to Proofs.

The plan of this chapter is as follows. We give a quick introduction to
denotational semantics by means of a simple toy imperative language, and of a
paradigmatic functional programming language, called PCF, that played and still
-plays an important role in foundational studies (section 1). The interpretation of
imperative loops and of recursion operators requires fixpoints ‘of functions.
Recursion is also a key issue at the level of data types (section 2). The technical
treatment begins with the basic definitions concerning directed complete partial
orders (dcpos), complete partial orders (cpos), and algebraic (d)cpos (section 3). Basic
connections with topology are hinted at (section 4). Products and function spaces
are then analyzed. They introduce the result that the category of dcpos is cartesian
closed, as is the full subcategory of cpos, while the full subcategory of algebraic cpos
is not (section 5). We shall devote chapter 2 to a careful study of the interpretation
of simply typed lambda calculi in cartesian closed categories, and chapter 3 to the
various ways of regaining cartesian closure in presence of algebraicity. The results
of sections 3 through 5 allow us to complete the denotational semantics of the
languages of the first section. The concern in tying operational and denotational
semantics receives a precise answer in the form of an adequacy theorem for PCF
(section 6). The final section illustrates the use of domains for proving properties
of programs (section 7). .

1. Assigning Mathematical Meanings to Programs

The basic idea of denotational semantics is to associate with each program piece
P a denotation [P] which is an element of a mathematical structure (a function of
some kind). The denotation of a complex construct must be a function of -the
denotation of the simpler constructs, this feature is often called compositionality.
At the beginning our mathematical structures will be just sets. We shall
exemplify this by two languages, the first one is a toy imperative language scheme
Imp (taken from Plotkin[83], to which the presentation here is greatly indebted). The
second one is the language PCF, a typed A-calculus with recursion and arithmetic
constants, which was also introduced by Plotkin, and has since been used as a
paradigmatic language where the relations between denotational and operational
semantics can be explored.



1. DIRECTED COMPLETE PARTIAL ORDERS

An imperative language

‘We suppose that we are given two unspecified sets BExp and Act of boolean
expressmns and actions, with generic elements b, a, respectlvely The set Stat of
statements of the toy imperative language Imp is given by the following syntax:

su=a | dummy | s;s | ifb thenselses | whilebdos

Let us first leave the while loops apart. Denotational semantics is given abstractly
using an unspecified semantic domain (a set for the moment) S of states (for
example an environment assigning values to identifiers). We write T={tt,ff} for the
set of truth values. To the unspecified syntactic domains BExp and Act correspond
unspecified denotation functions [1: BExp -5 — T and and []:Act >S5 — 5 (we
use the right associativity convention for —, thus read here BExp — (S - T) ).
Finally the denotation function for statements has type Stat -5 — S and is defined
by induction on statements as the extension of the semantics of actions such that:

[dummyl] = id

ﬂSl,Szﬂ = ﬂSz]] 1[51]1 : ‘

[if b then s, else sl = condf(Ib], l[slll [s,]) where: condf(gh,k)(c) = h(o) if g(c)=tt
k(o) if g(o)=ff.

Notice the style of this definition. We could have written the semantics of the
conditional statement more simply as:.

[if b then s; else sl (6) = h(o) if [bl(c)=tt-
k(o) if [bI(c)=£f .

3

The first definition is more abstract. Instead of a function, the meaning could be an
arrow in a graph (actually a‘category, since the first and second equation specify the
need for identities and composition). Without being so abstract, we shall soon
have to turn from mere functions to continuous functions. The first definition.
directly points to the crucial verifications that will have to be performed to
guarantee that this shift can be done: e.g. continuous functions have to be closed
under composition, in order to get a continuous meaning for the sequencing of
two statements.

The language PCF

We introduce now the language PCF. It is a typed language. The basic entity, or
judgement, is ToM:a, where M is a term, a. a type, and T a typing context,
which is a list of pairs x:o. where x is a variable and a is a type. There is a syntax of
types and a syntax of terms. There are rules to derive correct judgements I'>M:a.
Not any term is such that '>M:a is provable, for some I and o. Terms given by the
syntax which follows are called raw, terms M in provable '>M:o. judgements are
called typable. The syntax of types, contexts and raw terms is as follows:

o:= num | bool | (a—0a)




1. DIRECTED COMPLETE PARTIAL ORDERS

F:=@@ | I'xa (D is often denoted just as a blank)

M= n | succ(M) | pred(M) | true | false | zero?(M) | (for ne w)
if MthenMelse M | Y ‘
x | Ax:o.M | MM

The typing rules are as follows:

I'on:num I'>true:bool I'ofalse:bool
I'>M:num - I'SM:num I'oM:num
I'osucc(M):num I'opred(M):num I'szero?(M):bool

I'>M:bool I'sN:bool I'>P:bool 'FDM:bOOI I'SN: num I'DSP:num

I'>if M then N else P: bool I'>if M then N else P: num
oxo (x2y)

Ixoox:o Iy:pox:a

I x:0oM:f I'>M: 0> I'oN:o

IoAx:o.M: o—-f I'>MN:j OY:((a—o)—o)

Remark: Here the context I' acts as a stack. According to the stated rules, we can
have several occurrences of the same variable in I". Only the last can be used.

Remark: According to the rules, pred(Q) is typable. It would require a more
sophisticated type system to reject this term at type checking.

.Again, we leave apart Y, and also pred (we do not want to enga'ge in partially
defined functions for the moment). We can interpret the rest of the language with
sets and functions. The following provisional denotations of types and terms
introduce the abstract interpretation of the simply typed lambda calculus in ccc
described in chpt. 2.

[booll = {tt,£f}, [num] = ©, lo—p] = [al—-IP] (the set of functions from [al to [BI).
A context T is interpreted as the cartesian product of the (interpretations of the)
types figuring in it. Formally

[D1=1, [T, x:al=ITIxlod
where 1 is the singleton set {*} which is terminal in the category of sets and
functions, i.e. for any set X, there is exactly one function, denoted !x (! for short)
from X to 1 (the constant *).

A judgement I'>M:o. is interpreted as a function from [I'l to [al. p ranges over

elements of [I'l. We denote a constant function, with say value a, by a.!. Thisisa
piece of category theory: elements are encoded as arrows from 1 to A, where 1 is the

10



1. DIRECTED COMPLETE PARTIAL ORDERS

terminal object, and ! is the unique arrow from [T to 1. We use bold characters to
distinguish succ in the syntax from its meaning succ as a function from o to ®.

[Mon:numl=no!

[Iotrue:booll = tto !

[I>false:booll = ff o !

[Mosucc(M):numl = succ o [[oM:num]

[M>zero?(M):booll = zero? o [I'>M:numl] :

[[oif M then N else P] = condf(IT>MIIMONLITSP])  where condf is as above

T x:0ox:al = N where ©'(p,d)=d
[T,y:Box:al = [Mox:al o 7 where n(p,d)=p
[MoAx:o.M:0—B1 = A(IT, x:0oM:I) where A(f)(p)(d)=£f(p,d)
[T5MN:BI = ev o <[[DM:a—BlII>N:al> where <f,g>(p)=(f(p),g(p))

and ev(f,a)=f(a)

We shall often feel free to write [M] in place of [F'>M:al, especially when M is
. closed, i.e. M has no free variables (then it can be typed w.r.t. the empty context ).

Giving a meaning to each expression is only part of the story. The denotational
semantics must also reflect the operational semantics, which can be specified by
means of rewriting rules . We shall see these rules in action in a while. For the
moment, we keep in mind that some rules of the form M—N will be specified.
Then the denotational semantics should be such that [M] = [NI (some authors
prefer [M] < [N], giving a dynamic flavour to denotational semantics).

Interpreting recursion ‘

Now we address the interpretation of loops or fixpoints, in the respective
~ languages. Operational intuition suggests that the two following statements have
" the same behaviour: "while b do a" and "if b then (a ; while b do a) else dummy".
Supposing that we shall still be able to interpret the rest of the language as we did
above, then f=[while b do al must satisfy

condf([b],folal,id) = f

which is a fixpoint equation. Similarly we want to interpret Y by some fixpoint
operation, in PCF. Take the following term of PCF, which is easily checked to be

typable:

add ¢ Y(Af:(num—num)—num. Ax:num.Ay:num.
if zero?(x) then y else succ(f(pred(x))(y))) -

Its meaning should be the addition function, since the term encodes the well
known definition of addition by induction in Peano arithmetic. Operational
intuition will guide us towards considering partial functions instead of total ones,
and continuity (partiality is needed anyway to interpret pred, since pred(0) is not
defined). Suppose we want to compute add 3 4, knowing only about predecessors
and successors. We write

11




1. DIRECTED COMPLETE PARTIAL ORDERS

34d= (2+4)+1 = (1+4)+1)+1 = (4+1)+1)+1 = 7

The reader should actually do this formally, and check that the following rules
may be used to obtain 7: :

YM - M(YM) (fixpoint!)

(AxM)N — M[N/x] (this is B, the basic rule of A-calculus)
succ(n) > n+l © pred(ntl) 5> n

zero?(0) — true zero?(n+1) — false

if true then M else N - M if false then M else N - N

These rules, applied in leftmost-outermost order (that is, taking the first redex
whose first symbol is first met when reading a term from left to right), specify a
deterministic evaluation strategy (there are other evaluation strategies, as we
shall see later).

To perform an addition, one expands add as much as needed, using the
fixpoint rule. We can give a mathematical counterpart to this notion of expansion.
The expression '

Af:(num—num)—num. Ax:num. Ay:num .
if zero?(x) then y else succ(f(pred(x))(y)) v
has an unproblematic meaning. Replace everywhere functions by partial functions
in the semantic equations given above, interpret pred by
[Mopred(M):numl(p) = [F>M:numli(p) - 1
where by convention 0-1 is undefined. The functional
[Af:(num—>num)—num.(Ax:num.(Ay:num.
if zero?(x) then y else succ(f(pred(x))(y)))l 2 F

takes partial functions from ® to ® into partial functions from ® to . Call L the
totally undefined function. Then the following fact is the denotational counterpart
of the computation of 3+4 above:

F4(1)(3)(4)=7
Let us check this: We can prove successively:
F(L)(X)(y)dy iff x=0, F(L)(x)(y)dx+y iff x<n.

Notice that all the F(1) are partially defined functions, and that Fn(1) extends
Fm(1), for any m<n. In fact addition is the limit of the sequence (F'(1))pcq in a
sense which will be made precise soon. Summarizing, we need fixpoints, and
operational intuition suggests us to get them by some limiting process involving
partiality, which reflects successive approximations of results during the course of
computation. Before we come to the ‘mathematical treatment, we should mention
that we may need to go beyond the notion of partial function. Consider the two
following terms:

M=Ax:num. 0, " N=Y(Af: num—num. Ax:num . succ(f(x))) .

12
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Computations of NO can only loop:
VNO—)* succ(NO) —* succ®(NO) —»* ...
but we get in one step:
M(NO) — 0 (by B) .

This corresponds to call-by-name: the argument is not evaluated before function
application. Suppose that we stay in the framework of sets and partial functions.
The meaning of NO is undefined; what about the meaning of M? We have to
capture the idea of a function returning a result even if its argument is undefined.
The formal way to do that is to add a special element to ®, called L. and to turn N 2
oU{Ll} into a partial order by setting

x<y iff x=1 orx=y.

This type of partial order is called a flat domain. Clearly flat domains are in one-
to-one correspondence with sets (morphisms are different, though, see below).

Now, instead of working with partial functions, say from ® to ®, we shall
consider the set N>N of all monotone functions from N to N (we shall often use
— without further precision: the context should determine which set of arrows we
are speaking of). Notice that f being monotone amounts in this case to:

either f(1)=L1  (then f is called. strict)
or f is constant: 3yeN Vxe N f(x)=y .

This is exactly the extension that was desired above, since there is clearly a bijection
between the set w—o of partial functions from ® to ® and the set N—; N of strict
functions from N to N (exercise). If we are interested to model call-by-value only,
then staying with partial functions is fine.

Summarizing, our semantic equations have been given in the three followmg
successive frameworks:

- sets and functions (typically, o—w)

- sets and partial functions (typically, o—w) (for the sake of fixpoints)

- partial orders with minimum and monotone functions (typically, N—>N ) (for
the sake of call-by-name).

A digression: continuation semantics

The imperative language which we have introduced lacks an essential feature
of imperative programming: goto. The effect of this construct is to break the
normal sequential flow of a program. We shall now briefly discuss the semantics
of an imperative language with gotos, following the notation introduced for our
first toy imperative language. The purpose of this exercise is to get the reader
acquainted with a more involved view of denotations for programs The language
Imp' which we consider now is:

s:=a | dummy | s;s | 1fbthenselses | gotol | Ls

13



1. DIRECTED COMPLETE PARTIAL ORDERS

where as before a, b range over predefined sets BExp and Act of boolean
expressions and actions, and L ranges over a new predefined set of labels Lab. We
call Stat' the set of statements generated by the above syntax. Notice that we have
left out "while". The reason is that "while b do s" can be recovered by:

1:(if b then (s;(goto 1)) else dummy

as we shall justify in exercise WHILE-GOTO.

The design of a semantics of this language is more involved than for the two
previous languages. We have to integrate the goto feature, which complicates the
control, or the task of determining "what to do next". The vision we had in our
first toy imperative language was that a command acted as a state transformer, and
handed its resulting state to the next command. The presence of goto creates a new
situation: in the statement s;t, s will be executed while t may possibly not, because
s may jump to a completely different area of the program. So it is not of much use
if the meaning of s produces a state which t can start with.

An appropriate way of approaching the semantics of "goto" is by 'means of
continuations (the concept was coined by C. Strachey and D. Scott). The main idea
is that, since possible jumps make the future, or the continuation of the program
quite unpredictable, we make ‘future’ a parameter of the semantics. This guides us
to the definition of the following sets:

C=5-S (C is the set of command continuations, with generic element 6) .
Env=Lab—C (Env is the set of environments with generic element p).

The semantic interpretation function for statements, which we shall write [ ]. (to
distinguish it from the functien introduced for Imp) will now have the following
type:

[ 1. : Stat 5Env—C—C.

The best way to grasp this is to start with the subset Act of Stat', for which the
function []: Act—>S—S is available. The restriction of [, to Act is defined by:

[al.p6 =6 o [al
The category-theory oriented reader should think of the hom functors

Ax.C(x,a):CoP—Set. We take the semantics of boolean expressions as for Imp, [ 1:
BExp — S — T. We are now ready to describe the extension of [al, to Stat"
[dummyl, p = id
[s1;50lcp = (511cp) o (Is2lep)
lif b then s; else sy].pBc = [s11.p60 if [blo=tt , [s;]l.p0c if [blo=ff
[goto 11.p6 = p(1)
[L:s].p® = Fix(A0'.[s].p'0) where p'=p[ls].p6'/1]
In the last equation, we have used an updating operation, p[68/1] is defined by:
p[6/1]1(1")=p(l') for I'#], and p[6/1](1)=6. Fix is an operator that takes a function as an

.14
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argument and computes its (least) fixed point (see sections 2, 3-for the mathe-
matical definition). The fourth equation makes it obvious why we had to take
environments as well as continuations as an argument of the semantic
interpretation. The following exercise should convince the reader that this
semantic setting extends satisfactorily the semantic setting for Imp.

Exercise WHILE-GOTO: Show the following:
fwhile b do alo = [L:(if b then (s;(goto 1)) else dummyl L(id)o .

2. Domam Equations
When do fixed points of monotone functions exist? An old result is the
following;:

Proposition (Fixed points a la Tarski)

Let D be a complete lattice, i.e. a partial order in which every subset has a glb
(equivalently every subset has a lub). Then any monotone map £:D—D has a least
fixed point, which is N{x | f(x)<x}.

Proof

‘Let z=N{x| f(x)<x}. For any x s.t. f{(x)<x, by definition z<x, thus by monotonicity
f(z)<f(x), thus by transitivity f(z)<x, from which we infer f(z)<z. By monotonicity
again f(f(z))<f(z), from which we infer z<f(z). Thus z is a fixed point. It is a least
fixed point since if f(z')=z', then a fortiori f(z')<z'. 0

Exercise TARSKI-FP: Show by a simple adaptation of the argument of proposition
Fixed points & la Tarski that the proposition can be strengthened: the set of fixed
points of D is a complete lattice (this is the actual Tarski f1xed point theorem).

Exercise SCHRCDER—BERNSTEIN: Let X, Y be sets. Show that if X—Y and g:Y—>X
are injections, then there exists a bijection h:X—-Y.

This proposition may give the impression that we could stay with monotone
functions. But we are forced one step further - to continuity, for a number of
reasons:

(1) Tarski's least fixed point gives no handle on how the least f1xed point can
actually be effectively computed.

(2) It requires a complete lattice, thus in particular a maximum element T. Authors
differ in the appreciation of how much an inconvenient this is. A lot of
denotational semantics (e.g. Scott[72], Scott[76]) was done in a framework of complete'
lattices. Exercise ANTITOP gives reasons against T.

(3) An important motivation for continuity is a theorem of recursion theory, due
to Rice and Shapiro, which asserts that "computable implies continuous”, in a
sense which is made precise in the next section.

15




1. DIRECTED COMPLETE PARTIAL ORDERS

(4) We do not only have to give meaning to recursive definitions of programs, but -
also to recursive definitions of domains. We cannot solve these equations in the
category Set of sets and functions, for reasons of cardinality.

Proposition (Cantor’s diagonalization)

For any set D with more than one element, there is no surjection from D onto
D-D. |
Proof

Suppose there is one, call it ¢. Then by the axiom of choice, we can build f:D—D
s.t. f(d)#dq(d) (where like in recursive function theory we write ¢4 for ¢(d)).
Suppose there is an e s.t. f=¢,. Then in particular f(e)=¢¢(e), contradicting the
specification of f. Note: the same result holds in the category Pord of partial orders
and monotone functions, but it is harder to prove (see Dilworth&Gleason[62]). [

Dynamic binding
The semantics of the following basic declarative language based on dynamic
binding will provide an illustration of the use of domain equations in semantics.

M:=n| x | letxbedyn M in M.
The intended value of
let x bedyn 3 in (let y bedyn x) in let x bedyn 5 in 'y

is 5, in contrast with the A-calculus discipline, which is static (the corresponding A-
term is (Ax.(Ay.(Ax.y)5)x)3 which evaluates to 3).

- The operational semantics can be described via rewrlte rules on pairs (M,0),
written M[o], until eventually a constant n is reached. M ranges over terms, ¢
ranges over syntactic environments consisting of a finite set of pairs (M/x); all the
x's are distinct. We set 6(x)=M if M/x belongs to 6, and 6(x)=x otherwise. We
denote by o[N/x] the environment 7 s.t. 7(y)=0(y) for any y2x, and 1(x)=N. The
. rules are as follows:

n[fc] - n,
x[o] — o(x)[o],
(let x bedyn M in N)[c] — N[O‘[M/ x]] .

A denotational semantics of this language can be given with the help of a semantic
domain Env for environments satisfying the equation Env = Ide —» (Env — N),
where Ide is a domain of identifiers (the set of identifiers, with a 1 added, like in N,
to cope with continuity). The meaning [MI] of a term M is given as a mappmg
from Env to N.

Inl(p) =

IxI(p) = p(X)(p) ,
[let x bedyn M in Nl(p) = [NI(p[IMI]/x]) .

These semantic equations look "the same" as the rules defining the operational
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semantics. It is however a non-trivial problem to show the following so-called

adequacy property of the denotational semantics with respect to the operational
semantics: : '

If M is a closed térm, then M[] »* n iff IMI(L) =

where M[ ] is the pair of a term M and of the empty syntactic environment. We
discuss this in more detail, following Mulmuley[87]. We first need to formulate
adequacy for any term. We define a second semantic mapping from syntactic
environments to semantic environments in the following way:

[ol (x) 2 [o(x)] .
The general adequacy result that we want to prove is:
(M[o] »*n & [MI(lol ) =n), for any M,c.

The = direction is rather easy, by induction on the length of the derivation of M[c]
ton:

- n[c]. We have [[n]](lIc]] )=n by the first semantic equation.
- x[c]: We have by induction [o(x)I(Iol)=n, and [xl(lc])= IIG(x)Il(IIO‘]]) by the second
semantic equation and the definition of [c]. ,

- (let x bedyn M in N)[c]: We have by induction [N](Is{M/x]l)=n, and [let x bedyn M
in NI([o]) = INI(Iol[IMI/x]) = INI(Ic[M/x]I) by the second semantic equation and
the definition of [o]. .

We show how to prove the converse, if we can prove the existence of the two
following mutually recursively defined predicates ©c(Env—N)xExp (Exp is the set
of expressions of our language) and TIcEnvx(Ide—Exp): ' '

02 {(dM)| V(p,0)eIl d(p)=L or M[c]—>*n and n=d(p)}
IT2 {(p,o) | VI(p(),0(I))c B}

We prove (IM],M)e © by induction on the size of M.

- n: We have always [nl(p)=n, and n[c]—n, for any p,0, by the first semantic
equation and the first rule.
- x: We have [xl(p) = p(x)(p) and x[c]— o(x)[c]. Since (p,0)elIl, we have (p(x),0(x))e©.
Then by definition of ©, if p(x)(p)#L, then

(P(¥),6(x))€®, (p,o)ell = o(x)[c]->*p(x)(p) , i-e. x[c]>*Ix](p). |
- let x bedyn M in N: We have [let x bedyn M in NI(p) = INI(p[IM]/x]) and (let x
‘bedyn M in N)[o] - N[o[M/x]]. Since by induction (IMI,M)e®, then
(p[IM1/x],6[M/x])e Il by definition of I1. We now exploit (IN],N)e ©, which we also
know by induction. If [NI(p[IMI/x])#L, then

(INI,N)e ©, (p[IM1/x],6[M/x])e IT = N[c[M/x]]-*INKp[IMI/x]),
that is: (let x bedyn M in N)[c]—*[let x bedyn M in NI(p). O

‘We shall explain in chapter 5 how to solve recursive domain equations, and to
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show that the domain Env is well-defined. We shall consider, and prove |
completely another adequacy statement in section 6 and chapter 4.

Exercise ANTITOP: There are two possible extensions of cond to {L,ttff,T}:
cond(T,x,y) =xvy, cond(T,xy)=T.

Show that each. forces to distinguish statements which are. operationally
equivalent (i.e. which both terminate with the same value or both do not
terminate). Specifically, show that the first extension distinguishes

if b then (if b then ey else e;) else (if b then e; else e3) from
(if b then ej else e3) ,

while the second extension distinguishes

if by then (if by then egelse e;) else (if b then e; else e3) from
if by then (if by then eg else e)) else (if by then e; else e3). a

3. Directed Completeness and Algebraicity

We have already considered sets / functions, sets / partial functions; partial
orders / monotone functions. Each of those frameworks form a category. We have
motivated continuity in the last sections. Here are the relevant definitions for a
simple category of continuous functions. We advise the reader unfamiliar with
the vocabulary of category theory to refer when needed to the appendix on
categories.

We recall that a subset X of a partial order D is directed if X#0 and Vx, yeX.
JzeX.(x £z A y < z). Non-decreasing sequérices form directed sets. A bounded set
is not necessarily directed (exercise).

Definition (Dcpo)

The category Dcpo of directed complete partial orders and continuous maps
has: (i) as objects posets that are directed complete, i.e. s.t. every directed set has a
lub. (ii) as morphisms monotone maps that preserve the lubs of directed sets, i.e.

A directed = f(UA) = Uy Af(x).
If a dcpo has a minimum element, we call it a complete partial order, or cpo.
Intuitively, directed sets are those sets for which a notion of convergence makes
sense.

Exercise: (1) A monotone function maps directed sets to directed sets. (2) Dcpo is
indeed a category, and has Cpo as a full subcategory (whose objects are the cpos). (3)
Show that the identity functions are continuous, and that the composition of two
continuous functions is continuous.
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The principal interest of the notion of cpo (or of w-cpo, see exercise ®-CPO) is that it
allows for an "effective” fixpoint construction (substance for effectivity may be
found in exercise KL-FIXP)

Proposition (Fixpoints a la Kleene)

Let D be a cpo, and f be a continuous endofunctlon of D. U of™(1) is a fixpoint of
f and is the least preflxpomt of f, where x prefixpoint means f(x)<x.
Proof :
From L1<f(L), we get by monotonicity that 1=fO(L), f(1)=f1(L) ,..., fn(1), ... is an
increasing chain, thus is directed. By continuity of f, we have

f(Une of*(L))=Une mfn+1(l)=une mfn(-j-)
since fO(1)SU,cof"*1(L). Suppose f(x)<x. We show by induction:Vn fn(L)<x. The

basis is clear by minimality of L. Suppose fi(L)<x: by monotonicity fa+1(1)<f(x);
conclude by transitivity. [

Remark: A fortiori U, ,f?(1) is the least fixpoint of f. Notice that the Tarski and
Kleene fixpoint theorems do not imply each other: there are monotone and non
continuous functions between complete lattices, and there are cpos which are not

complete lattices. |

We shall see later that the fixpoint functional is continuous (see exercise CONT-
FIXP). Next we concentrate on certain special elements of a dcpo, which we call
compact.

Definition (Compact Elements)
Given a dcpo D and deD we say that d is compact (or isolated) if for each -
directed A:
d<UA = 3IxeA (d=x).
We denote with D, the collection of compact elements of D.

Exercise: The lub’of two compact elements, if any, is compact.

Exercise BICOMPLETE: A partial order (D,<) is bicomplete if both D and DoP=(D,>)
are directed complete. Let D be a bicomplete dcpo, and A be an arbitrary subset of A.
Show that A has a complete set of minimal upper bounds, i.e. for any upper bound
z of A, there exists a minimal element in lz N UB(A).

In order to recover a reasonable notion of computability, we will require that each
element can be seen as the lub of a directed collection of compacts. In particular, if
this collection is countable, there will be a way to connect classical recursion theory
to computability over these abstract structures.

19



1. DIRECTED COMPLETE PARTIAL ORDERS

Definition (Algebraic Dcpo)

A dcpo D is algebraic if for all d in D the set {d'eD,| d'sd} is d1rected and d =
U{d'eDy | d'sd}. Moreover it is an w-algebraic dcpo if it is algebraic and D, is
dehumerable. We denote by Adcpo (®w-Adcpo) the full subcategory of Dcpo
consisting of algebraic (- algebraic) dcpos. We also write Acpo = Cpo N Adcpo, ®-
Acpo = Cpo N w-Adcpo.

Exercise ALG-JA: The following is a small variant of the definition of an algebraic
dcpo. Show that a dcpo D is algebraic iff each element x is the lub of a directed set
A, of compact elements. Show moreover that if an assignment of such a A, is
given for any x, then U{A, | xe D}=D,,.

Exercise: ®-CPO. There is an alternative, more "elementary" presentation of ®-
algebraic dcpos. Call w-dcpo a partial order such that each (denumerable) increasing
sequence has a lub. Show that a partial order is an w-algebraic dcpo iff it is an ©-
dcpo in which any element is the lub of a non decreasing sequence of compact
elements.

Algebraic dcpos are determined by the partial order on their subset of compact
elements. We describe now a construction which associates with any (pre)order
an algebraic cpo. The idea is the following: a (pre)ordered set P can be seen as a
collection of partially ordered data. Computations over these data are nothing but
directed sets. Actually a directed set is a representative for a computation, as we
incline to see two cofinall directed sets as defining the same computation. If we
add a condition of downward closure, we get a canonical representative of each
computation, and we arrive at the notion of ideal.

Definition (Ideal)
Given a preorder (P, <), an ideal I is a directed, downward closed subset of P, ie:
D #IcP,Vxel (IxcI), Vx, yel Jzel. (x, y < 2).
We denote with Ide(P) the collection of ideals over P ordered by set—theoretlc'
inclusion. We say that an ideal I is principal if 3xeP. (Ix = I).

Proposition (Ideal completion)

(1) If P is a pre-order, then Ide(P) is an algebraic dcpo whose compact elements
are exactly the principal ideals. ‘

(2) Vice versa if D is an algebraic dcpo D, then D and Ide(D,) are isomorphic in
Dcpo.
Proof _

(1) Let A be a directed set of ideals. Define UA as the set-theoretic union of the
ideals in A. It is easily checked that this is an ideal, thus it is the lub of A in Ide(P).
Next we show that {{x! Ixcl} is directed. Indeed, if {xclI and J,ygI, then by

1X and Y are called cofinal if Vxe X JyeY x<y, and VyeY dxe X y<x.
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directedness of I, zel for some upper bound of x,y. By downward closure of I, lzcl,
thus (x| Ixcl} is directed. Obviously I=U{{x| I{xcl}. To check that the compact
elements are the principal ideals, it is enough, by exercise ALG-34, to check that
principal ideals are compact, which is obvious.

(2) The inverse maps are x — {d | d<x}, I~ UL O

Proposition (Ideal completion as free construction)

Ideal completion is left adjoint to the forgetful functor U:Dcpo—P.
Proof _ :

Take a monotone f:X—D. The unique continuous extension of g to Ide(X) is
defined by g(Ix)=f(x) (extension means: g o C = f, where c:X—Ide(X) is the map
defined by c(x)={x.

The topologically oriented reader may look at exercise IDE-POINTS for an
alternative view of ideal completion. Algebraicity allows us to present the notion
of continuous function more constructively.

Proposition &-8 (&-0 continuity)

"If D and E are algebraic, then £D—E is continuous iff it is monotone, and for
each ecE,, xe D s.t. e<f(x), there exists d<x s.t. de D, and e<f(d). \
Proof ‘ ‘ ' .

Suppose f is €-8 continuous. Let A be directed. We have to show f(UA)<Uf(A). Itis
enough to show that for any compact e<f(UA), there exists 6 A s.t. e<f(3). Indeed, by
g-8 continuity there exists d<UA s.t. deDj and e<f(d). Now notice that by
compactness of d, d<d for some 3¢ A. Conversely, if f is continuous and e<f(x), take
a directed AcD,, s.t. x=UA. Then by continuity we can rephrase e<f(x) as e<Uf(A), and
by compactness of e we get d s.t. de A, thus d<x, and e<f(d). ]

Exercise <>-¢-8: Prove that under the same assumptions, f is continuous iff
e<f(x) & 3de D,,.(d<x A e<f(d)).

Corollary

Under the assumptions of proposiﬁon -3, {(d,e)e D ¥E,| e<f(d)} determines
entirely f.
Proof

f(x)=Ufe ! e<f(x)}=U{el 3d.(d<x A e<f(d))}. O

This gives us a handle to define a notion of effecﬁvely continuous function.
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‘Definition (Effective- continuity)? :

If D and E are w-algebraic, and if two surjective enumerations {d,}ne o {€nlne o Of
the compact elements of D and E are given, then f: D—E is called effectively
continuous iff it is continuous and the set {(m,n)le,<f(dy)} is recursively
enumerable.

" In the rest of the chapter, we shall not always need algebraicity. We shall explicitly
point out when we need it. We provide some examples of dcpos.

(1) Finite partial orders are directed complete. More generally, partial orders
which have no infinite ascending chains are directed complete. This follows from
the following

Fact FAM :

Let D be a-partial order which has no infinite ascending chain. Then

- any directed subset A of D has a maximum,

- any monotone function from D to a dcpo D' is continuous.
Proof

Let A be a directed set, and take ac A. If a is not maximum, take be A s.t. —~(b<a).
By directedness, there exists an a;> a,b in A. Hence a;> a. One may construct this
way an increasing chain which must eventually stop with a maximum. Let f:D—D'
be monotone. Let A be directed in D and 8 be its maximum. Then f(UA)=£(8) is the
maximum of f(A). g »

In particular flat partial orders are cpos. Besides N, other often used flat domains
areO2 {1, T}and T 2 {L,tt £f} .

(2) Partial functions provide our next example. Let X—Y be the set of partial
functions from X to Y, where X and Y are sets. We define

f<g < Vxy ({(x)y) = (gxy).
In other words f<g iff the graph of f is included in the graph of g.

Exercise PARTIAL-CPO: Show that X—Y is a cpo. If X and Y are countable sets,
show that X—Y is w-algebraic, and that its compact elements are the functions
which have a finite domain (we call these functions finite).

(3) Our next example is very close to w—w. But we take only those partial
functions whose domain of definition is of the form {0,...,n-1} for some n, or the
whole of ® The order is the order inherited from w—®. This domain can be
alternatively described as the union w*Uw> of the sets o* of finite and @™ of
infinite sequences of natural numbers, ordered by the prefix ordering.

2Effectively continuous functions are more often called computable continuous functions. Our
terminology allows for a less confusing formulation of Myhill-Shepherdson's theorem.

22



1. DIRECTED COMPLETE PARTIAL ORDERS

Exercise: Show that o* U™ is an @-algebraic cpo, and that its set of non compact

elements is ®—® (in Set) (this is known as Baire space). Similarly, one defines the
w-algebraic cpo C of finite or infinite sequences of 0 or 1s. Its set of non compact

elements is the Cantor space ®—{0,1} (in Set). For yet another example observe that

the powerset of natural numbers, Po, with set-theoretic containment, is an ®-
“algebraic cpo. '

(4) An important instance of the ideal completior{ construction arises with
syntax. Consider a signature X consisting of symbols f with an associated arity
n=arity(f). Suppose that there is a distinguished symbol Q of arity 0. Define the
following simple theory, establishing judgements —s<t, where s, t are terms over
‘this signature. It is easy to see that {(s,t) | —sst is provable} is a partial order.

—Q<t

81ty , ..., H8pSty

—f(s1, ..., 8p) Sft1, oo, o)
Exercise: Show that the ideal completion of the set of terms is isomorphic to the set
of finite and infinite terms, where infinite terms are defined as partial maps S
from ©* to X satisfying the following property: S(un)! = S(u)df where n<arity(f).

(5) The following is the miriimal example of a non algebraic cpo:

A digression: Computablllty and contlnulty

We shall concentrate for a moment on ®—®, and give a recursmn-theoretlc
characterization of the set (0—0)—4¢(0—0) of effectively continuous functions
from ®—o to ®—®. The reader unfamiliar with recursion theory should skip this
at first reading. We recall the Rice-Shapiro theorem (we include a proof of this
theorem for convenience in the memento on Recursivity). (¢p)nee is an
enumeration of the set PR partial recursive functions. Notice the following
_ inclusions: (m—0), € PR ¢ o—, where (0—w), consists of the functions which
have a finite domain (cf. exercise PARTIAL-CPO).

Theorem RICE-SHAPIRO

Suppose that A is a set of partial recursive functions s.t. {nl ¢ €A} is r.e. Then,
for any partial recursive f: fe A iff there exists a finite function 6cf s.t. 9 A.
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Note in particular that A is upward closed. The following theorem makes the
motto "computable implies continuous” precise (notice that Rice-Shapiro is
already about continuity: "there is a finite function s.t. ...").

Theorem MYHILL-SHEPHERDSON

Suppose that f is a total recursive function which is extensional, i.e. Of(m)= dt(n)
whenever ¢,= ¢,. Then there is a unique continuous function F:(0—0)—(0—)
"extending" f, i.e. s.t. F(¢p)=0¢(n) for all n. Moreover F is effectively continuous.
Conversely, any effectively continuous function F:(@—®)—(®—®) maps partial
recursive functions to partial recursive functions, and there is a total (extensional)
recursive function f s.t. F(¢,)=0¢(n) for all n. |
Proof

The first part is proved with the help of Rice-Shapiro. Define F, PR—)PR by

Fo(¢n)=0f(n)- The key property of F,, is:
™ Fo(f)(m)in iff FO(G)(m)ln for some finite 6cf.

We get this by Rice-Shapiro, taking A={fe PRI F, (f)(m)dn} (mn f1xed) a procedure
in p which terminates when ¢,€ A is given by

computing f(p)

then computing ¢f(p)(m) and checking ¢f(P)(m)=n‘.
Since F has to extend F,, it extends a fortiori the restriction of F to finite functions,
thus there is no choice for the definition of F but:

F(f)(m){n iff Fo(8)(m)In for some finite Of.

(Hereafter 6 always ranges over finite functions.) We show that F is well defined.
- Suppose that F(8)(m){n and Fy(6')(m){n' for some finite 6,6'cf . By directedness
~there is a finite 8" s.t. 6,6'c8" ¢ f. But, applying (*), one has then F,(6")(m)n and
Fo(0")(m){n', which forces n=n'".

F extends F, by definition. It is also continuous by definition (cf. exercise <«»-¢-
3). We show finally that F is effectively continuous. A procedure in (encodings of)
0, 6' which terminates when 6'cF(6)=F,(0) is obtained as a sequence of procedures
in 6 which terminate when F (9)(m)~Ln for some fixed m,n. Such procedures can
be obtained by prefixing to the procedure considered above a (total) procedure
taking 0 to an index p s.t. 6=¢p,.

Conversely, let F be effectively continuous. We shall build f as in the statement
by a simple application of the s-m-n theorem: it is enough to show that F(¢p)(m) is
partial recursive in k,m. By a well known characterization of partial recursive
functions, this amounts to prove that F(q) )(m)dn is r. e. in p,m,n. What we know
from the effectivity of the continuity of F is that the predlcate F(8)(m){n is r.e. in
8,m,n. Thus we can propose the following procedure (in dovetailing), given p, m
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and n:

try in parallel the successive 8 s, checking whether Ggpp and F(8)(m){n,
. and stop when one such 6 has been found.

Continuity guarantees that the procedure will succeed if F(¢p)(m)ln. a

Exercise KL-FIXP: Let F be as in the statement of Myhill-Shepherdson's theorem.
Show that the least fixed point of F is in PR.

4. Directed Complete Partial Orders as Topological Spaces

With any partial order (X,<) is associated a topology, called Alexandrov
topology, whose open sets are the upward closed subsets of X. It has as basis the sets
Tx, where x ranges over X. Conversely, with every topological space (X,QX), one
may associate a preorder, called specialization preorder, defined by

xSy & YUe QX (xe U= yel)

A T topology is by definition a topology s.t. 1ts associated preorder is a partlall
‘order, i.e. if x#y, then either there exists an open U s.t. xeU and yg¢U, or there
exists an open U s.t. yeU and xeU. Classical topology considers from the
beginning a much stronger separation axiom, known as T, or Hausdorff: if xzy,
then there exist disjoint opens U and V s.t. xeU and yeV. The topological spaces
arising from dcpos are not Hausdorff (nor are the sober spaces which lead to
pointless topology, see Johnstone[82]). They are not even Ty, where Tj is the following
intermediate property: if xy, then there exists an open U s.t. xeU and ygU.

There is a To topology associated with any dcpo, which is such that
- its specialization order is the dcpo order -
- the continuity as defined above order-theoretically coincides with the topologlcal
contmulty

The definition of this topology can be arrived at in the following way.
Remember that the opens of a topological space X are in one-to-one
correspondence with the continuous maps X—{L,T} where the only non trivial
open set of {L,T}is {T}. The specialization order for this topology yields the cpo O.
So the open sets of a dcpo D must be the sets of the form f1(T), for f continuous
from D to O, in the order-theoretical sense. This should help the reader to find the
following definition natural: '
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Definition (Scott topology)
Given a dcpo (D, <) let Aetg(D) iff AcD and
(i) xcA and x<y = yeA _
(i) A directed and UAc A = JxeA.(xeA).
The collection t5(D) is a topology, called Scott topology.

Exercises (1) U,-OPEN: Show that U, 2 {ye D] —(y<x)} is open.
(2) SCOTT-TOP: Check that t5(D) is a topology.
(3) NOT-T2: Scott topology is not T, unless it is trivial, i.e. x<y iff x=y.

Now we check that our goals are met.

Fact (Specializationo Scott topology = identity)

The specialization order on (D,1g) is (D, <). In particular, g is Tp.
Proof

Call <' the specialization order. It is obvious from the definition of Scott
topology that < ¢ <'. Conversely, let x<'y and suppose —(x<y), i.e. X Uy. Then by
definition of <' ye Uy, contradicting reflexivity. [l
Fact (Morphisms as Continuous Maps)

Let D, E be dcpos. The continuous maps, in the topological sense from (D,s) to
(E,7g) are exactly the morphisms in Cpo. :
Proof | \ ,

Let f be 1g-continuous. Monotonicity of f follows from fact Specializationo
Scott topology = identity (a continuous function is always monotone w.r.t. the
specialization order). Suppose —(f(UA)<Uf(A)), i.e. UAe f-l(UUf(A)). Thus f(8)e Upga)
for some d€ A, since f'l(UUf(A)) is open. But this contradicts f(8)<Uf(A). The converse
is easy and left to the reader. [

€

For an algebraic dcpo, Scott topology has a simple basis.

Fact (Basis of Scott topology)

If D is algebraic, then the sets Td, d compact, form a basis of g.
Proof :
Td is an open, by definition of compactness. We have to show that if
TdNTd'#@, then Td"cTdNTd), for some d". Let xe TdNTd'. Then we find d" by
directedness of {eeD, | e<x}. We also have to show that if U is open and xe U, then
xe TdcU for some d: this is clear by definition of opens and algebraicity. (]

- Remark: For any dcpo D and xe D, Tx is Scott-open iff x is compact.

The following exercise gi'ves a topological justification to the ideal completion. We
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have just recalled that opens are morphisms into O. Suppose that we are interested
in the dual exercise: we have an abstract topology, i.e. a set of "opens" which is a
frame A, i.e. a partial order with arbitrary joins and finite meets distributing over
them (the set of opens of a topological space, ordered by inclusion, is a frame).
Dually to the way of obtaining opens out of points, a way to recover points from
these opens is to take the frame morphisms from A to O (i.e. those which preserve
the frame structure), where O is considered as a frame. With this background, the
following exercise should appear natural. The construction which takes a -
topological space to its frame of opens, then to the set of points of this frame, is
called soberification.

Exercises (1) IDE-POINTS: Let (X,<) be a partial order. Show that ideals of X are in
one-to-one correspondence with the points of the Alexandrov topology over X, ie.
the frame homomorphisms from QX to O. ‘
(2) ACPO-SOB: Show that algebraic dcpos are sober, i.e. they are homeomorphic to
their soberification (homeomorphisms are isomorphisms in the category of
topological spaces and continuous functions).

(3) Show that the topology induced on w—® by the Scott topology (on either @—o
or ©*Uw™) is the infinite product of the discrete topologies on the copies of {0,1}
(the discrete topology on a set X is P(X)).

(4) The set of maximal elements of an algebraic dcpo, equlpped with the topology
induced by Scott topology, has a clopen base (i.e. a base of sets which are both open
and closed).

5. Products and Exponentials

In this section we describe the construction of products and exponentials in the
category Dcpo. The immediate fall-out of these constructions is that the category is
cartesian closed, however we will delay the precise technical meaning of this
statement to chapter 2.

We first define products. Let D, E be two dcpos. The product DXE of D and E in
the category of sets becomes a product in the category of dcpos, when endowed
. with the following componentwise order:

(X Y)S(Xy) ©a xsx' and y<y' .

Fact (Cpo of pairs)

If D, E are dcpos, then DXE ordered as above is a dcpo.
Proof

If A is directed in DxE, define Ap = {x| Jy (x,y)eA}, and symmetncally Ag. Then
(UAp,UAE) is the lub of A. [

Exercise x- CAT-CPQO: This exercise contains the basic ingredients needed to check
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that DxE is actually a product of D and E in the category of dcpos. Show:
- The projections wand n' defined respectively by n(x,y)=x, ®'(x,y)=y are continuous
- Given f:D—E and g:D—E', <f,g> defined by <f,g>(x)=(f(x),g(x)) is continuous.

Exercise x-CPO-TOP: If the dcpos are algebraic, the product in Dcpo coincides with
the product in Top, the category of topological spaces. Let D, E be dcpos, and let 15,7
be the Scott topology, the product topology on DXxE, respectively (a basis of 7 is
{UxVI U,V open}). Show 1ctg. Show that if D, E are algebraic, then 1=1g. Can you
find a situation where 1#tg (see exercise 1.3.12 in Barendregt[84]) ?

In topology it is not true in general that a function of several arguments is
continuous as soon as it is continuous in each argument. This is true for dcpos.

Proposition (Continuity in each argument is enough) \

Let D, D' and E be dcpos. f:DxD'—E is continuous iff for all xeD the functions
fx:D'—E, and for all yeD' the functions fy:D'—>E, defined by fx(y)=f(x,y) and
fy(x)=f(x,y), respectively, are continuous.

Proof

Let £:DXD'—E be continuous, and A be a directed subset of D'. Then (x,A)2{(x,d) |
de A} is a directed subset of DxD'. Thus f,(UA) = f(U(x,A)) = Uf(x,A) = Ufy(A). Suppose
conversely that f is continuous in each argument separately. Let A be directed in
DxD'. Let Ap and Ap' be as in the proof of Fact Cpo of pairs. Then f(UA) =
f(UAp,UAD') = Uf(Ap,UAR') = U{UE(8,Ap+) | deAp} = Uf(Ap,Ap). It remains to show
Uf(Ap,Ap)=Uf(A). One side is obvious since AcApxAp. Conversely, one uses
directedness of A to check that each element of (Ap,Ap) has an.upper bound in A.[J

Next we consider function spaces.

Fact (Dcpo of functzons)

Let D, E be dcpos. The set D—E of continuots functions from D to E, endowed
with the pointwise ordering defined by f<f &, Vx f(x)<f(x’), is a dcpo.
Proof

Let Abe a dlrected set of functions. Define f(x)=U(A(x)). Let A' be a directed subset
of D. Then

F(LA)=U(AUA))=UUg(A) | ge A)=U(A(A))=L{L(A()) | 8'e A'}=LI(A). O

Exercise: —- CAT-CPO: As for products, we collect the basic ingredients needed to
show that D—E is a categorical exponential in this exercise. Show:

- The evaluation ev defined by ev (x,y) = x(y) is continuous.

- Given f:DxD'—>E show that A(f):D—(D'—>E) defined by AE)(x)(y)=f(xy) is well-
defined and continuous.
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Going back to fixpoints, we have the following continuity and uniformity results:

Exercise CONT-FIXP: Show that Fix:(D—D)—D defined by Fix(f)=lc of (L) is
continuous.

This property is important, since it allows to take parameterized fixed points (see
Proposition Simultaneous versus Parameterized fixpoints in section 7).

Exercise UNIF-FIXP: A class of continuous functionals Fp:(D—D)—D, ranging over
all cpos D, is called a fixpoint operator if Fp(f) is a fixpoint of f, for any D and
f:D—D. It is called moreover uniform if for every commuting diagram

D____ o D

h i i h
E ® E
A —
where h is strict, h(Fp(f))=Fp(g). Show that Fix is the unique uniform fixpoint
operator.

_ The reader may wonder why the structure of cartesian closed category is in order.
The reason is that the equations satisfied by cartesian closed categories are used to
validate the B-(and m-)rule. This is made precise in the following exercise, which
we strongly advise the reader to work out in detail.

Exercise VALIDB : Show that, for simply typed A-terms, @f M—)BN and '>M:q, then
[I'>M:o] = [M'oN:al where the semantics is defined as in section 1 (the equations in
section 1 make sense in any ccc).

What is the situation of algebraic dcpos? Unfortunately, if D, E are algebraic,
D—E may not be algebraie (see exercise 0...NONALG). We will see that exponents
in Adcpo and Acpo, if any, must be the exponents in Dcpo. Thus Adcpo and Acpo
are not cartesian closed.

The story seems to begin quite well, though, at least in Cpo, with the following
fact, which shows how compact elements can be naturally constructed in
exponents out of compact elements of the comporients: '

Fact (Step functions) '
Let D, E be cpos, deD and ecE,. Then the step functzon d—e defined by ‘ ‘

(d—e)(x) =e if x>d, L otherwise o

is compact. If D and E are algebraic, then f=ll{d—e | d—e<f} for any f.
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Proof ,
If d—e < UA, then in particular e=(d—e)(d) < U{f(d) | feA}. Since e is compact, we
- get e<f(d) for some f, i.e. d—e < f. For the second part of the statement, g being an
upper bound of {d—e | d—e<f} amounts to e<f(d) = e<g(d), thus f<g. O

The trouble is that {g| g<f and g compact} need not be directed (see exercise
0...NONALG). It becomes directed if some further axiom is'added, as we suggest
now. Suppose that d—esf, d'—e'<f: if dTd', then also eTe'. Now, suppose we
impose the following axiom:

xTy = xvy exists, for any x and y .

A cpo éatisfying this condition is called bounded complete. Bounded complete
and algebraic cpos are often called Scott domains.

Exercise FIN-CONS: Show that an algebraic cpd is bounded complete iff dTd' =
dvd' exists, for any compact d and d'.

Suppose that E is bounded complete; then define, for d—e and d'—e' as above,

h(x) 2 eve'if d<xand d'sx
e if d<x and —(d'<x)
e' if =(d<x) and d'sx
1 otherwise .

Exercise: Show that h is the lub of d—e and d'—e'.

Since finite lubs of compacts are compacts, we get at the same time that D—E is
algebraic and bounded complete. In other words:

Fact (exponential in Scott-domains)

If D and E are Scott domains then D—E is a Scott domain.
Proof _

Call A the set of lubs of finite consistent sets of step functions (which always
exist by a straightforward extension of the above construction of h). Then f=ll{d—e |
d—e<f} implies f=ll{ge Al g<f}, which shows that D—E is algebraic, since {ge Al g<f}
is directed by definition. Moreover any compact is in A, by exercise ALG-3A.
Bounded completeness for finite elements is obvious by definition of A. O

But there are larger cartesian closed full subcategories of algebraic dcpos and
algebraic cpos, as we shall see in chapter 3.

Exercise 0...NONALG .
Show that the following poset D is w-algebraic, but D—D is not algebraic.
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6. Adequacy for PCF _

" We have now all the ingredients to come back to the languages introduced in
“section 1 and complete their denotational semantics. First let us consider the
imperative language. We replace everywhere the set S of states by its flat domain
extension S 1=Su{l}, and the set T 2 {tt,ff} by its extension T £ {L,tt,ff}. We modify
the meaning of condf as follows: '

condf(g;h k)(c) = h(o)if g(o)=tt, k(o)if g(o)=ff, Lif g(o)=L.
And we add the semantic interpretation of the while loop:
[while b do sl = Fix(F), where F(f):condf([[b]],follsl],ld).

In order to show that this semantics is well-defined one has to show, by induction
on the size of phrases, that [s]:5,—5 is continuous, for any s (exercise). Of course
one now assumes that the predefined meanings of actions and boolean expressions
are continuous.

We now turn to the interpretation of PCF. The core A-calculus kernel of PCF
can be interpreted in any cartesian closed category. We take here the category Cpo.
We need to fix the interpretation of basic types and of the constants. Here is the
interpretation of types and constants which supersedes (and extends) the
. provisional one given in section 1: ‘

-booll = T, Inuml=N, [o—pl=lal—IB] (the set of continuous functions)
= succ is the strict successor function (cf. section 1), and similarly for zero?,
- [predl is the strict and partial predecessor function

- condf is as specified earlier in this section , '

-[YI=Fix (for each type (a—a)—a of Y, we consider Fix:(loal-lal)—lal).

The validation of the rules other than B of PCF is a Straightforward exercise. Thus
- we have

31



1. DIRECTED COMPLETE PARTIAL ORDERS

Proposition (Soundness of the continuous model of PCF)
If M,N are PCF raw terms, if [I'>M:al and M—N, then N is also typable and
[MoM:al = [IF'oN:al .

We have actually concentrated the statement of two properties in this proposition.
One is soundness, the other is known as subject reduction: if M has type a and M
reduces N, then N has also type o. ’ '

What about a ‘completeness’ result of the evaluation w.r.t. the interpretation?
There exists such a completeness result for PCF programs, which we define as the
closed terms of basic type, e.g. (Ax.x)3 or add 3 4.

Theorem (Adequacy)

The continuous model of PCF is adequate, i.e. it satisfies, for all programs:

P—*n for somen < [Pl=n

Proof :
‘One implication is an instance of the soundness of the continuous model. The
proof of the reverse implication uses the so called reducibility (or computability,
or realizability) method, used in various areas of proof theory. The problem is
decomposed into two subproblems, one which will be proved by induction on
types, the other by induction on terms. The induction on types come into play by
a definition of a family of relations R, ¢ [aIXPCF°,, for each type o, where PCFe is
the set of closed terms of type.o.. Here is the definition of these relations:

- Rpum 2 {(x,P)| x=1 or x=n and M—*n}
-Rosp2 (EM)| V (eN). (Ry(eN) = Ry(f(e), MN))}
We shall need to prove that these relations satisfy some properties, but we prefer

to motivate them first. So we start right away with the second induction of the
proof:

Claim 1
For each provable judgement xq:04,...,X4:0,0OM:0,, for each n-tuple (dy,Ny), ...,
(dn/Np) s.t. Re,(dy,N;) for all i's, one has Ry (IMI(dy,..,dn),[N1/xy,...Np/x3IM),
where [MI abbreviates [xy:0ly,...,Xp:0,OM:t].
Proof of claim 1
We proceed with the simplest cases first.
- M=x;: Then IMI(dy,...,d)=d;, and [N1/xy,..., N, /x,]M=N;, hence the sought result is
Rq(di,Nj), which is among the assumptions. :
- M=NQ: Set M'=[N/x,...,Np/xp]M, etc... Since by induction Ra_,B(IIN]](dl,...,dn),N')
and Ry (IQN(dy,-.-,dn),Q"), we get, by definition of Ry_,p:
Rg((INI(dy,...,dp))IQI(dy,-..,dp))N'Q), i.e. Rg(IMI(dy,...,dp)M).
- M=7Lx.Q. Similarly, we set M'=[N1/x1,...,.No/x,]M, Q'=[N1/xX1,...,Np/X,]Q. We have
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to show, for each pait (d,N) s.t. R(d,N):
RAMI(dy,...,d,)(d),M'N), i.e. RIQI(dy, .., dp,d),(Ax.Q)N).

We have by induction R(IQI(dy,...,dn,d),[N1/ xl,.:.,Nn/ X N/x]Q). Since (Ax.Q)N —

[N1/x1,...,N, /%, N/x]Q, we can conclude thanks to condition C1 to be defined
below. A

- M=n: Then R ,,,(n,M) holds trivially. Similarly for true and false.

- M=succ(P). We know that R ,(IPI(dy,...,d,),P") holds. Then either [PI(dy,...,dy)=L,
and then also IMI(dy,...,d,)=succ(L)=1, hente Ry m(IMI(dy,...,dy),succ(P’)) holds, or
[PId¢,..,dy)=n for some n, and then [MI(dy,...,dy)=n+1, hence
R um(IMI(dy,...,dy),succ(P")) holds in this case also. Similarly for pred, zero?, cond.

- M=Y. We have to show R(Fix,Y), that is R(Fix(f),YM) for any (f,M) s.t. R(f M). We

need properties C2 and C3 here, to which the reader may wish to jump. Thanks to -

these properties, we are reduced to show that R(d,YM) implies R(f(d),YM) for any
d, which holds by definition of R(f M) and by property C1, since YM—M(YM). This
reasoning is an instance of fixpoint induction, as discussed in the next section. This
ends the proof of Claim 1.

We are left with the statement and pfoof of the following conditions C1, C2, C3:

Cl: if R(fM) and M'—>M, then R({, M')
C2: R(LM) '
C3: if f is a non-decreasing sequence, then (Vn R(f,,M)) = R(Uf, M)

Conditions C2 and C3 will be re-examined in the next section.

Claim 2
" The relations R, satisfy the condltlons C1, C2 and C3.
Proof of claim 2

C1, C2 are obvious at basic types. For a type a—f, Cl follows by induction from
the inference (M'->M) = (M'N-MN), and C2 follows from the fact that the L of
[o—Bl is the constant L. C3 follows at basic types from the fact that non-increasing
sequences are stationary in a flat domain, and at functional types from the
preservation of limits by continuity. This ends the proof of claim 2 and completes
the proof of adequacy. O

1

7. Applications to Proofs

We want to exemplify (for PCF terms) the use of denotational semantics as a
means to prove properties of programs. The main tool is fixpoint induction. Here
is ‘an informal introduction to that proof technique. If we want to show that a
“property P holds of a term of the form YM, then, knowing that the meaning of YM
is the lub of the sequence 1, F(1), F(F(1)),... where F is the meaning of M, it is
enough to check the following properties.
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- The meaning [P] of P is a subdcpo of the domain D associated to the type of
YM: in full, [P] is closed under limit of non-decreasing chains; we call such a
predicate an inclusive (or admissible) predicate.

- Both properties Le[Pland Vx (xe[P] = F(x)e[PI) hold.

This is summarized by the followmg inference rule, known as fixpoint induction
principle _
Qinclusive , 1eQ , Vx(xeQ = F(x)eQ)
Fix(F)eQ

where QcD, for a given cpo D, and F:D—D is continuous.

Such an inference rule is a step towards mechanizing proofs of programs. What
is needed is a formal theory allowing us to prove that some predlcates are
inclusive. We address this in Exercise INCLUSIVE.

The sufficiency of the above conditions, hence the validity of fixpoint induction
is easy to check, using the Peano induction principle on natural numbers. It is not
strictly necessary, mathematically speaking, to formulate explicitly the above
principle. One can prove Le[P], F(1)e[P], F(F(L))elP], and use each time Peano
induction to conclude (if P is inclusive). The interest of stating an explicit
induction principle is to enable one

- to write lighter proofs: F(x) is easier to write than F(F(...(1)...))
- to insert it in a mechanical proof-checker like LCF..

We shall carry in some detail the proof of the following proposition, due to Bekic.

Proposition (Simultaneous versus Parameterized fixpoints)

Let D,E be cpos and f:DXE—D, g:DXE—E be continuous. Let (xq,yo) be the least
fixed point of <f,g>. Let x; be the least fixed point of f o <Id,h>, where h 2 Fix o
A(g):D—E (Fix is as in Exercise CONT-FIXP. Then xp=x; and yp=h(x;). '

Proof
We shall decompose the problem into the proof of the two inequalities

(x0:y0)s(xq,h(x1)) and (xq,h(x1))<(xg,y0)-

- Proof of (xg,y0)<(x1,h(x1)): Define the predicate Q(u,v) as (u,v)<(x,h(x;)). This is an
inclusive predicate (see Exercise INEQ-INC). Thus we may start the fixpoint
induction engine: The basis is obvious. Suppose that (u,v)<(x1,h(x1)). We want to
show that f(u,v)<x; and g(u,v)<h(x;). By monotonicity we have f(u,v)<f(x;,h(x1))
and g(u,v)<g(xy,h(xq1)). But f(x1,h(x1))=x; since x; is a fixed point of f - <Id,h>. This
settles the inequality f(u,v)<x;. By definition of h, we have h(x;)= g(xl,h(xl)) which -
settles the other inequality.

- Proof of (x1,h(x1))<(xq,yg): Here we change the predicate to R(u) defined as
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(u, h(u))<(x0,y0) We leave the basis aside for the moment, and suppose that R(u)
holds. We have to prove R(f(u, h(u))) We have f(uh(u))<f(xq,yg)=xg by
monotonicity, and definition of (xq,yg). We need a little more work to obtain
h(f(u,h(u)))<yg. It is enough to check h(xg)<yp. By definition of h, yg, we have
h(xg)=g(xq.,h(xp)), and yp=g(xq,yo). That won't do! Nevermind, we take our third
inclusive predicate S(u) defined as u<y0, remembering that h(xg) is the least fixed
point of A(g)(xg). The basis is obvious. Suppose that u<yq. Then g(xo,u)<g(xo,y0)=Yo-
Hence fixpoint induction w.r.t. S allows us to conclude h(xq)<yq. We are left with
the basis of fixpoint induction w.r.t. R: (Lh(L))<(xq,yo) follows a fortiori from
h(Xo)SyO. -~ 04 ' '

Let us shortly analize this proof: we have focused in turn on each of the least
fixpoint operators involved in the statement, exploiting just the fact that the other
least fixpoints are fixpoints.

Exercise INCLUSIVE

- Let D be a cpo. Show that @& and D are inclusive predicates on D. Show that x=x
and x<y are inclusive predicates on DxD.

- Let D and E be cpos and f:D—E be continuous. Let R be inclusive on E. Show
that f1(R) is inclusive.

- Let D be a cpo and P,Q be inclusive on D. Then show that PNQ and PUQ are
inclusive.

- Let D and E be cpos and P be inclusive on DxE in its flrst argument. Show that
the predicate Vy P(x,y) is inclusive on D.

- Let D and E be dcpos and P, Q be inclusive in D, E respectively. Show that PxQ
is inclusive in DXE, and that P—Q is inclusive in D—E, where P—Q={f:D—E| VdeP

f(d)eQ}.

Hints for exercises
We do not give hints for the most easy exercises..

WHILE-GOTO: On one hand we have, setting U=[L(if b then (s; (goto 1)) else
dummyl.L(id) .

Uo= [al.p'Uo if [blo=tt, o if [blo=ff.
On the other, setting V=[while b do al , we have from section 1:

Vo= V(lalo) if [blo=tt , o if [blo={f.
Now remember [al.p'U = U . [al.

TARSKI-FP: Let X be a set of fixed points; the lub of X in {x| f(x)=x} is [{y | f(y)Sy
and X<y}.

BICOMPLETE: Recall that Zorn axiom (Wthh is equlvalent to the axiom of
choice) asserts that a non-empty partial order has at least a maximal element if
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every chain (i.e. a subset for which the induced order is total) has an upper bound.
Use Zorn axiom.

CANTOR-SCHRODER: Define h as g'1 on g(Z)} and as f on X-g(Z), where Z is s.t.
- Z=Y-f(X-g(Z)). Use injectivity of f, which entails, for any subsets A, B: f(A-B)=f(A)-
f(B).

ANTITOP: Take b=T, by=1, b;=T.

ALG-3A: To show that {d'eD,| d'<d} is directed, let d=UA, where A is a directed
set of compact elements, and notice that if d'y<d, d',<d, then by compactness of d';,
d'y, there exist 8, d,€ A s.t. d'1<8;, d',<8,.

©-CPO: Suppose D is w-algebraic. Clearly a cpo is an o-cpo. Given xeD, let
dgy,...,dy,... be an enumeration of {deD,ld<x}. Extract from this sequence an
increasing sequence d'y,...,d',... s.t. d <d',. Conversely, with any directed A,
associate {de D, 33 A d<8}, enumerate this set and apply the same technique to get
a lub for it. Finish by using exercise ALG-3A.

PARTIAL-CPO: Let A be a directed set of partial functions. Then for any a, if feA
and aedom(f), then f(a) does not depend on the choice of f. dom(UA)=U{dom(f) |
fe A} :

KL-FIXP. Define k by k(n)=f"(ey), where € is a code for the L function. Then
Fix(F)(x)Vy iff ¢k(n)(x)¢'y.

IDE-POINTS: Given I, define a point p by p(Tx)=T iff xeI. Given a point p take
I={x| p(Tx)=T-}. .

PROD-SUBCAT: Use an equational.axiomatization of products. In general take

a signature X and a set of equations Eq, a Z-algebra A, a (¥,Eq)-algebra B and an
injective homomorphism F:A—B of X-algebras.

x-CPO-TOP: Remember that the sets UxV (U, V opeh) form a basis of the
product topology. Let LAeUxV: use U,V open and directedness of A to obtain
de AN(UxV). Conversely, if W is Scott open in DxE and (x,y)e W, then (d,e)eW for
some compacts d<x, e<y, and (Td)x(Te)cW.

—- CAT-CPO: Use the characterization of proposition Continuity in each
argument is enough.

CONT-FIXP: The proof is similar to the proof of -CPO.

UNIE-FIXP: Prove by induction h(f*(1))=g"(1) (the basis is by strictness). Use that
Fix(f) is the unique fixpoint of f considered as an endofunction of Fix(f){.

- VALIDB: Check that if I',x:0,, ADM:B and I'—N:c, then
[T,AoM:B] = [ T, x:0,,ADM[N /x]:Bl o (<Id IToN:al>xid).

FIN-CONS: Take xvy=U{dvd'l d<x,d'<y}. Notice U{dvd'l dsx,d'<y} = (U{d |
dsxpv(ud'l d'sy})).
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0...NONALG: Show that the set of approx1mants of the identity is not directed;
specifically show that
a—ab-ob<f<id = f(o)cw and f(d)=d if (dew)
" = Upepfn =f where £,(d) = if (d¢ © or d<n) then f(d) else f(d+1).
Conclude by noticing that f=f;, entails f stationary, contradicting f<id.
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Cartesian Closed Categories

Contents: 1. Simply Typed Lambda Calculus. 2. Cartesian Closed Categories. 3.
Interpretation of Lambda Calculi in CCC. 4. From CCCs to Lambda Theories. 5.
From Lambda Theories to CCCs. 6. Type Free Lambda Calculus and its
Interpretation in CCCs. Appendix 1: CCC of Retractions. Appendix 2: Embedding
Algebras in Lambda Models.

+

In first approximation typed lambda calculi are natural deduction presentations
of certain fragments of minimal logic. These calculi have a natural computational
interpretation as core of typed functional languages where the process of
computation (B(n)-reduction) can be seen as the normalization of the proofs
corresponding to the terms.

In section 1 we introduce a minimal typed lambda calculus that corresponds to
the natural deduction formalization of the implicative fragment of propositional
implicative logic. This calculus comes with a notion of Bn-reduction and with a
corresponding notion of Pn-equivalence. As in the case of the recursion free
fragment of PCF (chpt.1, sect. 1) it will turn out that simple models can be found by
interpreting types as sets and terms as functions between these sets. But, in general,
which are the structural properties that characterize such models ? The central
problem considered in this chapter is that of understanding what is the “model
theory” of such a minimal calculus.

In order to answer this question we introduce in section 2 the netion of
cartesian closed category (CCC). We present CCCs as a natural categorical
generalization of certain adjunctions found in Heyting algebras. The description of
the models of a calculus by means of category theoretic notions will be a central
and recurring topic of this monograph. We will not always fully develop the
theory but in this chapter we can take advantage of the simplicity of the calculus to
go into a complete analysis. ' :

In section 3 we describe the interpretation of the calculus into an arbitrary CCC,
and we present some basic properties such as the “substitution lemma”. Next, in
section 4, we address the problem of. understanding which kind of equivalence is
induced on terms by such an interpretation. To this purpose we introduce the
notion of lambda-theory. Roughly speaking a lambda theory is a congruence over
lambda terms that is invariant under pfn-equivalence and it turns out that every
CCC induces a lambda theory.

We take the view that this is a natural notion to consider, and we ask the
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2. INTERPRETATION OF LAMBDA CALCULI IN CCC

question: does any lambda theory come from the interpretation in a CCC ? In
section 5 we answer this question positively by showing how to build a suitable
 CCC from any lambda theory. We may then consider achieved the program of
 developing a “model theory” for the simply typed calculus. In section 6 we
introduce the type-free AB-calculus as a typed lambda calculus with a “reflexive
type”. We show that every CCC with a reflexive object gives rise to a AB-theory.
- We end the chapter with two appendices. The first appendix shows how to
build a category of retractions out of a reflexive object in a CCC. This construction
can be used to show that every lambda theory for the type free lambda calculus is
the theory of a reflexive object in a CCC (this is the analogoue of the result
presented in section 5 for the simply typed lambda calculus). The second appendix
illustrates the coding of algebraic structures in certain lambda-models. This result
suggests the richness of lambda-models and the possibility of coding in them
standard mathematical structures.
This chapter is mainly based on Lambek&Scott[86], Scott[80], Curien[86] to which the
reader seeking more advanced results is addressed. '

1. Simply Typed Lambda Calculus

When trying to interpret A-calculi (or proofs) in structures (categories) it is
convenient to have a sequent-style formulation of natural deduction. The reason
being that the interpretation depends not only on the term but also on the
assumptions (the treatment of assumptions is a weak point of natural deduction
formulations as presented, e.g., in Troelstra&VanDalen[SS]). ' ‘

Types and terms are defined by the following BNFs:3

Types: o :=tls..l (a—a)
Terms: M:=xly..I(Ax:e.M) | (MM)

A context T is a list of pairs, x: a, where X is a variable, all variables are distinct,
and o is a type. We write x: o € T to express the fact that the pair x: & occurs in T If
we want to point out the last pair occurring in the list I' we write I, x: a.. A
judgment is a sequent of the shape I'> M: a. If a judgment is provable we write
FI'-M: o. We also write M: o to denote that there exists a context I' such that
FI'oM: a. Provable judgments are inductively defined by the following rules:

(asmp) xoael = I'oxo
(=0 x> M:p = I'o (Ax:a.M): (a—p)
(=E) I'>M: (a—B) , IoN:ow = I'D(MN): B

Exercise SEQvsNAT: First show that the structural rules of exchange, weakening,
and contraction are derived in the system above, in the sense that if the premises
are provable then the conclusion is provable.

3 In the following we will feel free to spare on parentheses.
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2. INTERPRETATION OF LAMBDA CALCULIIN CCC

(exch) if FT,xo,y:B, I'>M:y then FT,y:B, xo, I'D My
(weak) if FToOM:B, x¢I" then T, x:a0 > M:f
(contr) if F T, x:a, y:oo> M:B then T, zza> [z/x, z/y]M:B, for z fresh variable.

Next consider the following natural deduction formulation of the simply typed
lambda calculus. There is an infinite collection of distinct variables labelled with
their type, say x?, yB,... The collection of well-typed terms is inductively defined as
follows: ‘

(asmppn)  x*% o

(=In) M:B = AX*M: o0—f

(—=ENn) M:o—p , N:.o = MN: B

Define suitable translations between typing proofs and study the equivalence of the
two systems.

Reduction Rules: we consider two basic rules for the reduction of terms:

B) (Ax:o.M)N = [N/x]M
m) Ax:o.(Mx) —» M, if xe FV(M)

we denote by —pn their compatible (or contextual) closure, and by —»pn the reflexive
and transitive closure of —pn .

Exercise SUBJ-RED: Well typed terms are closed under reduction, formally:
if FToM: o0 and M —pn N then FI'DON: o .

Fact (confluence and normalization)

We refer to Girard&al.[89] and Bardendregt[84], respectively, for proofs of the
following properties:
(1) The reduction system —fn is strongly normalizing on well-typed terms, that is
if M: o then all reduction strategies lead to a fn-normal form.
(2) The reduction relation —»pn is confluent, hence each term has a unique Bn-
normal form. Confluence of Pn is a property independent from the strong
normalization, for instance it also holds for the type-free calculus. [l

2. Cartesian Closed Categories

The reader will find in the appendix some basic notions of category theory. We
now try to motivate the introduction of CCCs as the combination of two more
elementary examples.

Example (Conjunction and Binary Products)

Let us consider a simple calculus in which we can pair two values or project a
pair to one of its components. This fragment corresponds to the natural deduction
rules for conjunction in minimal logic. |
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2. INTERPRETATION OF LAMBDA CALCULIIN CCC

Types: m=tls.. | (aAd)

Terms: M :=xly..| <M, M>| (m1 M) | (12 M)
(asmp) x:ocel"=>1":x:d

(AD) oMo, ToN:B = I'o <M, N>: onp
(AE1) IIscM:onAf = IDi M:

(AE2) IT'oMonB = I'DmM: B

It is intuitive that a cartesian category (i.e. a category with a terminal object and
binary products) has something to do with this calculus. Let us make this intuition
more precise: |
(1) We suppose to interpret types as objects of a cartesian category C. If we denote
with A the interpretation of a type o, then the interpretation of the type aaf
should be the cartesian product AxB.
(2) If types are objects it seems natural to associate terms to morphisms. If M is a
closed term of type o. we may expect that its interpretation’is a morphism f: 1—A,
where 1 is the terminal object. But what about a term M s. t.: Fx1:04,...,Xn:00n DM:0t ?
The idea is to interpret this term as a morphism f: (..(1XA1) X...Xx An)—A..

This example has now served the goal of suggesting that types can be ‘seen as
objects and terms as morphisms. We do not wish to be more prec1se at the
moment (but see section 3) and leave the following as an

Exercise: Define an interpretation of the typed terms of the calculus presented
above into a cartesian category. (

Example: We assume that the reader knows of the correspondence between
classical propositional logic and boolean algebras. For intuitionistic (or minimal)
logic the following structures serve a similar role:

Definition (Heyting algebras)

A Heyting algebra, H, is a lattice with join operation “v”, meet operatlon “A,
greatest element 1, least element 0 and with a binary operation “—" that satisfies
the condition: xay < z iff x<y —>z. '

Exercise: Heyting algebras abound in nature! Show that the collection of open sets
Q of a topological space (X, Q) ordered by inclusion can be seen as a Heyting algebra
by taking: U— V 2 Interior(X\U U V) = U {WeQ | Wc X\U U V}.

For our purposes the important point in the definition of Heyting algebra is that

- the implication is characterized by an adjoint situation (in a poset case), namely:
VyeH _Ay —y—_

i.e. for any ye H the function y — _ is right adjoint to the function _ay. O

/

In poset categories the interpretation of pfoofs is trivial. For this reason Heyting
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2. INTERPRETATION OF LAMBDA CALCULI IN CCC

algebras cannot be directly applied to the problem of interpreting the simply typed
APn-calculus. However combined with our previous example they suggest a
natural generalization: consider a cartesian category in which each functor _xA
has a right adjoint (_)A. In this way we arrive at the notion of CCC. This condition
can be reformulated in a more explicit way, as shown in the following definition.

Definition (CCC)
A category C is cartesian closed if it has:

(i) A terminal object 1.

(ii) For each A, B €C a product that we denote with: A ™A« AxB —7B B such that
VCeC. Vf: C-»A.Vg: C—»B.3'h: C-»AXxB.
(rA.h=f AmB.h=g),

(h is often denoted by <f, g>, m1 and w2 are abbreviations for tA and nB respectively)

(iii) For each A, B €C an exponent that we denote with: ev: BAXA — B such that
VCeC. Vf: CxA—B. 3th: C—BA. ev . (hxid) = f,

(h is often denoted by A(f), A is the currying operator).

ev
BAXA » B
A(f)xid -
CxA | | 0

Exercise CCC-Funct: Given a CCC C define a product functor Prod: CxC—C and an
exponent functor Exp: CopxC—C such that Prod(A, B) = AxB and Exp(A, B) =

Exercise CCC-ADJ: Show that a CCC can be characterized as a category C such that
the following functors have a right adjoint: (i) the unique functor !: C—1, (ii) the
diagonal functor A: C—»CxC, (iii) the functor _xA: C—C, for any object A.

Exercise CCC-EQS: Show that a CCC can be characterized as a category .C such that:
(i) there are: 1eC, and *A: A—1, for any Ae C such that:
Vi A—=1. (f =*A).

(i) there are: A ™A« AxB—™B B, for any A, BeC, and <f, g>: C—AXB for any f:
C—A, g: C—B such that:

(Fst), (Snd) Vf:C—oA.Vg: CoB.(mA.<f, g>=f A nB.<f, g>=g)

(SP) Vh: C—AxB. <rA.h, iB.h> = h
(iii) there are: ev: BAXA — B, for any A, BeC, and A(f): CoBA for any f: CxA—>B
such that:

(Bcat) Vf: CxA—B. ev . (A(f)xid) = f
(Tcat) Vh: C—BA, Aev . (hxid)) = h
where as usual: fxg = <f.n4 , g.nB>. O
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2. INTERPRETATION OF LAMBDA CALCULIIN CCC

Exercise CCL: Referring to CCC-EQS prove that: (i) (SP) is equivalent to:
(DPair) Vf: C-A.Vg: CoB. Yh: D-C. <f,g>oh = <foh,goh>

- (FSI) VA, BeC. <nA, nB> =id
(i) (Bcat), (Mcat) are equivalent to: L
(Beta) Vf: CxA—B. Vg: C—A. ev o <A(f),g> = f o <id,g>
(DA) V£: CxA—>B. Yh: DoC. A(f) o h = A(f o (hxid))
(AI) VA, BeC. Alev) = id . O

Exercise EX-CCC: Show that the following categories are cartesian closed: (a)
(Finite) Sets. (b) (Finite) Posets'and Monotone Functions. On the other hand prove
that the category pSet of sets and partial functions is not cartesian closed. Hint:
consider the existence of an isomorphism between pSet[2x2, 1] and pSet[2, 4].

We can now formally prove that the category of directed complete partial‘
orders (dcpos) and maps preserving joins of directed sets is cartesian closed (see
chapter 1).

Proposition (Dcpo is a CCC)

The category Dcpo is cartesian closed.
Proof -
The terminal object is the poset with one element. For the product of two dcpos
consider the cartesian product ordered componentwise. Verify that projections and
pairing are morphisms in the category and satisfy the equations associated to the
product. For the exponent ED just consider the hom-set Dcpo[D, E] ordered point-
wise. Verify that evaluation and currying are morphisms in the category and that
they verify the equations associated to the exponent. O

Exercise CPO-CCC: Verify that also the category Cpo is cartesian closed.

Exercise PROD-SUBCAT: Let C, C' be categories, and F:C—C' be a faithful functor.
Suppose that C' has products, and that for any pair of objects A and B of C there
exists an object C and two arrows o:C—A and p:C—B s.t.

- F(C)=F(A)xF(B), F(a)=rand F(B)=n'-

- for any object D and arrows f:D—A, g:D—B, there exists an arrow h:D-C s.t.
F(h)=<F(f),F(g)>.

Show that C has products. Explain why this general technique applies to Dcpo and
Cpo. Try to formulate a general statement in universal algebra that captures this
techriique. ' ' o

Exercise EXP-SUBCAT: Let C, C' be categories, and F:C—C' be a faithful functor.
Suppose that the assumptions of exercise PROD-SUBCAT hold, and use X to
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2. INTERPRETATION OF LAMBDA CALCULIIN CCC

denote the cartesian product in C. Suppose that C' has exponents, and that for any
pair of objects A and B of C there exists an object C, a mono m:F(C)>(A—B) and an
arrow y: CxA—-B s.t.

- F(y)=ev o (mxId)

- for any object D and arrows f:DxA—B, g:D—B, there exists an arrow k:D—C s.t.

m o F(k) = A(F(f)). Then show that C has exponentials. Apply this to Dcpo.

3. Interpretation of Lambda Calculi

In this section we explain how to interpret the simply typed lambda calculus
introduced in section 1 in an arbitrary CCC. Suppose C is a CCC. Let us choose a
terminal object 1, a product functor Prod: CxC—C and an exponent functor Exp:
CoPxC—C. Then there is an obvious interpretation for types as objects of the
category. The arrow is interpreted as exponentiation in C. If o, p are types we
denote with A, B their interpretations. We also denote with BA the exponentiation
of B to the A (according to the chosen functor Exp).

Consider a provable judgment of the shape: xi: 04,..., Xy: 0y D M: . Its
interpretation will be defined by induction the length of the derivation as a
morphism from 1xA;x..xA, to A. We will take the convention that x associates to
the left. Then we denote with mp ;: 1xA1x...xAn—>Ai (i=1,...n) the morphism:
TyeMy.....N7 , Where m; is iterated (n-i) times.

(asmp) [X1: Ot eees Xp? Oy D X2 053] = T 5
(=I) [T o Ax:a.M:a—p] = A(IT,x:a > M:B])
(—E) [TSMN:BI = ev.< IT' 5 M: a—pl , [ToN:ad >

The last two rules need some explanation. Suppose I'sxj: ¢,..., Xp: Oy, and
C=1xAx..xA,. (=) if we have a morphism f: CxA—B then we have a uniquely
determined morphism A(f): CoBA. (=E): if we have two morphisms f: C—»BA and
g: C—A, then we can build the morphism <f, g>: C-»BAXA and composing with ev
we get ev.<f, g>: CoA.

Notes

(1) The interpretation above is defined by induction on the structure of a proof
of a judgment I' > M: a.. In the simple system we presented here a judgment has a
unique proof. However, in general, there can be several ways of deriving the same
judgment, therefore a problem of coherence of the interpretation arise, namely
one has to show that different proofs of the same judgment receive the same
interpretation. Note that in the simply typed calculus the coherence problem is
avoided by getting rid of the structural rules. This trick does not suffice in more
sophisticated type theories like LF or the calculus of constructions where the
derivation is not completely determined by the structure of the judgment. More
precisely the problem comes from the inter-dependence of term judgments and
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type equality judgments.

(2) The categorical interpretation can be seen as a way of compiling a language
with variables into a language without variables. The slogan is that variables are
substituted by projections, for instance: [@& 5 Ax:a.x:a—al = A(np). In other words
rather than giving a symbolic reference in the form of a variable one provides a
path for accessing a certain information in the context.4 As a matter of fact the
“compilation” of the lambda calculus into the categorical language has been taken
as a starting point for the definition of an abstract environment machine (the
Categorlcal Abstract Machine) in the style of Landin's classical SECD machine (see
Curien[86]).

Exercise INT-WEAK: Show that if FI" > M:B and x does not occur in I then
FT,x:00 © M:B (cf. SEQvsNAT) and [[,x:o0 > M:fl=II' > M:Bl. m; .

Exercise INT-EXCH: Given the two contexts T, x:a, y:B,I" and T, y:B, x:a, T itis

possible to define a natural isomorphism T between the corresponding objects. For

example if I'= zzyand I'= @ then T = <<mj.My, N>, Mp.My>: (CXA)XB—(CXB)xA.

Show that if FT,x:0, y:B, I'" > M:y then FLy:B,x:0, I' > M:y (cf. SEQvsNAT) and
ICxa, y:B, I'oMyl =[FyBxa, I'>MAl.T

The next step in understanding the interpretation is to provethe following, by
induction on the length of derivations.

Lemma (substitution)
If Fx:o. © M:f3, and FI" © N:a then
(1) FT o [N/x]M:B
(2) [T o [N/x]M:Bl = [T,x:a. © M:Bl.<id, [T 5 N:ol>
Proof
(1) By induction on the proof 's length of I',x:a0 © M:B. The interesting case arises
when the last deduction is an (=I): Tx:o,y:f > M:p' = T[x:o D Ay:p.M:f—-p".

. Observe: [N/x](Ay:B.M) = Ay:B.[N/x]M. Also we can apply the inductive hypothesis
on I',y:B,x:o0 © M:P' (note the exchange on the assumptions) to get Iy:Bo[N/x]M:p'
from which FI'o[N/x](Ay:B.M):B—p' follows by (=I).

(2) We will use the exercises above on the interpretation of weakening and
exchange. Again we proceed by induction on the proof's length of I',x:a > M:p and
we just consider the case for the (=I). Let

f; = [T o Ay:p.[IN/x]M:B—B'T: CHBB g1 =[Iy:p o [N/x]M:B'l: CxB—B'
fy = [l x:0. © Ay:B.M:B—f'l: CxA—B'B gy = [[y:B,x:a > M:B'l: (CxB)xA—B'
f3 =1 > N:al : CA g3 =[Iy:p o N:al : CxB—A

g>' = [ ,x:a,y:po M:B'l: (CxA)xB—B'

4 DeBrujin conventions for the representation of variables as distances from the respctive binders, as
well as standard implementations of environments in abstract machines follow related ideas.
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We have: (1) A(gp) =15, ev.(A(gy')xid) = ev.(fxid) = g5'.

(2) &' =821 ‘

(3) g3 = f3.my, <id, g3> = <id,f3.m>, <id f3>xid.T = <id, gz>

(4) g1 = go<id, g3>
Also: f; = A(gq) , f1xid = A(g1)xid. We have to show f; = f5.<id, f3>. Since f; = A(g;)
it is enough to show: ev.fyxid.<id, f3>xid = g that follows by ev.foxid = g5' = g7.7,
and <id, f3>xid = tl.<id, g3>. Here is the diagram: :

BB xB_

(CxB)

4. From CCCs to Lambda Theories

In this section we analyse the problem of determining which kind of
equivalence is induced by the interpretation of the simply typed lambda calculus in
a CCC. It turns out that the resulting equivalence is closed under n-conversion,
and under certain natural rules that make the equivalence into a congruence.

In the first place we describe a formal system to reason about judgments of the
shape '>M=N:a. Such judgments should be read as saying that the typed terms M
and N are equal in the context I" and the type o.

(o) > Ax:oN: 0=, y notinI' = I'o Ay:a[y/x]N = Ax:a.N: a—f
B) o (Ax:a.MN:p = I'>s (Ax:a.M)N = [N/x]M: B
m) IS Ax:a.Mx: 00—, x notinM = I'd Ax:a.Mx=M: a—f .

(weak) I'oM=N:a , xnotinI' = T, x:oM=N:a

(refl) I'>M:o = I'oM=M:a

(sym) I'>M=N:o = I'>N=M:a

(trans) TI'>M=N:a, 'DN=P:o0 = I'>M=P:a

(9] I, x:0oM=N:p = I'> Ax:o.M= Ax:o.N:o—f

(apl) I'> M= N:o—f, '>M'=N:a = I'> MM' = NN"§
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Exercise: Show by induction on the length of the derivation that if FI'oM=N:a
then FI'>M:a and FI'DN:o ‘

The system just introduced gives the pure Apn-theory of term equivalence. If we
want to add proper axioms then we arrive at the following

Definition (A-theory)

A lambda theory T is a collection of judgments of the shape I'>M=N:a such
that: (i) TDM=N:o €T implies F'>M:a and FI'ON:a, and (i) T is closed under
the rules of the pure Afn-theory.

Theorem (every CCC generates a A-theory)

Let C be a CCC and let [ ] be some standard interpretation of the simply typed
lambda calculus defined over C. Then the collection:

Th(C) 2 {T'>M=N:a. | FT'oM:0, F'DN:0, [I'oM:al = [M>N:o] }
is a lambda theory.
Proof
" We have to check that Th(C) is closed under the rules presented above.
(o) Observe that [ ] is invariant w.r.t. the names of bound variables.
(B) Observe: [I'> (Ax:o. M)N:B] = ev.<[MoAx:o. M:0—Bl, [TON:al> =

ev.<A(f), g>, where f = [T, x:0oM:Bl, g = [ToN:al .
Also: ITo[N/x]M: Bl = f.<id, g>, by the substitution lemma,
' f.<id, g> = ev.(A(f)xid).<id, g>, by def. CCC.
And: <A(f), g> = (A(f)xid).<id, g>.

(n) Observe: [I'> Ax:a.Mx: a—Bl = A(IT, x:0oMx: BI) =
A(ev.<IT, x:aoM:0—p], [T, x:oox:al> ) =
Aev.<[I'oM:a—pl.r1, m2> ) = Alev.(IMroM:a—BIxid) ) =
[roM:a—8l . '

(weak) Use exercise (IntWeak).

(refl), (sym), (trans) Clearly Th(C) is an equivalence.

(§) (apl) follow by the definition of the interpretation of abstraction and

application. O ' |

Note: There is a minimal APn-theory, and a maximal one. Between these two
extremes there are infinitely many A-theories. It is easy to observe this fact by
interpreting the basic types as finite sets and by considering the resultmg lambda-
theory. Hint: consider the Afn normal forms of type (t—>t)>(t>t).
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5. From Lambda Theories to CCCs. ,

In this section we show how to generate a CCC starting from a lambda theory.
The construction consists essentially in taking types as objects of the category and
(open) terms quotiented by the lambda theory as morphisms. We follow the
following steps:

(1) We extend the language with constructors for terminal object and product, as
well as the relative equations:

Types: o:x=tls... | (aad) | (0—0)

Terms: M:=xly..I*I<M,M>| (m1 M) | (M) | (Ax:a.M) | (MM)

Typing Rules: rules of the simply typed calculus, plus rules for conjunction plus
*) =I'o*1

Equations: rules of the pure ABn-theory plus
* IDM:1 = IoM=*"

(1) I'> <M, N> anB = Iom<M,N>=M: a
(n2) I'> <M, N>: oA = I'o> <M, N>=N:
(SP) I'> M: oA = I'> <nlM, moM> = M: aAP O

We denote by T' the collection of judgment provable in the A-theory T extended
with the constructors and rules given above.

(2) We now associate to T' a CCC C(T') as follows.
» The objects are the types of the extended language.
e The morphisms are equivalences classes of terms according to the equivalence
induced by T'. More precisely:
C(M[e, B] = { [x:o0> M:B] | Fx:ooM: }
where: [x:0o M: B] = {y:0o N: B | &> Ax:o.M= Ay:a.N: a—p € T'}.
* The special maps associated to every CCC are defined as follows:
Identity: [x:0o x:al]. _
Composition: [x:f o M: vy].[y:o0 © N: B] = [y:oe © [N/x]M: 7]
Terminal Object: * = [x: 0D *:1]

Projections: o= [x: aAPB D w1 x: o, 7B = [x: aaP D m2 x: B]
Pairing: ‘ <[x:y> M: ¢, [x:y> N: B]> = [x:y > <M, N>: o]
Evaluation: eva,p = [x: (a—-p)ro> (11 x)(m2 x): B]

Uncurrying: A([x: yaa > M: B)) = [y: Y2 Az [<z,y>/X]M: 0—B]

» We leave to the reader the verification of the equations associated to a CCC.

(3) Finally we have to verify that the lambda theory associated to C(T') is exactly T".
Idea: verify Ix1:01,...,.xn:0n DM:ad = [ Xy D [1n,i X/x]M:0: ], where v = (..(1x0t1)...xon). [

We can summarize our constructions in the following
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Theorem (from lambda theories to CCC)

~ Given any lambda theory T over the simply typed calculus with products and
terminal object we can build a CCC C(T) such that the lambda theory associated to
‘C(T) coincides with T.

Notes

(1) We refer the reader to Lambek&Scott[86] for an abstract categorical framework
in which the. constructions described here can be presented. We mention in
particular that it is- possible to see such constructions as representing an
equivalence between a “category of CCCs” and a “category. of lambda theories”.

(2) It is possible to strengthen the previous theorem by considering a theory T
over the simply typed lambda calculus without products and terminal object.
Then one needs to show that it is possible to add conservatively to T the equations
*), (), (my), and (SP) (see Curien[86], chpt. 1, for a description of suitable proof
techniques). O ' ‘

6. Type Free Lambda Calculus and its Interpretation in CCCs
~ The type-free A calculus is simply described as follows:

Terms: M := x| y... | (AxM) | (MM)
B-reduction:  (AxM)N—[N/x]M

In order to use the work done in-the typed case it is useful to represent the type free
calculus as a typed calculus with a special type 8, and the following typing rules:

(asmp) x:8e = I'ox: 0
(=0 [x8>5M:8 = I'oAx:dM:
(—=E) - ToM: 8, IDN: 8§ = I'oMN: 3

Observe that if a type 8—8 could magically contract into a type 3 in the clause (—1),
" and vice versa, if the type & could magically expand into a type 8—3 in the clause
(—E) then we would have the same rules as in the simply typed lambda calculus.
In other words we can apply the standard apparatus provided we have a type
whose elements can be seen both as arguments and as functions. '

We make this intuition formal by interpreting & as an object D in a CCC C such
that its functional space DP can be-retracted into D. Namely there is a (retraction)
pair (i, j) such that: ~ i: DP—D, j: D-DD, j.i = id . We call such object D reflexive
and write sometimes DP<D. |
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2. INTERPRETATION OF LAMBDA CALCULIIN CCC

Example (reflexive objects in Dcpo)

We describe a set-theoretic construction that produces reflexive objects in Dcpo.
Such objects are usually called graph-models. Let A be a non-empty set equipped
with an injective coding <, >: Pgn(A)xA»A (Pgin(A) is the collection of finite
subsets). In the following denote with a, b,... elements of A; with a, B,... elements of
Pfin(A); and with X, Y,... elements of the powerset P(A) with the order given by the
containment. Define for fe Dcpo[P(A), P(A)]

Graph(f) 2 {<o, a> | aef(a)}
Vice versa for Xe P(A), define:
Fun(X)(Y) 2 {a |Jo.(<a,a>e X, o C Y) }

Proposition

Given any non-empty set A with an injective coding <, >: Pgn(A)XA»A the
complete lattice P(A) is a reflexive object in Dcpo, via the morphisms Graph and
Fun.

Proof ,

On P(A) the order is given by the containment relation. On the exponent
Dcpo[P(A), P(A)] the order is pointwise. The following assertions follow directly
from the definitions: (i) Graph is monotone: f<g = Graph(f) c Graph(g). (ii)
Graph preserves directed sets: {fi}icI directed = Graph(liei{fi}) € Uie1Graph(fi),
as: <o,a>eGraph(liel{fi}) & ae(UieI{fi)(a) = Vel fi(a) = ae fi(a), for some iel.
(iii) Fun is monotone in both arguments: XcX', YCY' = Fun(X)(Y)cFun(X')(Y').
(iv) Fun is continuous in both arguments: {XilieI, {Yjljej directed =
Fun(Uie1Xi)(UjeJYj) < UieLje] Fun(Xi)(Yj). (v) (Graph, Fun) is a retraction:
Fun(Graph(f))(X) = {(X). Notice that this is the only condition that depends on the
assumption that the coding is injective. O l

This construction is parametric w.r.t. the choice of the set A and of the coding <, >.
If one defines a coding <, >: Pg,(w)xw—-®, where o is the collection of natural
numbers, then one obtains a family of reflexive objects also known as Pw graph
models.

Exercise: Build an example of a coding < , >: Pgp(@)X0»w.

If we define the coding out of the following “free construction”, we get what is
known as the D g graph models. Let At be a non empty set whose elements are not"
pairs. Define:

Ag 2 At

Ant12 ALV (o, a) | 0ePgi(AL) ae Ay}

A é Un<(:)An . -
Then verify that <, >: Pg;,(A)xA—A defined as <o, a> £ (@, a) is the desired coding.
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Having verified the existence of interesting CCCs with reflexive objects we can
now introduce the interpretation of the type free A calculus in such structures:

(asmp) [(x1: 8),-.., (X2 8) D X2 8l =7 5
(=D [l o Ax:8.M:8] =i . A(IT,x:6 > M:3l)
(—E) [T > MN:8] = ev.<j. [['> M: 8], IT > N:5] >

This is the same as the interpretation of the simply typed calculus with the
remarkable exception of the insertion of the maps i, j which collapse the hierarchy
of types to D. As for the theory of equality induced we have the following

Definition (type-free AB-theory)

A (type-free) AB-theory T is a collection of judgments of the shape '>M=N:3
such that: (i) TDM=N:8 €T implies FoM:8 and FIDON:§, and (ii) T is closed
under the followmg rules:

(o) F:KxSNSynotmI‘:T‘:?\.yS[y/x]N Ax:8.N: 8
(B) > (ASM)N:d = I'> (Ax:3.M)N = [N/x]M: §

(weak) TI>M=N:§ , xnotinIT = T, x:00M=N:d

(refl) I'oM:8 = I'o>M=M:3

(sym) I'>M=N:§ = I'>N=M:}

(trans) T'>M=N:§,'DN=P:§ = I'>M=P:5

&) I, x:00M=N:8 = I'> Ax:8.M= Ax:8.N:d

(apl) I'>M=N:§, I>DM'=N:§ = [DMM' = NN':8

Theorem (every CCC with a reflexive object generates a A-theory)
Let C be a CCC with a reflexive object and [ ] some standard interpretation of the
type-free lambda calculus defined over C. Then the collection:
, Th(C) & {To>M=N:8 | FT'SM:$§, FToN:, [MoM:8] = [[oN:8] }
is a (type-free) lambda theory.
Proof (hint)
The proof of this result follows the same schema as in the typed case. The
cruc1a1 point is to verify the substitution lemma O

Appendix 1: CCC of Retractlons
In this section we describe a general construction, called “Karoubi envelope”

that, given a reflexive object D in a CCC, produces a new CCC of “retractions over
D”. Apart for its intrinsic interest this construction can be used to reverse the
previous theorem, namely to show that every type-free A-theory is the theory
‘induced by a reflexive object in a CCC; a result very much in the spirit of the one
for the typed case in section 5. Given a A-theory, the idea is to build the category of
retractions over the monoid of terms and composition and show that this forms a.
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CCC with a reflexive object (see Scott[80], for details).

Definition (Karoubi envelope)

Let C be a CCC and D a reflexive object in C. The Karoubi envelope is the
category Ret(D) whose objects. are retractions: Ret(D) 2 {r: D-D | r.r = r} and
whose morphisms from r to s are Ret[r, s] 2 {f: DD | s.for = f}.

Definition(CCC with fix-points)
A CCC C has fix-points if for every object A there is a morphism Fixa: AA—A
such that, for any morphism f: A=A, ev.<Fixp, f> = Fixy.

" Exercise: Let Cpo be the full subcategory of Dcpo whose objects have a least
element. Show that this is a cartesian closed category with fixpoints. Hint: consider
Fixp = M: D—D. fn(1D), where 1D is D least element (cf. chapter 1).

Theorem (Ret(D) as a CCC) ) ‘
If C is a CCC and D is a reflexive object in C then Ret(D) is a CCC with fixpoints.
Proof ‘ ‘

The whole proof is a matter of translating A-calculus coding into the categorical
language and check that everything goes through. Here we just remind the reader
of the encoding. When we write A-terms for building morphisms it is intended
that one has to take the interpretations of such lambda terms.

In the type free AB-calculus we can define a fixed point combinator: Y £
M. (Ax.f(xx))(Ax.f(xx)), and terms for pairing and projections: [, ] 2 Ax.Ay.Ap.pxy, p; &
Ap-p(Ax.Ay.x), p2 2 Ap.p(Ax.Ay.y) so that py[x, yl=x, palx, yl=y.

Terminal Object. In a CCC we have a unique morphism !p: D-1, also if we |
take Y(Ax.x) we get a morphism from 1 to D. From this follows 1<D. Then take the
retraction determined by 1 as the terminal object in Ret(D).

Product. The pairing and projections defined above show that DxD<D via a
retraction that we denote with <, >: DxD—-D, (n;, ©y): D-DxD. If r and s are
retractions then define their product as: rxs £ Ax.<r(m;(x)), s(ma(x))>.

Exponent. If r and s are retractions then define their exponent as:

r—s 2 Ax.i(s.j(x).r). O

Appendix 2: Embedding Algebras in Lambda Calculus

In this section we use Ret(D) as a frame for an abstract formulation of Engeler's
theorem (Engeler[81]) on the embedding of algebras in “A-models”.

Let C be a CCC and let D be a reflexive object in C. Let Z={o;"i}jc 1y, be a finite
signature, that is a finite collection of names of operators f; with the relative arity
n;. We are interested in a notion of X-algebra in which the carriers are objects in
- Ret(D) and the operators are maps in Ret(D) of the appropriate type.
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Definition (Xp-algebra)

Let Z={o;Ni}ic 1 be a finite signature, C be a CCC, and let D be a reflexive object in
C. A Ip-algebra is a pair (r, {f{"i}jc1n) Where reRet(D) and fi: r—r for i€l are
morphisms of the appropriate type in Ret(D).

By morphism of Xp-algebras h: (z, {fiRilie1n) (', {giPilie1n) We intend a
morphism h: r—r' in Ret(D) that preserves the operations. In the following proof
we make an assumption on the “concreteness” of the category C. Technically this
boils down to ask that the terminal object, 1, is a generator, or, equivalently, that C
has enough points, i.e. given morphisms f, g: A—B one has:

Vx: 1A fx=gx = f=g.

Theorem (Embedding Xp-algebras)

Let £={0;"i};c 14 be a finite signature, C be a CCC with enough points, and D be a
reflexive object in C. Then there is a Xp-algebra (id, {Fjli}jc1n) that is ‘weakly
universal’ in the category of Zp-algebras and monomorphisms. In other terms
there is always a monomorphism from a Xp-algebra (r, {fi}ic1n) to (id, {Fi}ie In)-
Proof :

For the sake of simplicity we just consider the case Z={0?}. Assume that <, >,
and my, my are respectively the pairing and the projections built out of the A-
calculus as usual. We take F 2 Ax. myx. Given the Zp-algebra (r, {f}) define
recursively a map p: D—D as follows:

p(a) = <a, Ax. p(fa(m;x))>
In the first place let us observe that p is a mono as (we use the enough points hyp.):
p(a) = p(b) = a=m(p(a)) = m(p(b)) =b.
Clearly p.r: r—id in Ret(D) as p.r = id.p.r.r. Also since r(f(rx)(ry)) = f(rx)(ry) we
have:
Fp(ra)p(rb) = (Ax. p(f(ra)(m1x)))p(rb) = p(f(ra)(mp(rb))) = p(f(ra)(rb)) = (p.r)(f(ra)(rb)).
Therefore p.r: (r, {f})—(id, {F}) is a Zp-algebras mono-morphism. . U

Notes
~ (1) One may say that the moral of this result is that by means of a recursion trick
it is possible to put into the data the information on the behaviour of the
operations defined on them.
(2) The following describes a schema for coding finite signatures which suggests
how to generalize the previous proof. Given X = {c, fo0, ..., .1} define:
p(a) = <a,
<p(fya),
<Ax. p(fp a (m1x)),

<AXq... AXpo1- P(fn @ (T1Xq)... (Tt XR), >
‘where:
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F1 = Ax. 7ty (mp(mpx))
Fp = Ax. mp(mp(mp(mpx)))

F, = Ax. m(mp(...(mpx)..), withnmp. O
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3. Cartesian Closed Categories of Algebraic
Dcpos

Contents: 1. Continuous dcpos, 2. Cartesian Closed Categories of Algebraic
(d)cpos, 3. The Two Maximal Cartesian Closed Full Subcategories of Acpo, 4. The
Four Maximaf Cartesian Closed Full Subcategories of Adcpo.

This chapter is more mathematical in spirit. We shall provide a finer analysis
of algebraicity, towards the aim of finding the maximal full subcategories of Acpo
and Adcpo which are cartesian closed. The basic result, which was conjectured in
Plotkin[83], and first proved in Smyth[83], is that there exists a maximum cartesian
closed full subcategory of @-Acpo (the category of w-algebraic cpos). A. Jung, sharply
analyzing this result, has provided complete answers for Acpo, Adcpo (and -
Adcpo) as well. We shall follow Jung{88] here.

One first needs some background on a class of dcpos where approximations
exist without being necessarily compact. This class of continuous dcpos was
studied in depth from a mathematical perspective quite independently from the
interest of dcpos in computer science (we refer to Gierz&al.[80]). It contains the class
of algebraic dcpos. The interest of this class to us is that retracts of algebraic dcpos
(definition below) are not algebraic in general, but are continuous. Much of the -
technical work involved in our quest for maximal cartesian closed subcategories of
(d)cpos involves retracts, on which it is easier to define crucial functions than on
the full space, just because these retracts are smaller!

We introduce continuous dcpos (section 1). We define two cartesian closed
categories of algebraic dcpos, cpos respectively: the profinite dcpos (when they are
cpos they are called bifinite) and the L-cpos (section 2). We show that the algebraic
L-cpos and the bifinite domains yield the two maximal cartesian closed full
subcategories of Acpo, and derive the result for @-Acpo with little extra work
(section 3). Finally, the situation with Adcpo is explored (section 4). There are more
results in Jung[88].

Besides the beauty and importance of these results, the main purpose of this
chaptér is to introduce the reader to some involved mathematical exercise in
domain theory.

1. Continuous dcpos

In order to define algebraic dcpos, we fzrst introduced the notion of compact
element, then we defined algebraicity. The definition of continuous dcpos is more
direct. :
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Definition (Continuous dcpo)
Let D be a dcpo. For elements x,ye D, we say that x is way-below y, and write
x«y, if ‘
A directed , y<UA = Fde A x<$ .
D is continuous if for any xin D, {y| y«x} is directed and has x as lub.

Notice that by definition x is compact iff x«x. We leave as an exercise the proof of
‘the following easy properties:

- if x«y, then x<y,

- if x'Sx«y<y’, then x'«y' .
Clearly, algebraic dcpos are continuous, but not conversely:

Exercise CONT-NONALG: Show that the interval [0,1] of real numbers is’
continuous but not algebraic.

The following are easy and useful observations, which we prove in detail to
practice with the new definition.

Lemma =WAY-BELOW ' .

In a continuous dcpo, x<y holds iff A directed , y=UA = 3de A x<d.
Proof |

We write x<'y when y=UA = 33eA x<3, for all directed A. Suppose x«'y. Since
~ y=U{y'l y'«y}, we have xsy' for some y'. Hence x<y since x<y'«y.[]

Lemma cWAY-BELOW

Let D be a dcpo and xeD. If Ac{y| y<x]} is directed and x=UA, then {y| y«x} is
directed and x=U{y | y<«x}.
Proof ,

If y«x, y'«x, by definition y<a, y'<a' for some a,a'e A. We have by directedness
a,a'<y" for some y"e A. Hence y,y'<y"e{y| y<«x}. The inequality x<U{y | y<«x} follows
from the obvious inequality UA<U{y | y<x}.O

The following is a more surprising and crucial property.

Lemma (Interpolation)

In a continuous dcpo D, if x<y , then there exists ze D s.t. x«z«y.
Proof ,

Consider A 2 {acDI Ja'eD a<a'«y). If we show that A is directed and UA=y,
then we can conclude, since by definition x<«y implies x<a for some a€ A, hence
xeA. A is non-empty, since the directedness of {y'| y'«y} implies its non
emptiness. Thus one can find at least an a'«y, and then at least an a<a'. Suppose
that a<a'«y and b«b'«y. By directedness, there exists c'eD s.t. a',b'<c'«y. Hence
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a,b«c', and by directedness again a,b<c«c’ for some ¢, which is in A since ckC'<y.
Hence A is directed. Since a<<a'<<y implies a<y, one has clearly UA<U{y'l y'«y}.
Conversely, if y'«y, then {y"| y"<«y'|cA, hence UWy'l y'«y} =Uy"! y"«y'«y for
some y}<UA. O -

We move on to our next, more routine property:

Lemma (Mubs of compacts)

In a continuous dcpo D, minimal upper bounds (mubs) of finite sets of compact
elements are compact.
Proof

Let AcD,, be finite, and xe MUB(A). We have x=U{y! y<«x}. Let acA. Since -

a<a<x, we have a<x. By directedness there exists x'e{y| y<«x}nUB(A). But x'sx,
xe MUB(A) then imply x'=x, and x'«x then means exactly that x is compact. []

We move on to retractions. Retractions are defined in any category. An arrow r is a
retraction or an idempotent if ror=r. In Dcpo a retract of a dcpo D is the range
r(D) of some retraction over D, with the induced ordering. In Dcpo still (more
generally in an ordered category, see chapter 5), if a retraction r is such that r<Id, we
say that r is a projection. Very simple retractions are the following ones:

Lemma (Simple retractions) .

Fix a.dcpo D and deD. Then {x is a retract of D. If x is compact, then Tx is a
retract of D too.
Proof

Indeed {d=r(D) where r(x) x if x<d and r(x)=d otherwise. In order to get
confidence, let us check that r is continuous. If UA<d, then VdeA §<d, hence
r(UA)=UA=Ur(A). If ~(UA<d), then EISGA—I(8<d) We have then r(8)=d, which implies
Ur(A)=d=r(LUA).

If x is compact, we have Tx=s(D) where s(x)=x if x2d and s(x)=d otherwise. If
d<UA then 38e A. We set A'=AnTS , and have obviously s(UA")=Ls(A"), whence we
deduce s(UA)=Us(A"). If —(d<UA), then Ve A —(d<$), so that s(UA)=d=s(A), hence
s(UA)=Us(A). O '

Retractions are at the heart of our interest in continuous dcpos. Indeed, retracts of
algebraic dcpos are not algebraic in general, but only continuous (see Exercise
RETR-ALG-CONT).

Proposition (Retracts of (continuous) dcpos)

A retract r(D) of a dcpo D is a subdcpo If D is contmuous, then r(D) is
continuous.
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Proof

Let Acr(D) be directed. Then r(UA)=Ur(A)=UA, since VdeA r(8)=3. Suppose that
x<yer(D). We show r(x) is way-below y in r(D). If y<UA, with Acr(D), then x<«y
implies x<6 for some 6€ A; hence r(x)<r(6)=9. Since y=r(y)=r(U{x| x<y})=U{r(x)! x<y},
we can conclude by Lemma cWAY-BELOW. [

Exercise —RETRACT: This exercise shows a fundamental way of building
retractions out of other retractions. Let D and E be dcpos and r:D—D, s:E—E be
retractions. Then show that f — sofor defines a retraction on D—5E whose image is
isomorphic to r(D)—r(E).

Exercise RETR-ALG-CONT: This exercise shows that the continuous dcpos are
exactly the retractions (actually the projections) of algebraic dcpos. Show that for
any continuous dcpo D, D is a projection of Ide(D) (cf. Chapter 1, section 3).

_- We end the section with a simple but important property of pr01ect10ns they are
determined by their ranges.

Proposition (Projections as ranges)

For two projections p,p' over the same dcpo D, one has p<p’ iff p(D)cp'(D).
Proof-

If ye p(D), then y=p(y)<p'(y)<y since p<p'<id, hence y=p'(y)ep'(D). Conversely,
from p(x)e p'(D) we deduce p(x)=p'(p(x))<sp'(x). O

2. Cartesian Closed Categories of Algebraic (d)cpos

We introduce the profinite dcpos (a terminology due to C. Gunter) and show
that they form a cartesian closed full subcategory of Adcpo. We recall that Dcpo is a
- cartesian closed category and that lubs of functions are defined pointwise. We call a
projection (cf. section 1) finite when its range is finite.

Definition (Profinite)

A dcpo D is profinite if the finite projections form a directed set whose lub is the
identity. We denote with Prof the category of profinite dcpos and continuous
maps. A profinite cpo is called bifinite. We denote with Bif the category of bifinite

cpos.

The terminology "bifinite" is due to P. Taylor, and comes from a more categorical
characterization of profinite and bifinite dcpos to be found in chapter 5: they are
limits and colimits at the same time (whence the "bi" in bifinite) of families of
finite (d)cpos. The profinites enjoy the same property, so they might as well be
called bifinite. The (w)-bifinite domains have been first explored by Plotkin, under
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the name of SFP (Sequence of Finite Projections).

Proposition (Prof is a ccc)

(1) Every profinite dcpo D is algebraic, with D,=U{p(D) | p finite projection}.

(2) Profinite dcpos (bifinite cpos, respectively) and continuous maps form a ccc.
Proof

(1) If D is profinite, then x=U{p(x)| p finite projection}, for any x. By exercise
ALG-34, it is enough to show that p(x) is compact, for any finite projection p. If
p(x)<UA, then p(x)=p(p(x))sUp(A). We now use finiteness of p(A): by fact FAM,
p(x)ep(A). Take de A s.t. p(x)=p(3). Then p(x)<8.”

(2) It is enough to check that if D, E are profinite, then DxE, D—Ee Prof. For DxE,
take the set of projections (pxq), where p, q are finite projections. For D—E, define,
for any pair of finite projections p, g on D, E:

r(f) 2 x-q(f(p(x)))-

One gets easily that f is the lub of these r's. We obtain that im(r) is finite from the
following observations: :

- there are finitely many functions from p(D) to q(E)

- every f s.t. r(f)=f restricts to a function f: p(D)-—-)q(E) and is determined by this
restriction: f(x)=f(p(x)) for any x. |

When there are only countably many finite projections, a profinite dcpo is called
o-profinite. This name is justified by the following exercise.

Exercise: Show that any w-profinite dcpo is w-algebraic.

We shall give an alternative characterization of profinite dcpos. We say that a
partial order (Y,<)

- satisfies property m if for all finite subset X the set MUB(X) of mubs of X is
complete, i.e. VyeY dxe MUB(X) x<y,
- satisfies property M if it satisfies property m, with the additional condition that
MUB(X) is finite for any finite subset X. ’

Theorem PROF-Me

Let D be an w-algebraic cpo. D is a b1f1n1te domain iff the followmg hold

- - D, satisfies property m, »

- U*(X) £ U(U(X)| new} is finite for any finite subset of compact elements
X,where U is an operator on subsets defined by:

UX)=UMUB(Y) ! YcgaX]-
Proof -
Notice that in particular, for any X, XcU(X), since {x}cgnX and MUB({x})={x},
and that if X is finite, MUB(X)cU(X) since X X.

(=) We recall that D, = U{p(D)| p finite projection}. If X c D, is finite, then
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Xcp(D) for some p by directedness and Proposition (Projections as ranges). Call Z
the set of mubs of X in p(D), which exists, is finite and complete (in p(D)), since
p(D) is finite. We first show: ZcMUB(X). Indeed suppose zeZ, z'€ UB(X) and z'<z.
Then

- p(2')e UB(X), since p(X)=X,
- p(z')<z, since p(z')<z'.

This contradicts the definition of Z. Thus ZcMUB(X). We next show that Z is a
complete set of mubs of X in D. Take ye UB(X); then, as argued above, p,(y)e UB(X),
and by completeness of Z one may find zeZ s.t. zsp(y), and a fortiori z<y. The
completeness of Z forces Z=MUB(X), which is therefore finite and complete.
Moreover Zcp(D). From there one deduces that Un(X)cp(D) for any n, observing
that each subset of X is a fortiori included in p(D).

(<) Let A be a finite set of compacts. Then

VdeD. U*A)Nd is directed.

This is shown as follows: if x, x'e U*A)Nd, then MUB({x,x'})cU*(A) and by
completeness MUB({x,x'})ﬂJ«d#@. So we can set:

pa(d) 2 LU*A)NLA).

It is left to the reader to check that this gives a directed set of finite projections
having id as lub. a '

Notice that, in the proof of (<) , we have used only mubs of pairs. The following
-result goes in the same direction. :

Lemma PLOTKIN-2-PLOTKIN

Let (D,<) be a partial order. If MUB(Y) is complete and finite for every subset Y
s.t. card(Y)<2, then MUB(X) is complete and finite for every finite subset X:
Proof

Let X={ay,...,a,}. We construct MzﬁMUB({al,az}) Mp2UseM,, 1MUB({x,an}) If x
‘is an upper bound of X, then by completeness x dommates an element of M.
Continuing in the same way we find an element y of M, below x. Suppose now
that moreover xe MUB(X); then x=y, since by construction M,cUB(X). We have
proved MUB(X)cM,,. Since M, is finite, MUB(X) is a fortiori finite. [

. Exercises: (1) MUB-FC: Let X be finite. Show that if there exists chmTX s.t. Vxe TX
JyeY y=<x, then MUB(X) is finite and complete.

(2) Show that D is bifinite iff the conditions stated in Theorem PROF-Me hold,
replacing the operator U by the operator U'(X)=U{MUB(Y)!| YcX and card(Y)s2 }.
. Show that if D is bifinite, then U*(X)=U"*(X).

The following picture illustrates the three essential ways in which an algebraic cpo
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may fail to be bifinite. Example A was already studied in chapter.1 (section 5),
where we proved that its function space is not algebraic. The same holds true of
the function space of example C (the analysis of this example will lead to
Proposition -»ALG+M=BIF in section 3). The example (B) is less dramatic: its
function space is algebraic, but not w-algebraic. It is an example of L-cpo, which we
shall introduce next. | ‘

a b
(A)-U(X) complete (B) =U(X) finite (C) -U*(X) finite O

Definition L-PO _
An L-partial order is a partial order D such that
VAcs,D VxeUB(A) 3!y y<xe MUB(A).

An L-dcpo (L-cpo) is a L-partial order which is a dcpo (cpo). The following picture
illustrates the minimal example of a finite partial order which is not an L-partial .
order. ' _

Exercise 2L-DOM: Show that one can restrict Definition L-PO to the A's which
have cardinal 2 without loss of generality (the uniqueness is essential).

Hence L-dcpos are "locally” complete: Any subset lyisa complete lattice. This is
where the "L" comes from. '

Exercise L-LATTICE: Show that a partial order D is a L-dcpo iff ly is a complete
* lattice for any yeD. ' ‘

The following propésition shows that L-cpos have something in common with
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bifinite domains.

Proposition L-CPOS

A cpo D is an L-cpo iff D has property m and U*(A)=U(A) for all subsets A of D.
Proof o

(=3) A fortiori finite subsets have a complete set of mubs. The second part of the
statement reduces to showing U2(A)cU(A). Let xe MUB(B), for a finite BCU(A),
and let Ay be a finite subset of A of which b is a mub, for any be B. We show '
xeMUB(U{A} | beB}). By construction xeUB(U{A}| beB}). Suppose
xzye UB(U{A, | beB}). By property m, y2b' for some mub of Ay. By uniqueness of
the mub of Ay, below x, we get b'=b. Hence y>B and y=x.

(<) Let x2AcgiD. By property m there exists ac MUB(A) s.t. asx. Let a' be s.t.
x<a'e MUB(A). By applying m again, there exists be MUB({a,a'}) s.t. b<x. Since
U*(A)=U(A), we have beU(A), i.e. beMUB(A") for some A'cA. A fortiori
a,a'e UB(A"), hence a=b=a'. This proves the uniqueness of A and ends the proof. []

Proposition L-CCC

The category of L-cpos and continuous functions is cartesian closed. The full
subcategory L of algebraic L-cpos is cartesian closed.
Proof

Let D and E be L-cpos. Suppose that f,g<h are in D—E. Then f(x),g(x)<h(x).
Define k(x) as the minimum upper bound of f(x), g(x) under h(x). This function k
is the minimum upper bound of f, g under h (to check the continuity of k, given A, .
one works in Jh(UD)). If D and E are algebraic, then we already know that any h is
the lub of the set of step functions below it (cf. chpt. 1, sect. 5)°. We have to check
that this set is directed. This follows from the consistent completeness of ‘h. O

As a last result in this section we show that the terminal object, products, and
exponents in a full subcategory of Dcpo, if any, must be those of Dcpo.

Proposition (terminal object, product, and exponent are pre-determined)

Let C be a full subcategory of Dcpo. We denote by x, = the product and the
exponent in Dcpo. We write D=E when D and E are isomorphic in Depo, which
amounts to D and E being isomorphic in the category of partial orders. Then the
following holds. '

(1) If C has a terminal object T, then T is a one point cpo.

(2) If C has a terminal object T and products D®E, then D®E = DXE

(3) If C has terminal object T, finite products, and exponent ED then: EP = D—E.

5This is where we need the restriction to cpos rather than dcpos.
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Proof _

(1) If T is terminal and has distinct elements X, V, then the constant functions
25X, z—y: T-T are continuous and distinct: contradiction. We can in the sequel
freely confuse xe D and x:T—=D.

(2) Let D, Ee C. Consider the products

- (D®E, p:D®E—D, ¢:DR®E—E) in C, with pairing denoted by <,>
- (DXE, &, ®') in Cpo, with pairing <, >.

We show that <p, p > D®E —DxE is an isomorphism in Cpo. It is enough to
show that

- <p, p'> is injective. We have, for any x,x: T5D®E: <p, p'>ex=<p, p'>ox' &
pox=pox and p'ox'=p'ox' & <p, p'>eX=<p, p'>oX' & X=X".

- <p, p'> is surjective. Let (y, z)e DXE. We show: (y, z)=<p, p'>(<y, z>), which is
clear since p(<y, z>)=y and p'(<y, z>)=z.

-If (y,z) 2 (y,2Z), _then <y, z><<y', z'>. We can assume the existence of an object
Ce C containing at least two elements c, ¢, s.t. c<c’: indeed, if C only admits objects
of cardinality one then the proposition is trivially true, and if C contains only
discretely ordered sets, then in particular D, E are discretely ordered, and so are
- D®E (as an object of C) and DxE (by the definition of product in Dcpo). With this

fixed C, we can build, for any D, and x, X'€eD s.t. x<x', a continuous map f, . : C—>D
as follows: :

fix(y) = x ify<c
fyx(y) =x' otherwise.

With the help of these functions, we have:
<y,z> = <fy,y'rfz,z'> oC,<y,z'>= <fy,y-,lez-> oC.
Thus, by monotonicity of by ykz,2> We get <y, 2><<y’, z>.

(3) Given (1) and (2), we may work directly with the standard product x.
Consider the exponents: '
- (D=E, &(D=E)xD—E) in C, with currying denoted by A',
- (D-E,ev) in Cpo, with currying A.
~ We show that A(e): D=E—-(D — E) is an iso.
- A(e) is injective: If A(g)(h) = A(e)(h'), then VdeD. g(h, d)=¢g(h’, d), by definition of '
currying in Cpo. This can be rewritten as go(hxid)=geo(h'xid). This entails h =
A'(eo(hxid)) = A'(eo(h'xid)) = h'".
- A(g) is surjective. Let fe D—E. We show: f=A(g)(A’ (ev)(f)), which is clear since
A(g)oA'(ev) = Aeo(A'(ev)xid)) = A(ev) =id.

- Finally we show that if g<g', then A'(ev)(g)<A’ (ev)(g) Consider f C——)(D—)E).
We have
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A'(ev)(g)=A'(evo(gxid))= A'(eVo((f oc)xid))=
A'(evo(fg gxid)o (exid))=A'(evo(fg o ><1d))(c)

Let kéA'(EVO(fg/g'de)). Then we have A'(ev)(g)=k(c) and A'(ev)(g')=k(c'), whence
the result. O '

3. The Two Maximal Cartesian Closed Full Subcategories of Acpo

This section is devoted to Jung's classification theorem for algebraic dcpo's, and
to Smyth's characterization theorem for w-algebraic dcpos.

Both L-cpos and bifinite domains satisfy property m. We shall first prove that
this property is necessary. Actually we prove that bicompleteness is necessary
(which is stronger). Recall (cf. Exercise BICOMPLETE of chapter 1) that a partial
order r (D,<) is bicomplete if both D and D°P=(D,2) are directed complete.

We need the following result, which is not well-known yet powerful (see
Markowsky[76]). Recall that a partial order is well-ordered when every non-empty
subset has a minimum (in particular a well-ordered partial order is total, and well-
founded, i.e. it admits no infinite strictly decreasing chain).

Fact (Ordinal completeness)
Let D be a partial order. D is a dcpo if and only if any well-ordered subset of D

has a lub.
We are ready for the first key proposition of the section.

Proposition CONT-BICOMP

A continuous dcpo D with continuous function space is bicomplete.
Proof

The proof is by contradiction. By Fact Ordinal completeness, we may assume
that there exists an op-well-ordered subset B of D which has no glb. Let A be the set
of lower bounds of B. Define the function r on D by

r(x) = x if xe A,
r(x) = N{be Bl b2x} if x¢ A (where the glb is meant in B) .

This is well defined: NN{be B|b>a} is the maximum of the set C of lower bounds in B
of {beB|b>x}, so we only have to check that C is not empty. Since x¢ A, we have
—(x<b") for some b'eB. A fortiori, if b2x, then —(b<b’). But B is a total order, thus
b'<b, which proves b'eC. Moreover, r(D)cAUB, and r is the identity on AUB. We
check that r is continuous. We leave the easy check that r is monotone to the
reader. If UAe A, then AcA, hence r(UA)=UA=U(A). If UAz A, then —(d<b') for some

b'eB,deA, i.e. 3¢ A. Hence ANA=J, where A'=AnST, and r(A')cB. Clearly UA'=LIA

and Ur(A')=lr(A). Hence it is enough to prove r(8')=r(LA"). A well-ordered set is’
well-founded, hence by Fact FAM of chapter 1, r(A) has a maximum r(%') for some
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d'eA’. We have to prove r(8')2r(UA"), i.e., unfolding the definition of r:
Vb's{be B | b>LIA} Vb""28" b'<b".
We proceed by contradiction. If —(r(8')>r(UA")), then 3b',b" S'Sb"<b's{beB | b=LA}.

Since for any 8e A we have r(8)<r(8'), we have V8 ~(b'<{be B1b24}), i.e. (since B is a '

“total order) b'>bs>8 for some bg. Since B is op-well-ordered, the non-empty set {bg |
de A} has a maximum by for some §"€A. We have b'>bg:2U8, which contradicts
b'<{beB|b=UA}. Hence r is continuous. We know from Exercise - RETRACT that
D'—>D' is a retract of D—D, where D'=r(D)=AUB. It is continuous, by Proposition
Retracts of continuous dcpos. The proof now proceeds via the following claim:

3 fe D'=D' f«id and f(B)cB.

We first prove that the claim contradicts the continuity of D'-D". Since B is op-

well-ordered, it has a predecessor function pred: pred(b) is the maximum b’ s.t.
b'<b (there is at least one such b', otherwise b would be a minimum of B,

contradicting our assumption on B). In particular, AnB#J, since:
Vbe B —(pred(b)2b). Define, for each beB, a function g,:D'—=D" by

gp(X) = pred(f(x)) if xe B and x<b, gb(x) X O.W..
We shall prove (second clalm)

- gp is continuous for all be B,
-{gp! beB}i is directed and has id as lub,
- there is no gb s.t. f<gyp,.

The second claim contradicts f«id. Thus the proof will be finished if we prove the
two claims.

We prove first the last part of the second claim. If f<g, then f(b)<gb(b)
pred(f(b)), a contradiction to the definition of pred. We prove that {g, ! be B} is
actually a chain by proving b'sb = gy< g}. The only interesting case is when xeB
and b'<x<b. Then gp(x) =pred(f(x))<f(x)<x=gp(x). The equality id=U{ g, ! beB}
follows from the remark that gpred(b)(b) b for all beB. Finally, we check the
continuity of gp. Let A be directed in D'. We have LAc A iff ACA, since A is defined
as the set of lower bounds of B. The interesting case is UAe B. Then 8B for some
e A. We can choose & to be the maximum of BNA, since B is well-ordered. Then
UA=8e A, hence the continuity of g, follows from its monotonicity, which is fairly
obvious. This settles the second claim.

As for the first claim, it is obvious if A is empty, since then B=D". If A is not
empty, we know that it has no maximum by the assumption on B. This entails
that A'={x| 3ye A x«y} is not directed (by continuity of D, the lub of A’ would be
larger than any element of A, and still belong to A). Hence there exists x"<«xeA
and y"<yeA s.t. x" and y" have no upper bound in A'. Let x' and y' be obtained by
interpolation: x"«x'«x and y'«y'«y (in particular x',y'e€ A). Then x' and y' have
no upper bound in A. Since id=U{f! f«id}, and since x'«x=U{f(x)] f«id}, we have
x'<g(x) for some g«id. Similarly y'<h(y) . Let f be an upper bound of g, hin {f! f«id}.
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Then x'<f(x) and y'<f(y). Let b be an element of B. Then b is an upper bound of x
and y, since x,ye A. Hence f(b)>f(x)>x". Similarly f(b)2y', which entails f(b)e B since
the only upper bounds of x' and y' are the elements of B. This completes the proof
of claim 1 and the proof of the proposition. O

Exercise 5 CONT=CONT. The hypotheses of the previous proposition are actually
redundant. Show that a dcpo with continuous function space is continuous.

Here is the second of the three propositions which lead to the classification
theorem.

Proposition - ALG+M=BIF

Let D be a dcpo with algebraic function space and s.t. D,, satisfies property M.
Then D is bifinite. '
Proof

We have to prove, for any finite AcD,, that U*(A) is finite. Suppose not. Then
for each n, one can find an element in Un“(A)\Un(A)=BI1+1 (we set A=BO). We
construct a tree in the following way. The nodes are finite sequences by,...by where
b;e B’ for all i, and where, for each i<n, b; belongs to a subset of U'(A) of which b;,q
is a mub. The root is the empty sequence, the father of b,...bgis by_1...bg. By
construction, this is a finitely branching tree. We show that it is infinite by
showing that for any be U*(A) there exists a node by...bgs.t. b=b,. Let n be the
minimum s.t. be U"(A), hence beB". By definition of U™(A) we can find a subset B
of U“'l(A) of which b is a mub. If B is also a subset of Un'z(A), then we would not
have beB™ Hence we can build b, _1,...,bg as desired. Since the tree is infinite and
finitely branching, it has an infinite branch by Koénig's Lemma, which amounts to
say that there exists an infinite strictly increasing sequence (by) in U*(A). We keep |
this in reserve and start now to use the algebraicity of D—D. We have id=Ul{f!| f is
compact and f<id}. In particular a=U{f(a)! f is compact and f<id} for a compact
implies a=f(a) for some f. Hence by directedness we can find a compact f<id for
which Vae A a=f(a). We prove Vae U*(A) a=f(a). Suppose that we know Vae Uu™(A)
a=f(a). Let a be a mub of A'cU"(A). Then a>f(a)>A' implies f(a)=a. In particular f
fixes all the elements of the sequence (b,) . By continuity if also fixes lb,=c. We
shall get a contradiction by proving the following claim: '

Claim : f D is a dcpo which has a continuous function space, and if f«id, then for
all d, f(d)«d. '

If the claim is true, then c=f(c)<c, hence c is compact. But a lub of a strictly
increasing sequence is not compact: contradiction.

We prove the claim by appealing again to the "retract” trick already used in the
proof of Proposition COMP-BICOMP. Let A be s.t. d<lUA=e. Since le=D'is a retract of
D (cf. section 1), then D'=D' is continuous, as a retract of D—»D. We show that f«id
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also holds in D'=D' (notice that since f<id, f maps D' into D"). For this, it is enough
by Lemma =WAY-BELOW to consider a directed A'cD'-D' s.t. id=UA" in D'-D".
Each g in A' can be extended to D by setting '

‘g(x)=x whenever —(xse).

Hence A' can be viewed as a directed subset in D—D, and has clearly id as lub there
too. Hence f<g for some g of A', and the inequality holds a fortiori in D'-D". We
have proved f«id in D'-D'. Consider the family of constant functions d—5 for
- each deA. It forms a directed set with lub the constant d—e. In D'»D' we have d—e
> id. Hence f<(d—8) for some deA. In particular f(d)<8. This finishes the proof of
the claim and the proof of the proposition. []

The following is the key result of Jung[88].

Proposition L or M

Let D and E be algebraic cpos satisfying property m. If D—E is continuous, then E
is a L-cpo or Dy, satisfies property M.

- Proof

Since E is not a L-cpo, then by Proposition L-CPOS there exists ¢ in E, two
compact lower bounds a; and a of ¢, and two distinct mubs of {a;,a;} below c. Since
D has property m, D, has also property m by Lemma Mubs of compacts . Since Dy,
has property m but not M, by Lemma PLOTKIN-2-PLOTKIN there exist x; and x;
in Dy s.t. MUB({xq,%;}) is finite. Assume moreover that D—E is continuous. Then
we define g:D—E by

g(d) = L if =(d=xq) and —(d2xp) ,

g(d) = a; if d>xq and —(d=xp) ,

g(d) = ap if ~(d=x1) and d=xp,

g(d) = by if d2xq and d=x; .

We leave the reader check that g is continuous and is a mub of the step functions
x1—aj and x,—a,. By Lemma Mubs of compacts , g is compact. We shall contradict
the compactness of g. We define f by replacing bj by c in the last equation. Clearly
g<f. We shall exhibit a directed set of functions which has f as lub, but none of
- which dominates g.

~For each finite subset of MUB({xq,X5}), define a function f A:D——>E by

f A(d) = L if =(d=xq) and —(d=xp) ,
f,(d) =2 if d>x; and —(d2xp),

f A(d) = ay if =(d=x1) and d=2x,, -
f,(d) = by ifde MUB({x1,x)\A ,
f A(d) = ¢ otherwise .

We have to check that the f A's are continuous, and form a directed set with lub f.
We leave this to the reader (to prove the continuity, observe that (x;,x; are
compact, UAe MUB({x1,x;}) = UA has a maximum)). Suppose g<f, for some A, and
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pick de MUB({x1,x2})\A. We should have ap=g(d)<f A(d)—bz, but this does not hold.
This finishes the proof by contradiction. O

Theorem 2 Max ¢ Acpo

The categories Bif and L are the two maximal cartesian closed full subcategories
of Acpo.
Proof :
We have proved that Bif and L are cartesian closed in section 2. We also proved
in section 2 the Proposition Expected Structure. Hence, if C is a cartesian closed
full subcategory of Acpo, we know that the exponentials of C are the exponentials
of Cpo. Let D be an object of C; We first prove that D is an object of L or an object of
Bif. Since both D and D—D are algebraic, D is bicomplete by Proposition CONT-
BICOMP, hence it has property m (cf. Exercise BBCOMPLETE of chapter 1). We can
apply Proposition L or M to D and D. Thus D is an algebraic L-cpo, or D, has
property M. If D, has property M, then by Proposition -+ALG+M=BIF D is bifinite.
Suppose now C is a a subcategory ‘of neither L nor Bif. Then there is an object D of
C which is not bifinite and an object E of C which i is not a L-cpo. Yet D—E is an
object of C, hence it is continuous, and by Proposition L or M, D, has property M.
Since D—D is algebraic, D is bifinite by Proposition -ALG+M=BIF:
contradiction.This concludes the proof. O

The analysis is simplified in the case of w-algebraic cpos, thanks to the following
proposition.

Proposition »0-ALG=M

If D is an (algebraic) cpo and D—D is 0)-algebra1c then D, has property M.
Proof

We already know from previous proofs that D is bicomplete, hence that D, has
property m. Assume that MUB({xy,x;}) is infinite for some compact x;, x. We shall
build uncountably many mubs of x;—x; and x;—X;. Since they are compact, this
will contradict the w-algebraicity of D. We pick two distinct mubs b, b2 of x1, Xp.
For any ScMUB({x;,xp}), we define {:D—E by

fS(d) = L if ~(d2x;) and —(d2xp) ,
fs(d) =ay if d>x; and —(d>xy),
'fs(d) = ay if =(d=xq) and d>x,,
f (d) = by if IseSd>s,
(d) = by 1f dse MUB({x1,x2)\S d>s.

f is well-defined since D is a L-cpo by Proposition L or M: if de UB({xy,x2}), there is
exactly one mub of xj, X, below d. We leave the reader check the rest. [

Exercise: Proposition -o-ALG=M allows to prove Smyth's result. Show that the
category @-Bif of w-bifinite cpos and continuous functions is the largest cartesian

68



3. CARTESIAN CLOSED CATEGORIES OF ALGEBRAIC DCPOS

~ closed full subcategory of @-Acpo.

4. The Four Maximal Cartesian Closed Full Subcategories of Adcpo

In this section, we outline the results of A. Jung in the case of algebraic dcpos.
There are four maximal cartesian closed full subcategories of Adcpo. The
duplication w.r.t. to the previous section comes from the following discriminating
proposition, which is "orthogonal” to the discriminating Proposition L or M.

Proposition F orU

Let D and E be continuous dcpo's. If D—E is continuous, then D has finitely
many minimal elements or E is a disjoint union of cpos.
Proof

Suppose that e; and e, are minimal in E and have an upper bound e, and that
D has infinitely many minimal elements. By property m one can find a mub e of
e1,€p. The constant function x—e; is minimal, hence compact in D—E (minimal
implies compact in a continuous dcpo). For any finite set of minimal elements of
D, we define a function f5 by

£,(d) =eifxeTA,
f (d) = e, otherwise .

We leave the reader check that th1s defines a directed family of continuous
functions which has x—e as lub (the monotonicity of f, follows from e;<e). Hence
one must have x—e; <f, for some A, which entails e;<ep. But e is minimal and
ej#e,: contradiction. I:I /

By going to the second brder the first branch of the alternative (finitely many
minimal elements) can be strengthened. We call the root of a dcpo D the set

Proposition F-Feo

Let D be a (continuous) dcpo s.t. (D—»D)—(D—D) is continuous. Then either D
has a finite root or D is a disjoint union of cpos.
Proof

If D is not a disjoint union of cpos, then D—D is not a disjoint union of cpos
(take two minimal elements e; and ey in D which have an upper bound e, and
take the corresponding constant functions in D—D). We know from Proposition
CONT-BICOMP that D—D is bicomplete, hence satisfies property m, and from
Proposition F-Feo that D—D has finitely many minimal elements. We shall show
that this entails the finiteness of the root of D. With each element"d. of the root we
associate: the canonical retraction rq onto 4d defined in Lemma (Simple retra-
ctions). Any mapping f<rqy must fix {d (cf. the proof of Proposition
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—-ALG+M=BIF). We show that if d#d', rq and r4- have no common lower bound.
We can assume say —(d<d'). Then if f< r4q,rq, we have

f<ry= f(d)=d , f<ryq= f(d)<rg(d)=d,

hence d=f(d)<d', contradicting the assumption. Since D—D satisfies property m,
there exists a minimal function m, below each rq. The m's are all distinct, since
m=m;, would entail that rq and rgq have a lower bound. Hence if the root of D is
infinite, then D—D has infinitely many minimal elements: contradiction. O

The last key point is the following lemma which shows that the results of the
previous section can be exploited.

Lemma VL or VM

Let D and E be algebraic dcpos satisfying property m. If Te is not a L-cpo and if
(Td),, has not property M, for some compacts e, d of E, D respectively, then D—E is
not continuous. ‘ "
Proof

Obvious consequence of Proposition L or M and Exercise »RETRACT. O

Here is Jung's classification theorem:

Theorem 4 Max ¢ Adcpo
There are four maximal cartesian closed full subcategories of Adcpo, the objects
of which are, respectively:

- the disjoint unions of algebraic L-cpos,

- the disjoint unions of bifinite cpos,

- the dcpos with a finite root and s.t. all their Scott-open basic opens Td are
algebraic L-cpos, ' |

- the profinite dcpos.
Proof , :
Hint: The proof proceeds like the proof of Theorem 2 Max ¢ Acpo, exploiting
not only the discrimination L or M (in its variant VL or VM), but also the
discrimination F or U: One shows that the profinite dcpos are the dcpos with a
finite root s.t. all Td's are bifinite. O

Exercise: Show that the category @-Prof of w-profinite dcpos and continuous
functions is the largest cartesian closed full subcategory of @-Adcpo.

Hint for exercise > CONT=CONT: Use the claim proved in Proposition
—ALG+M=BIF. ’
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4. Monads and Computations

Contents: 1. Representing Computations as Moriads, 2. Partial Maps and the
Monad of Partial Computations, 3. An Adequacy Proof for a Call-by-value PCF, 4.
Control Operators and CPS Translations, 5. Monads of Powerdomains.

1

In the analysis of programming languages and logics it is often helpful to

distinguish between the notion of value and the notion of computation.

A first example coming from recursion theory relies on the notions of total and
partial map. In our jargon a total map when given a value always returns a
value whereas a partial map when given a value returns a possibly infinite
computation. This example suggests that (i) the denotation of a partial recursive
algorithm is a map from values to computations, and (ii) that values are

“particular kinds of computations. ‘

In domain theory the divergent computation is represented by a bottom
element, “1”, that we add to the collection of values. This can be seen as the
motivation for the shift from sets to flat domains (cf. discussion in chpt. 1).

In the models of typed (and type-free) A-calculus that have been presented so far
this distinction was forgotten by regarding “L” as an element with the same status
of a value, hence the denotation of a A-term is a map from values to values. There
are however certain paradigms for the evaluation of A-expressions that do keep

this distinction, notably the eager and the lazy evaluation. Roughly in the eager
evaluation we first evaluate the argument of an application hence the denotation

of a program can be seen, as'in recursion theory, as a map from values to

 computations. In the lazy evaluation the argument of an application is frozen into
a program and its environment (i.e. a computation), hence the denotation of a
program can be seen as a map from computations to computations.

Another framework where the distinction between values and computations is’

useful is that of fixpoints extensions of typed A-calculi. Consider for example a
'simply typed A-calculus and its “Curry-Howard correspondence” with the minimal
propositional logic of. implication.6 Suppose that we want to enrich the calculus
with a fixed point combinator Y, on terms, entailing fully recursive definitions.
Which type should we assign to Y ? One possibility is to introduce a family of
combinators Y of type (a—o)—a (cf. chpt. 1). Then the correspondence with the
logic is blurred as Yy(Ax:0.x) has type o for any type o, i.e. every type is inhabited.
Another possibility is to regard Yy(Ax:o.x) as a computation of a proof, that is
assign to Y, the type (c(a)—c(a))—c(a), where c(a) is the type representing the

computations over o. Then, at the cost of a complication of the formal system, we

may keep a correspondence between propositions and a subset of types.

6 According to this correspondence types can be seen as propositions and lambda terms can be seen as
proofs.
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In these examples we have roughly considered computations as values
enriched with an element denoting the divergent computations. There are
however ‘other possible notions of computations that arise in the study of
programming languages. For instance if we wish to model non-determinism then
a computation may consist of a collection of values representing the possible
outcomes of a program.

Which are then the common properties of these notions of computation ? The
notion of monad that we describe in the next section seems to provide a good
general framework. ‘ |

1. Representing Computations as Monads

In this section, following Moggi[89], we present the notion of computation-as- -
monad. The monads of partial computations and the monads of powerdomains
will be the leading and motivating examples.

The notion of monad (or triple) is an important category theoretic notion, we
refer to Barr&Wells[85] and MacLane[71] for the basic information. What is important
here is to state which are the basic computational properties we wish to formalize.
Suppose that C is our category of data types. An endofunctor T: C—C defines how
to go from a certain collection of values to the computations over such values. A
natural transformation n: Idc—T determines how a value can be seen as a
computation. Another natural transformation p: T2—-T explains how to flat down '
a computation of a computation to a computation. These requirements plus
certain natural commutation properties are expressed in the following

Definition (monad)

A monad over a category C is a triple (T, n, u) where T: C—C is a functor, n:
Idc—T, p: T2-T are natural transformations and the following diagrams
commute: '

3 Hra 2
T’A—T2A

n Tn '

A My
| m *H% A
TA

TZAT>TA
‘A

A monad satisfies the mono requirement if N is a mono, for any object A.

Examples :
We give three basic examples of monads with a computational flavour in the
category of Sets."We leave to the reader the needed verifications.
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4 MONADS AND COMPUTATIONS

e Partial Computations. Define ( ),: Set—Set as:
().(X) 2 XU{Lx}, where, by convention Ly ¢ X..
() (f)(2) 2 if ze X then f(x) else Ly , where f: X—Y.
nx(X) 2x. px(x) 2if ze X then x else LX

« Non-deterministic Computations. Define P: Set—Set as:
P(X) 2 Pgn(X) . P(f)(a) = f(a), where f: X=Y.
nx(x) 2 {x} . ux(z) 2 vz.

e Continuations. Let be given a set of “results”, R, containing at least two elements..
In order to understand the basic trick behind the notion of computation one
should think of the “double negation” interpretation of classical logic into
intuitionistic logic. Define C: Set—Set as:

C(X) &2 (X—>R)-R.

C(f) 2 Age (X—>R)—-R. Ahe (Y——)R) g(h.f), where f: X—Y.

Nx(x) 2 Ahe (X—R). h(x) .

wx(H) 2 Ahe (X—R). H( Age (X—>R)—=R. g(h) ) .

In the next two sections we will consider in detail the monad of partial
computations, for the time being let us concentrate on the monads of non-
deterministic computations and continuations. We now introduce two variants of
the imperative language studied in 1.1 and analyse their interpretations in a
suitable monad (for the sake of simplicity we leave out recursion and expressions).

Ly s:=a | dummy | s;5 | s+s

L s:=a | dummy | s;s | stop

In L, we have introduced an operator “+’ for the non-deterministic composition of
two statements The intuition is that the statement s;+s, can choose to behave as
either s; or s,. It is then natural to consider the interpretation of a statement as a
morphism from S to Pg,(S), where S is the collection of states. Hence, using the
monad of non-deterministic computations one defines:

[dummyl =ng - [al=ng.a, fora:S—S

[s1;80] = tgePgin(Isal).ls1] [s;+s5] = Ao. [sylo L [sqlo
In L. we have introduced a statement stop whose intuitive effect is that of
terminating immediately the execution of a program and return the current state.
It appears that the interpretation given in 1.1 is not adequate to interpret this kind
of commands which alter in some global way the flow of the control. For instance
we should have: - ,

[stop;sl = [stopl , for any s
which is hopeless if we insist in stating [stop;s] = [sl.[stop] . However in the same
section we have learned that the notion of continuation is useful in modelling

control. Before proceeding it is worth pointing out that in the following
interpretation the ‘type of the domain’ where statements are interpreted differ
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from the one in 1.1 since: (i) we remove the environment (we do not need it here),
and (ii) we consider an isomorphic representation to fit the ‘monadic’ point of
view, namely we use: (§—55)—(5-5) = S—C(S) = S—=((5-5)-S). Hence:

[dummyl =ng ~ lal=ng.a, fora:S—S
. [s1;85] = pgePgin(lsol)<[s4] [stopl =Ac. Af.o
Exercise: Verify [a;b] = Ao. Af. f(b(ac)) .

An easy remark is that the interpretations for L. and Ly; are formally identical but
for the fourth clause. As a matter of fact we have been using a general pattern in
these interpretations which goes under the name of ‘Kleisli category’. Given a
monad (T, n, u) over a category C the Kleisli category K(C) is formed as follows:

Obc = Obk(C), K(C)[a, b] =Cla, Tb]
idy =1a, fog = oo Tfog if g:a—Tb, f: b—>Tc in C.

The reader will find in Moggi[89] more information on this construction and on its
use in the definition of the interpretation of a meta-language where the notion of
computation is treated abstractly as a monad with certain desirable properties.

2. Partial Maps and the Monad of Partial Computations

Most of the motivating examples discussed in the introduction rely on the
notion of partial computation. In the previous section we have defined the monad
of partial computations over Set. The main point of this section is to show how
the monad of partial computations can be derived by a general notion of partial
map. We will then apply this connection between partial maps and monads of
partial computations to the categories of domains introduced in the previous
chapters. | |

In particular we will introduce the basic notion of partial cartesian closed
category (pccc). Every pccc has an object Z, called dominance, that ‘classifies’ the
admissible subobjects (in the same sense as the object of truth-values Q classifies
arbitrary subobjects in a topos). To give a taste of things to come let us consider
the familiar category of complete partial orders and continuous maps, Dcpo. In
Dcpo we can choose as admissible monos (i.e. subobjects) the ones whose image is
a Scott open. Then the dominance is represented by Sierpinski space O = {L, T}, the
two points cpos. The dominance O classifies the admissible monos because any

Scott open U over the cpo D determines a unique continuous maps, f: D—O such
that f£1(T) = U.
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4MONADS AND COMPUTATIONS ,

Admissible Family of Monos’

It is standard to consider an equivalence class of monos on .an object as a
generalized notion of subset. A partial map from a to b can then be represented as
a total map from a subset of a to b. In many interesting examples the domain of
convergence of a partial map is not arbitrary. E.g. it is open (as in Dcpo), recursively
enumerable, etcetera. It is then reasonable to look for a corresponding categorical
notion of admissible mono as specified by the following |

Definition (Admissible family of monos)
An admissible family of monos M for a category C is a collection {M(a) | aeC}
such that:
(1) If me M(a) then m is a mono m: d»a. :
(2) The identity on a is in M(a): id,e M(a). BN
(3) M is closed under composition i.e. '
if my: a»beM(b) and mjy: b>sce M(c) then mjy.mj: a>>ce M(c).
(4) M is closed under pullbacks i.e.
if m: d»beM(b) and f: a—b then fl(m)eM(a).

The related category of partial maps

~ An admissible family of monos M on C enjoys properties which are sufficient
for the construction of a related category of partial maps pC. A representative for a
partial map from a to b is a pair of maps in C, (m, f), such that m:d>»aeM(a)
determines the domain and f: d—b the functional behavior. The category pC has
the same objects as C and as morphisms equivalence classes of representatives of
partial maps, namely: '

pCla, b] 2 {[m,f] | m:d>-aeM(a), f: d—b}

where (m,f) is equivalent to (m'f') iff they have the same domain and codomain,
and there is a map that makes m isomorphic to m' in the slice category C/a, and f
isomorphic to f' in the slice category C/b. To specify domain and codomain of a
(representative) for a partial map we write [m,f]: a—b ( (m,f):a—Db).

Definition (lzftzng)
Given a category enriched with a collection of admissible monos, say (C, M) and
an object a in C the lifting of a is defined as a map, open: (a), —a, such that
VbeC. Vf: b—a. 3!f: b—(a), . f = open . f'

Given (C, M) there is a canonical embedding functor, Emb: C—pC, defined as
Emb(a) 2 a, Emb(f) 2 [id, f] .
The following theorem characterizes the lifting as the right adjoint of the
embedding functor and shows that it induces a monad.

7 Refer to Curien&Obtulowicz[88], Moggi[88] and Robinson&Rosolini[88] for extended information on
the origins and the development of the theory.-Longo&Moggi[84] is the first place were we found the
definition of pccc.
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Theorem .

(1) (C, M) has liftings iff the embedding functor has a right adjoint.

(2) The lifting functor induces a monad over C.
Proof (sketch)

(1) (=) Define a lifting functor, Lift: pC—C, as Lift(a) 2 (a),, Lift(f) 2 (f.open,)',
where f: a—b. Next define a natural iso, ©: pC[_,_]>C[_Lift_], as 1, ,(f) 2 f.

(<) Given the natural iso T define (a); 2 Lift(a), open, 2 ‘rl(id(a)l).

(2) Define n, 2 (id,)", and p, 2 t(a)ll’a(openaoopen(a)l). O

Exercise pSet: Find a notion of admissible mono in Set that generates the monad of
partial computations defined in the previous section.

Definition (Pccc) :

" Let M be an admissible collection of monos on the category C. (C, M) is a pccc
(partial cartesian closed category) if C is cartesian and for any pair of objects in C,
say a, b, there is a pair ( pexp(a, b), pevaly p: pexp(a, b)xa—b ) with the universal
property that for any f: Ecxa)—\b there exists a unique h: C—pexp(A, B) (denoted
PAap o(f) ) such that peval,y, . (hxid,) = f£.

In other words there is a functor partial exponent on b pexpy: pé—)C that is
right adjoint to the product functor _xb: C—»pC thatis: pC[_xb,_] = C[_ ,pexpp_l.
By instantiating the natural isomorphism one obtains the following version of
“currying”: axb—c = a—(b—c), where we write more suggestively b—c for pexpp(c).
Indeed by virtue of the previous isomorphism we can safely confuse b—~c with
pClb, cl. Finally the lifting can be defined as (a), £ 1—~a, with the map pev . <id, !>.

Fact (Dominance)

In every pccc there is an object 2 (1), £ 11, called dominance, that classifies
the admissible monos in the following sense: 3T: 1-X. VA. Vme M(A) 3! x that
makes the following diagram into a pullback

XM A
! 0

Exercises: (1) Given a partial category define an “admissible subobject” functor
M(_) : CoP— Set. Show that the classifier condition can be reformulated by saying
that there is a natural isomorphism between the functor M(_), and the hom-

functo_r CL, %]
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(2) Show that in a pccc the following isomorphism holds: a—ZX 2 a—(1), =a—1.

We can conclude this section by giving precise contents to our initial conside-
rations on Dcpo.

Definition A
Let Dcpo be the category of dcpos and (Scott-)continuous maps. We consider the
following class of monos in Dcpo: m: D-E € Mg & im(m)e15(E).

Proposition
(1) The class Mg is an admissible family of monos for the category Dcpo.
(2) The related category of partial maps is a pccc.

Exercises: (1) Show that the partial category generated by (Mg, Dcpo) is equivalent
to the categories of (i) dcpos and partial continuous maps, and (ii) cpos and strict
continuous maps; where a partial continuous map f: D—=E is a partial map such
that Dom(f)etg(D) and f|pom(f): Dom(f)—-E is Scott continuous, and a strict
continuous map is a continuous map, f: D—E, such that f(1p) = Lg .

(2) Calculate the dominance of (Mg, Dcpo).

3. An Adequacy Proof for a Call-by-value PCF
In this section we apply the idea of distinguishing between total.and divergent
computations which is implicit in the monad of ‘partial computations’ to the

design of a variant of PCF calculus. This gives us the opportunity to revisit the -

general problem of relating interpretations of a' programming language with the
way such programming language is executed (cf. chpt. 1, section 6).
Given a programming language, say as an (ordered) initial algebra over some

signature of types and operators, the specification of the operational semantics is

given in two steps:

(1) Evaluation: a collection of “programs” is defined, usually the collection of
closed terms, on which a partial relation of evaluation is defined. The evaluation
is intended to describe the dynamic evolution of a program while running on an
abstract machine.

(2) Observation: a collection of “admissible observations” is given; These
observations represent the only mean to record the behavior of the evaluation
when applied to a program (note that the evaluation is not defined on arbitrary
terms).

In this fashion an “observational equivalence” can be defined on arbitrary terms M
and N as follows: M is observationally equivalent toN iff whenever M and N
can be plugged into a piece of code P[ ], so to form correct programs P[M] and P[N],

77



4 MONADS AND COMPUTATIONS

then M and N are not separable (or distinguishable) by any legal observation.

On the other hand any interpretation of a programming language provides us
with a theory of programs equivalence. How does this theory compare to
observational equivalence? We will say that an interpretation (or a model) is
adequate whenever it provides us with a theory of equivalence which is
contained in the observational equivalence.

We can now ask the following question (reversing the historical evolution of
the topic): for which kind of simply typed A-calculus does a pccc provide an
adequate interpretation? In order to give an answer to this question we have to fix
the rules of observation: we will assume that we can only observe the termination
of programs evaluation. Next let us consider-the definition of the evaluator. There
are two critical points: (i) the evaluator has to stop at lambda abstractions, (ii) in an
application the evaluator has to diverge if the argument diverges. The main result
will now say that the interpretation of a program (i.e. a closed term) is a total
morphism iff its evaluation converges. From this, it immediately follows that the
interpretation is adequate.

Having explained the general framework, we can now enumerate the main
technical points of this section.
e A language based on a fixed point extension of the simply typed lambda calculus
is introduced.
e A call-by-value evaluation mechanism for the closed terms of this language is-
defined, and it is stipulated that termination at all types can be observed.
e A semantic structure for the the language is discussed, which is based on the
partially cartesian closed category of directed complete partial orders and partial
continuous maps.
¢ A standard interpretation of the language in the semantic structure is described
and some of its basic properties-are given.
® In relating evaluation and interpretation, it is first proved that the evaluation of
a closed term converges to a canonical term iff its denotation is a total morphism.
e As a corollary, a result of adequacy of the interpretation w.r.t. a natural
observational preorder is proved.
¢ The notion of adequacy relation 1s analysed, as it represents the very basis of the
adequacy theorem.

The new techniques introduced in this section, following Martin-L6f[83] and
Plotkin[85], concern essentially the last point. The hard part-consists in showing that
the evaluation of a closed term converges to a canonical form whenever its
denotation is a total morphism. This requires the introduction of a family of
“adequacy relations”8 over the types that relates denotations and closed term in a
form that combines the “reducibility candidates” technique (introduced by Tait in
its proofs of normalization) with the “admissible predicates” technique (developed

8 We indicate these relations by their use rather than by their properties as the latter form a rather
long list subject to variations according to the language.
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by Milne and others in the context of provmg properties of fixpoints of continuous
functionals).

Language
Types and raw terms are defined by the followmg BNFs:

Type Variables:  tvi=tls...

Types: Can=1ltvl(o—o)
Term Variables: vi=xlyl..
Terms: M :==*lvi(AviaM) | (MM) | (Y M)

Contexts I are defined as in chpt. 2. Provable typing judgments are inductively
defined by the following rules (in the following we often omit the type label from
the Y combinator): '

(*) = I'o*1

(asmp) xoell =2 T'o>xa .

(-=0) T x> M:B = I > (Ax:a.M): (a—P)

(—E) > M: (a—P) , I'DN:o. = I'>(MN): B

(Y) I'oM: (1-a)—=a= I'o (Y M): &
Note

The types of the Y clause may seem a bit puzzhng at a first glance. One can glve
a semantic justification by recalling that in a pccc one defines the lifting as: (o), #
(1—a), on the other hand the partial functional space, say —, relates to the total
functional space, say —, as: a—f = a—(B), . So M: (1—o)—a is the “same” as M:
(o), —(c), and the implicit type we are giving to Y is (o), >(0)  )>(0v) ,, that is the
usual type of a fixed-point combinator over (o). One good reason to restrict:
recursion to lifted objects is that these objects have a least element; obviously a
continuous function over a directed complete partial order without a least element
does not need to have a fix-point.

Evaluation
The canonical forms are the closed, well-typed term that are generated by the
following grammar:

Ci=*1 (Av: a. M)

The notion of evaluation “—” is a family of relations, indexed over types, between
closed terms and canonical forms. Its definition proceeds by 1nduct10n on the
structure of a well-typed closed term as follows:
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(’(') = 3(-'_)’(-

(asmp) “we never evaluate a free variable”

(-0 = Ax:o.M-Aix:a.M

(—E) MeAix:oM', N=C', [C/x]M'-C = MN-C .

) M(Ax:1.YM)—»C = YM-C (for x fresh variable)

We write M! if FM—C, for some canonical form C. Note that the definition of
“»" gives directly a deterministic procedure to reduce, if possible, a closed term to
a canonical form. Canonical forms always reduce to themselves.

Semantic Structure
What suffices to interpret the language is a partially cartesian closed category
with “partial fixed points”, i.e. with fixed points over lifted objects. Namely

Definition (partial fixed points)
A pccc has partial fixed points if for any object A there exists a morphism pFixy:
pexp(pexp(1, A), A)—A, satisfying for any f: pexp(1, A)—A:
pev.<f, pFixp.f > = pFixp.f

Proviso

In the following we concentrate on the category of directed complete partial
orders and partial continuous maps. Then, as usual, there is a least fixed point
operator over lifted objects that is calculated as the join of an inductively defined
chain. As we will see this aspect of the semantic structure has an important impact
on the definition of adequacy relations. A more abstract framework for an
adequacy proof could be given relying on the notion of “O-category” that will be
introduced in chpt. 5 (roughly an O-category is a category in which the hom-sets
are dcpos and composition is continuous).

Interpretation '

Types. We denote with T the collection of type interpretations, in our case the
collection of dcpos. We are going to give' an interpretation that is parametric w.r.t.
an assignment m: tv—T. If we consider a pccc whose objects are element in T an
interpretation of the types is defined by induction as follows:

[11=1 (the terminal object)
[t =n(t)
lo—Bl = pexp(lald, [B) (the partial exponent)

Terms. The interpretation of a judgment F(xj: 04),...,(Xp: 0n) © M: @ is a partial
morphism of type [1Ixlo Ix...xlop, ]Il (x associates to the left). If HZ > M: ., that
is the term is closed, then we have either a divergent map or a point in [al. In the
latter case we write M.
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*) [F>* 1l =Yy : 1)

(asmp) [(x1: 01),.s (Xp2 O) D X5 04l = 7y 5

(=D I o Ax:o.M:o—Bl = pA(IT, x:00 © M:\B']l)

(—=E) [ToMN:BI = pev.< [I' > M: oc—\B]] [IoN:al > (2)
)" IFoYM:al = U<, f(n) 3)

where: g =[I'>M: (1-\0L)A0d] f(0) = Hr_m]] , f(n+1) = pev.<g, id.f(n)>

Notes: (1) This is the unique total map into 1. (2) The operation < , > here is a
partial pairing, it is defined only if its arguments are both defined. (3) The
morphism id: A—pexp(1,A) is uniquely determined by the identity over A, and a
morphism openga: pexp(1,A)—A. Also note that we use here the proviso of
working with an O-category. | '

Lemma (Substitution)
If FI'x:o0 © M:B, and FT" > N:a then
(1) FT o [N/x]M:B
(2) [T o [N/x]M:B] = [T, x:o0 © M:Ble<id, [T © N:o>
Proof _
As in chpt. 2 one proceeds by induction on the length of the typing judgment. [

Adequacy

We want to prove that glven a well typed closed term M, MU iff M. It is easy
to show that if Ml then MU as the interpretation is invariant under evaluation
and the interpretation of a canonical form is a total morphism. In the other
direction the naive attempt of proving (MY = M»L) by induction on the typing of
M does not work. We are going to associate to every type a an adequacy relation”
R(a) relating denotations and closed terms of type o (cf. chpt. 1). Adequacy
relations enjoy the property: f R(o) M A fl = M, moreover they enjoy
additional properties so that a proof by induction on the the typing can go through.

Definition (adequacy relation)
A relation S'c [1—al x A° is an adequacy relation of type a if it satisfies the
following conditions:

(C.1) (fSM A fl) = M. : |

(C.2) (fSM/\FM»—)C/\I—MHC)szM'

(C.3) TIIl—\aI] SM, forany MeA®, .

(C4) {falneo directed in [1—0l A Vn. f,SM = U, f,SM.

We denote with AR(0)) the collection of adequacy relations of type o. For ahy type
o, the relation {(f, M)e[1—al x A° | M1}, is an adequacy relation of type o.
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Note (adequacy relations are admissible predicates)

Here we want to emphasize certain geometric properties of adequacy relations.
In the first place we need to make explicit a cpo structure on the collection of closed
terms. Define an equivalence relation, say =, on terms by stating that M=N iff
either both terms diverge, or both terms converge to the same canonical form.
Given a type a consider the quotient A°,/=, with a flat order obtained by
assuming that the equivalence class of diverging terms is the least element, and all
other equivalence classes are incomparable. '

We can now consider E 2 [1—-a] x A°,/= as the product cpo. By definition a
subset PcE is an admissible predicate if it is closed under directed sets. Note that
any admissible predicate P determines a relation Sp over [1—al x A°, as follows:

(f, M)eSp < (f, [M])eP.
Verify that Sp satisfies conditions (C.2) and (C.4), but not vice versa, as one can
have a relation S such thatt —=M{ A =M\ A fSpM A —f Sp M.

We now put an upper and a lower bound on the collection of admissible
predicates we are interested in. The upper bound is U 2 {(f, [M].) | fl = Ml}. The
lower bound is L & {(f, [M].) | fl}. Verify that U and L are admissible predicates.
Next it is easy to show that the admissible predicates included between L and U are
in bijective correspondence with the adequacy relations (hint: the upper bound
forces (C.1), and the lower bound (C.3)). Hence, to summarize, adequacy relations
can be seen as a particular case of admissible predicates.

Given an assignment 6: tv—>U,c 1 AR(t), such that 6(t)e AR(t) for any t, we wish to
assign to each type o an adequacy relation of type o.

Definition (associating adequacy relations to types)
We associate to a type a a relation R(a) ¢ [1—=al x A° as follows:

R(1) 2 {(f, M)e[1—=10x A°; | f v (fl A M)
R(t) 2 6(t)
R(a—B) £ {(f, M)el1—~(a—B)I x A%, g |
(fl = M) A (dR(@)N = (pev o <f, d>R(B) MN) )}

Proposition
The relation R(a) is an adequacy relation of type o, for any type o.
Proof |
We proceed by induction on the structure of o.
Case (1). By definition of R. Case (t). By definition of 6 .

Case (o—p). , _
(C.1): By definition of R(a—).

(C.2): Suppose (f R(c—B)M A FM-C A = M'-C). First observe:
+M-C A FM'=C A FMN=C) = FMN-C (a).
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The interesting case arises if pev o <f, d>{. Then we have to show:
pev o <f, d> R(B) MN = pev o <f, d> R(B) M'N,
"that follows by ind. hyp. on § and (a).

(C.3): T[[l_‘(a_xﬁ)n R(0—PB) M because peve<T,d>=T, and dR(a)N 1mp11es, by
induction hypothesis on j3, () R(B) MN.

(C.4) pevo<lycpfy, d> = Upopevesty, d>, but Vn. f, R(a—B) M and d R(o) N
implies Vn. pevo<f_, d> R(B) MN. The thesis follows by (C.4) over R(B). O

Theorem
If F(x1: 04),...,(Xg: 0) D M: o and d;R(0;)C;, i=1,..n then
[ToM:alo <d1,...,dn> R(U.) [Cl/Xl,..., Cn/Xn]M.
Proof ' '
By induction on the length of the typing judgment. We adopt the following
. abbreviations: [T'> M: al o <dy,...,dy>= I['> M: ol o <d>,, [C1/X1,ees Cr/%XqIM =
[C/x]M. | |
(*) [T > * 1l o <d>, R(1) [C/x], *, by definition of R(1).

(asmp) d; R(()LI)C1 , by assumptlon

(—.Intro) We have to show: pA(I[,x:a > M:Bl) o <d>, R(a—p) Ax:o.[C/ x]nM The
first condition that defines R(o—B) follows by the fact that Ax:o.[C/x],M . For the
second suppose d R(a) N, - NC, and the application is defined, then by
inductive hypothesis we have:

[T x:00 © M:Bl o <<d>p,, d> R(B) [C/x,C1/Xq,-.., Cri/ Xp]M. Observe:

(i) pev o <pA(Il,x:a D M:BI) o <d>,, d>=[[x:00 > M:Bl o <<d>,, d>.
(ii) F [C/x,C1/x1, Co/ X IM-C" = F (Ax:o.[C/x];M)N—C'

(iii) Hence by condition (C.2) follows:

pev o <pA(I[,x:0. > M:Bl) o <d>p,, d> R(B) (Ax:e.[C/x]M)N.

(—.Elim) We have to show:
pev.< [ > M: Bl , [MoN:al > o <d>, R(B) [C/x]n(MN) . By ind. hyp.
I > M: a—Pl o <d>, R(e—P) [C/x] M and [IN:al o <d>, R(a) [C/x],N.
The result follows by the definition of R(o—p).

(Y.Intro) We have to show: U,.q f(n) o <d>, R(o) Y[C/x],M. We prove by
induction that, for each n, f(n) » <d>, R(o) Y[C/x] M
For the base case: f(0) o <d>, R(ct) Y[C/x] M follows by (C.3).
For the induction step observe: pev.<g, id.f(n)> R(a) M(Ax:1.Y[C/x]M) by ind.
hyp. on I'oM:(1—0)—a. Now use (C.2) to conclude: ‘
pev.<g, id.f(n)> R(a) Y[C/x],M. Hence by (C 4) we have the the51s O

Corollary

(1) If F@ > M: o then (MU = MJ).

Q) If F-T>M: o, FT' 5 N: o, and [C> M: al <[> N: ol then in any context C[ ]
such that @ > C[M]: B, & > C[N]: B we have: C[M[{ = CINN.
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Proof o
(1) Apply the theorem in the case the context is empty.
(2) Prove by induction on the structure of a context C[ ] that:
if [[>M: al <II'>N:al, HJ > C[M]:B, and & > C[N]: B
then [@ > C[M]:pl < [@ > C[N]: Bl.
Next observe: CIMH =) ciMi =) CINJU =) CINN.
where: (a) follows by (1), and (b) follows by [ > C[M]:f] <& > C[N]: Bl .

Analysis of the Proof

We wish to suggest where the definition of adequacy relation comes from. In
organizing our proof we assume that we have arrived at the following
straightforward formulation and that we try to proceed by induction on the length
of the proof of typing.

Attempt 1. If H(xg: 04),...,(Xp: 0y) D M: @@ and d;Ry(04)Cj, i=1,..,n then
' >M: al o <dy,....dy> Ry() [C1/xq,..., Cr/Xn]M
where: d Ry(0) M iff dl = M.

This attempt already fails at the (—.Elim) clause. Roughly suppose pev o <f, d>{,
then we can conclude fl and d{, so by induction hypothesis we can say
Me~Ax:a.M', and N—C'. But to show MNJ! according to the corresponding

evaluation rule we also need to prove [C'/ x]M'{ , and this seems outside our
possibilities. Hence we are led to the idea of defining a new relation R, that
satisfies: (a) d Ry(a) M = d Ry(a) M, and (b) f Ry(a—=B)M A d Ry(a) N = pev o <f,
d> Rp(a) MN. The inductive way to do this is to define an “exponent” over
relations as shown in the previous section. Given that Rp(a) denotes such a
“provisional adequacy relation” associated to the type o we can state our

Attempt 2. If H(x1: 07),... (X 0) D M: @@ and d;Ry(04)C;, i=1,..,n then
[ToM:alo <d1,...,dn> Rz((X) [Cl/xll"'l Cn/Xn]M .

We now run into problems with the (—.Intro) clause. Roughly we need the
following closure property: (f Ry(B) [C/x]M) = f Ry(B) (Ax:0.M)C. Hence it looks
like “adequacy relations” should be closed under expansions that preserve
convergence. Condition (C.2) strongly abstract from this empirical observation by
requiring that an “adequacy relation” is invariant w.r.t. the relation ~ we have
previously described. Clearly this is a very desirable condition as: (i) it is
semantically appealing, (ii) it refers to the evaluation relation rather to the single
rules of the evaluation relation, (iii) it avoids completely the notion of “one-step
reduction” whose introduction would lead us to a complex syntactic analysis.
Henceforth we assume that our “provisional adequacy relations” satisfy (C.2). This
attempt actually works nicely for the recursion free part of the calculus, and by
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simple inspéction of the previous proofs we have the following:

Fact. If F(xqy: 0q),...,(Xp: 0) D M: oc‘ and diRZ(oci)Ci, i=1,..,n, where M, C; do not
include the Y combinator, then
[ToM:ale <d1, . n> Rz(OL) [Cl/Xl, o I.l/Xn]IVI

New problems arise when we come to the (Y.Intro) clause. Since the fixed point is
computed as the limit of an iteration, and the term is evaluated through an
unfolding, computational induction seems the natural way to proceed. Of course
this will work only if we make adequate hypothesis on ‘the adeqﬁacy relations,
namely existence of a least element (C.3) and directed completeness (C.4). Again we
have to check that the “exponent” preserves this properties, but, as for (C.2), this is
somehow folklore. |

Exercise: Add the following condition to the definition of adequacy relation:
(C.5) fSM = <[> M:ad]
and try to reprove the adequacy theorem.

4. Control Operators and CPS Translations

Most programming languages whose basic kernel is based on typed lambda
calculus also include “control” operators such as exceptions or call-with-current-
continuation (see for instance Scheme or ML). In this section it is shown how to
type certain control operators and how to give them an adequate functional
interpretation. As already hinted in previous examples the monad of
continuations is a useful technical tool in order to approach these problems.

A Fragment of PCF with Control Operators
For the sake of simplicity we consider the following fragment of the language
PCF presented in chpt 1.

o= num | (a—o) =0 | I)xxow M:=nlx|AxoaMI| MM (new)

The language of terms is enriched by two unary combinators C (for control) and A
(for abort). Hence we have:

M:= ..ICM | AM

As in the call by value lambda calculus we define a collection of canonical forms,
these are the closed terms generated by the following grammar:

Vi= nl Av:aM

In order to formalize the behaviour of C and A we introduce the notion of
evaluation context E[ ]:

E[]:=[]11 E[IM | Av:a.M)E[ ]
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Note that an evaluation context is a context with exactly one hole which is not in
the scope of a lambda abstraction. If we forget about type labels the one step
reduction relation on terms is defined as follows:

(B) E[(AxM)V] — E[[V/x]M]
©) E[CM] = M(Ax. AE[x])
(A) E[AM] — M

We are now in a position to provide a syntactic intuition of what is a continuation
for a given term and of what is special about a control operator. A redex A is
defined as follows: A:x= (Ax.M)V | CM | AM. Given a term M = E[A], the current
continuation is the abstraction of the evaluation context, that is Ax.E[x]. We will
see later that there is at most one decomposition of a term into an evaluation
context E[-] and a redex A. A control operator is a combinator which can
manipulate directly the current continuation. In particular the operator A
disregards the current continuation and starts the execution of its argument, while
the operator C applies the argument to a variant of the current continuation.

Example: We illustrate by an example the role of control operators in functional
programming. We want to write a function F: Tree(num)—num where Tree(num)
is a given type of binary trees whose nodes are labelled by natural numbers. The
function F has to return the sum of labels of the tree nodes but'if it finds that a
node has label 0, in this case it has to return zero in a constant number of steps of
reduction. Intuitively the termination time has to be independent from the size of
the current stack of recursive calls. There is a simple answer to this specification
using the abort operator: '

let E(t) = F(Ax.Ax)t
where F =Ak.Y(AfAt.  if empty(t) then O
else if num(t') = 0 then kO
else num(t')+f(left(t"))+f(right(t'))

At the beginning of the computation one has:
F(t) - [Ax.Ax/K]F'

If at some point the exceptional branch “if num(t') = 0 ...” is selected then the
following computation is derived, in some evaluation context E[ ]:

E[(Ax.Ax)0] = E[A0] = O -

By applying the CPS translation described in the following it is possible to obtain a
purely functional program with a similar behaviour. Note however that the
design of this program is not obvious and its behaviour is probably more obscure
than that of the program with control operators. On this basis one may advocate a
direct study of control operators. Unfortunately a development of this point would
take us too far away. See Felleisen&al.[87} for a syntactic analysis. a

”
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Typing Control Operators

It is possible to type the operators C and A coherently with the reduction rules
. as follows. Let —o. = a—num. Add to the standard rules (asmp), (I), (E), and the
axiom for numerals the following two typing rules.

© I'ocMi—a = I'o (CM): a
(A) .  T'>M:num = I'>(AM): num

A program is a closed term of type num. The evaluation rules (B), (C), (A) apply to
_programs and are rewritten with all the type information as follows:

B) E[(Ax:0.M)V] = E[[V/x]M]
(C) . E[CM] - M(Ax:o. AE[x]) ~ (where: o> CM: o)
(A) E[AM] -> M

The rules above define a deterministic procedure to reduce a closed term. A
subscript “C” will indicate we are considering the fragment of PCF described above
extended with the control operators C and A and the relative typing and reduction
rules.

Proposition (Unique Decomposition)

Suppose Fc @ D M: o . Then either M is a canonical term or there is a unique
evaluation context E[ ] and redex A such that M = E[A].
Proof

By induction on M structure. The only interesting case is when M = M'M".
Then M is not in canonical form and ¢ @ > M": f— o, Fc @ > M" B, for some B.

- M' is canonical. Then M' = Ax:a.M1. If M" is canonical take E[ ] =[] and A =
(Ax:0..M1)M". Otherwise if M" is not canonical then, by inductive hypothesis, there
are E1[ ], A1 such that M" = E1[A1]. Then take E[ ] = M'E1[ ] and A = A1.

- M' is not canonical. Then, by inductive hypothesis, there are E1[ ], A1 such that M’
= E1[A1]. Then take E[ ] = E1[ ]M" and A = A1
In all cases verify that there are no alternatives to the decomposition proposed.’ O

Proposition (Subject Reduction for C and A)

If Fc G o> M: num andM—)CN then k¢ & > N: num.
Proof

Suppose there are E[ |, A such that M = E[A]. There are three cases to consider
according to the shape of the redex.

= (Ax:o.M)V. This requires a simple form of the substitution lemma. Observe ¢
x:aD>M: B and Fc @ > V:a implies bc @D [V/x]M: B.

- A= CM. Suppose c @ > CM: o . Then ¢ @ > M: =0 and k¢ X:0L D E[x]: num.
Hence k¢ x:a > AE[x]: hum which implies Fc @ o> Ax:o. AE[x] —o. and fmally Fc O
> M(Ax:a. AE[x]): num.
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-A=AM. ¢ @ > AM: num forces Fc @ D M: num. Also by definition of program
Fc @2 E[AM]: num . O

The previous propositions show that the rules (B), (C), (A) when applied to a
" program define a deterministic evaluation strategy which preserves the well-

typing.

Exercise Adef: Show that the operator C can simulate the operator A while being
consistent with the typing given above. Hint: replace any occurrence of AM by
C(Ak:—=num.M) where k is a fresh variable.

CPS Translation

Next we describe an interpretation of the Ac calculus into the fragment without
control operators. We begin with a translation on types. The interpretation of the
arrow follows the monadic view where we take num as the type of results. From
another point of view observe that replacing num with 1 one obtains a fragment
of a translation from intuitionistic to classical logic (see Griffin[90], Murthy[91] for
elaborations over this point).

num = num 0= = o~ ‘
We associate to a term M a term M without control operators so that:
FC X1t 0,00y Xpt Oy @ M 00 implies F xq: 0,0, Xp: Oy D M: =0

The definition goes as follows (we omit types). This is known as Continuation
Passing Style translation.

x = Ak kx ~ MN = Ak.M(Am.N(An.mnk))
n = Ak.kn | CM = Ak.M(Am.m(Az.Ad kz)Ax.x)
M = Ak k(Ax.M) AM = Ak M(Ax.X)

Before giving the explicit typing of the translation we recall three basic
combinators of the continuation monad.

M: o n(M) 2 Ak:—o. kM : —
M: o— B ——M 2 Ak:——o. Ah: —=f. k(Ax:num. h(Mx))
M: =——0o (M) Ak:—o. M()\‘h —. hk) — 0

The explicitly typed CPS translation is:
x = Ak:—okx: ——o
n = Ak:(—num.kn: ——num
AxoLM = Aki—(0=2B). k(Ax:oM): ——(a=B)
MN = Ak:—B. M(Am: a—. N(An:a. mnk)): =—f
CM = Ak: mo.M(Am:——o.m(Az:o.Ad:—num.kz)(Ax:num.x))
AM = Ak: =num.M(Ax: num.x): |
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It is now a matter of verification to prove the following, where F.x:o. =T x:at. .

Proposition (typing CPS translation)
Given the previous translation, if FcT'> M: o then FLC O M: —a.

Exercise CPS": There are many possible CPS translations. In particular verify that,
consistently with the proposed typing, one can give the following translation of
application: MN = Ak:—B.N(An: o.M(Am:a—B.mnk)).

The main pfoblem is now to show that the CPS translation adequately represents
the intended behavior of the control operators. The desired result reads as follows:

Suppose Fc @ > M: num. Then M —»¢c*n iff Mid —p*n.

The difficulty-in proving this result consists in relating reductions of M and M id.

Example It is not the case that for M: num M —¢ N implies M id —* N id.
Consider for instance (Ax. x)(Ap) —c p- Note: (Ax.x)(Ap) —p* Ak.p, whereas p =
Ak kp.

An OptimizedTranslation

- Given a term M a new translation <M> =k. M: k is defined with the following
relevant properties: (i) M —g* M, (ii) if M: num and M— N then M:id —g* N:id.
We limit our attention to the fragment of the calulus without control operator.
An extension of the results to the full calculus is possible but it would require a
rather long detour (see Danvy&Filinski[92]).

The translation considered here, also known as colon translation, performs a
more careful analysis of the term, the result is that a certain number of redexes can
be statically reduced. Suppose: U:=n | x | Av:o.M (in particular a canonical form is
a U term). Inductively define the following translations on terms (a variant of the
one in Plotkin[75]):

y-translation. Defined on U terms. Expected typing: if U:a then y(U): a.
Y(x) =x y(n) =n y(Ax:o.M) = Ax:a.M

Exercise SUB: Any V, [\y(V-) /x] M =[V/x]M

Semi-colon translation. Defmed on a palr M: U. Expected typing: if M:a and U:
—o then M:U: num.

U k= k y(U)

U1U2: k= wy(Un)y(U2)k

UiN:k= N: An.y(U1l)nk

MN: k= - M: (Am.N(An.mnk))
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It is easily verified that this definition is well-founded. Let K be the least set of well
typed terms (continuations) generated by the following grammar:

k= Axx | An.y(U)nk | Am.N(An.mnk)
It is convenient to associate a continuation kEl leK to any evaluation context E[ ] as
follows:

k[ ] = AX.X

KE[[ IN] = Am.N(An.mnKkE[ ])

KE[U[ 1] = An.y(U1)nkE[ ]

Lemma (A) :
Suppose -I'> M: a. Then (1) I > M>: = and
(2) If keK, and k: -~ then Mk —»+ M:k.
Proof
By induction on M and case analysis of the semi-colon translation. [J

Lemma (B)
Suppose E[E'[(Ax.M)V]]: num then
E'T(Ax.M)V]:kEl] 5+ E'[[V/x]M]:KE[].
Proof
By induction on E'[ ] structure. O

‘Theorein (Adequacy CPS-translation)

Suppose Fc @ > M: num. Then M —*n iff Mid -*n.
Proof ‘

(=) Suppose M —* n . By lemma A: M id —g* M: id. By iterated application of
lemma B: M: id —g* n : id. By definition of the :-translation n:id —gn.

(<) By strong normalization of the fragment of PCF considered here M id has to
reduce to a normal form. Since M id is a closed term the normal form has to be a
numeral, say n. Also the program M evaluates to a numeral m. By the first part of

the proof M id —g* m . By confluence of B-reduction n=m. O

Exercise CBV-CBN: Given a program M show that in a call-by-value evaluation of
the term M:id one never reduces in an evaluation context of the shape VE[ ].
Conclude that for this term call-by-name and call-by-value reduction coincide.

5. Monads of Powerdomains

In this section we reconsider the monad of non-deterministic computations in
the framework of domain theory. The need for this development clearly arises
when we consider recursion together with a non-deterministic operator.
Unfortunately in the context of domain theory there is not a unique candidate
which can play the role of the collection of finite subsets in the category of sets. As

90



4 MONADS AND COMPUTATIONS

a matter of fact there are several possible constructions and their success might
depend on the specific application one is considering. We will not investigate
these applications here; our goal being just to give a synthetic mathematical
introduction to three basic ‘powerdomains’. | '

A rather abstract way to describe powerdomain constructions is to look at them
as free constructions over certain semi-lattices.

e A semi-lattice is a set with a binary operation, say *, that is associative,
commutative, and absorptive, i.e. (x*y)*z = x#(y*z), X*y =y*X, X#X=X.

e We consider algebras over pre-orders ((algebraic) cpos), in this case we require
that the carrier is a pre-order ((algebraic) cpo) and the operations are monotone
(continuous). '

e A pre-order with a monotone binary operation, say (P, <, *) is a join-semilattice
if it satisfies: x < x»y, and a meet-semilattice if it satisfies: x+y < x.

We are interested in the problem of showing that given an algebraic cpo there is a
freely generated (join/meet) semi-lattice over the category of algebraic cpos. In
view of the technique of ideal completion this problem can be actually
decomposed in the problem of freely generating a semi-lattice over the category of
preorders and then completing it to a semi-lattice over the category of algebraic
cpos. Here is the basic schema for semi-lattices, where:

Forget,
P = > SP
A Freegp A
Ide| | Forget - Slde| |Forget
v Forget ! .
Acpo™ > SAcpo
Freegacpo

5

e P is the category of pre-orders and monotone maps.

e SP is the category of pre-ordered semilattices and monotone homo-morphisms.

e Acpo is the category of algebraic cpos and Scott continuous maps. '
e SAcpo is the category of algebraic cpos semilattices and continuous homo-
morphisms.

e Forget are the appropriate functors that forget some of the structure, in the
diagram. They are intended as right adjoints (if there is a left adjoint !).

e Ide is the ideal completion from preorders to algebraic cpos.

e Slde is the ideal completion on the carrier of the algebra and the extension of the -
monotone operations to continuous ones.

* Freespcpo 1s the functor we want to show to exist as left adjoint to Forget.
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e In order to show the existence of Freegacp, it is actually enough to exhibit a
functor Freegp left adjoint to Forget that takes a pre-order and freely generates the
semi-lattice over the category P. Then we define:

Freegacpo (D) £ Slde(Freesp(Dy,)), Freegacpo (f) £ SIde(Freegp(f | p,))-

We are now ready to prove the main result:

Theorem

The functor Forget: SP—P has a left adjoint Freegp: PSP that is defined as:

Freesp(P) £ (Pgin(P), <, U), Freegp(f)(X) 2 f(X),
where the so-called convex pre-order is defined as:
‘ XY & VxeX yeY. (xsy) A VyeY.Ixe X. (xy)

and the semi-lattice operation is the set-theoretic union.
Proof '

Define the natural transformation tp g: P[P, Forget(S)]—)SP[FreeSp(P), S] as:

tp,5((X) 2 £(x1)...f(xp),

" where X = {xq,...,.x5}€P¢in(P) and the operation in S is simply represented by
juxtaposition. The inverse is defined as: 1p, s 1(h)(p) 2 h({p)).

We have to verify that these are morphisms in the respective categories.
* 1p g(f) is monotone. Suppose {xy,...xp} = X< Y = {y1,....ym}. By the definition of the
convex pre-order we can find two multisets X'={wy,...,w}} and Y'= {z41,...,21} in
which occur the same elements, respectively, as in X and Y and such that w;sz;,
i=1,... 1. By monotonicity of f and the * operation in S we have: f(wy)...f(w]) <g
f(z1)...f(z;), and by absorption and the assumption on X', Y": 1p g(f)(X) = f(wy).. f(wl)
Tp 5(H(Y) = f(z1)-..£(zp)-
* Tp 5(f) is an S-morphism. Immediate by associativity and absorption.
We leave to the reader the verification that 1p, 5’1 is well defined as well as the
check of the naturality of 7.
Let JSP the category of join semi-lattices and MSP the category of meet semi-
lattices. The proofs of the following theorems have a similar pattern.

Theorem
‘The functor Forget: JSP—P has a left adjoint Freejgp: P-JSP that is defined as:
Freejsp(P) 2 (Pn(P), <, L), Freeysp(f)(X) £ £(X),
where the so-called lower pre-order is defined as:
XgY & VxeX dyeY. (x<y)
and the join semi-lattice operation is the set-theoretic union.
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Theorem
The functor Forget: MSP—P has a left adjoint Freey;sp: P->MSP defined as:
Freensp(P) £ (Pgn(P), Sy, V), Freepsp(f)(X) £ £(X),
where the so-called upper pre-order is defined as:
X<,Y & VyeY. Ixe X. (xsy)
and the meet semi-lattice operation is the set-theoretic union.

Exercise: Show that the category of Scott domains is closed under the lower and
upper powerdomains constructions, but not the convex one. Show that the
category of Dbifinite domains is .closed under all the three powerdomains
constructions. '

Note: Observe the unfortunate combination of the terminologies for semi-lattices
and pre-orders: the lower pre-order occurs with join semi-lattices, and the upper
pre-order occurs with meet semi-lattices.

‘The Powerdomain Monad
_ Each adjunction is going to induce a monad over Acpo in the standard way. For
example in the case of semilattices over preorders we have a monad (T, n, €)
defined as: '

T 2 Forget.Freegp :P—P

np: D—-TD, np(d) £ {d}

up: T2D-TD, up(Z) £ UZ .
Clearly there are many more possibilities to build free algebras over algebraic cpos.
More generally there might be powerdomains construction that are not describable
as free constructions. A general problem with powerdomains is that their
description is not “intrinsic” to the category we are considering (at least not in the
approach presented here) but is rather a construction that we attach over the
category of domains. Such constructions usually find their justification in some
specific application to the semantics of non-determinism or relational data-bases.

Note (on parallelism and non-determinism)
Consider the following variant of the imperative language introduced in 1.1:

L,y s:=aldummy | s;s I_ slis

The intuitive semantics of syl s, is that of a parallel execution of the state
transformations performed by s; and by s, . Since s and s, share the same store
different orders of execution might generate different final results, as is clear, for
instance, in the program “x:=1; x:=0 Il x:=1’, which upon termination can associate to
x either 0 or 1. A fundamental assumption is that modifications of the store can be
serialized. So the program ‘x:=0 Il x:=1" will terminate with x having value 0 or 1,
and nothing else. Also, because of the possibility of interleaving the execution of

93



4.MONADS AND COMPUTATIONS

various parallel statements it may happen that programs which were equivalent
in a sequential framework need now distinct interpretations, e.g. ‘x:=0; x:=x+1", and
x:=1". |

To summarize the semantics of a statement s should now have the following
type: [s]: (S>(Pgn(5—8)%), i.e. a function which takes a state and returns a
collection of finite strings of state transformations. We leave as an exercise the task
of interpreting the statements in such a set (hint: this requires defining an operator
which takes two strings and returns the collection of strings resulting from the
possible shuffles). As expected in the presence of divergent programs things are a
bit more complicated and what is usually needed is a recursively defined domain
of ‘resumptions’ (see, e.g., Plotkin[83]) which involves the powerdorhain monads
studied above. ad ’ '

Synchronization Trees and Powerdomains

As a_ another example of the application of powerdomains to the semantics of
parallelism we present a method for building a domain of ‘synchronization trees’
associated to a given ‘labelled transition system’.

' Labelled Transition Systems

In first approximation the semantics of programs considered so far associates to
every input a set of output values. For instance the empty set if the computation
diverges, a finite set if the computation is non-deterministic but finitely branching,
etcetera. _ '

System applications often require the design of programs which have to interact
with their environment (e.g. other programs, physical devices...). In this case the
specification of a program as an input-output relation is not adequate (cf. previous
example).

In order to specify the ability of a program to perform a certain action it is useful
to introduce the simple notion of labelled transition system.

Definition (Labelled Transition System)
A triple of sets (Pr, Act, —) is a labelled transition system (lts) if — < PrxActxPr.

We target our notation to a process calculus to be introduced next: Pr stands for the
collection of processes and Act for the collection. of actions. We write p - q for (p,
o, qQ)¢ — , to be read as “p makes and an action o and becomes q”. A lts is said to be
image finite if: VpePr. VaeAct. {p' | p —» p'} is finite. An image finite lts can be
represented as a function — : PrxAct — Pfin(Pr).

Example (CCS) _

As a typical example of lts we consider Milner's Calculus of Communicating
Systems (CCS). Let L be a countable collection of labels. Each label leL has a
complement 1' which belongs to L' 2 {I' | leL}. The symbol “ ' ” can be understood
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as a special marker that one adds to an element of L. The marker is chosen so that
L and L' are disjoint. We denote with a, b,... generic elements in LUL'. The
- complement operation is extended to L' by making it involutive, that is: a"=a.
Finally we define the collection of actions: Act 2 LulL'uft}, where 12 LUL'. We
denote with «, B,... generic elements in Act.

Intuition. a, a' may be understood as input/output synchronization operations on
a channel. The calculus models a protocol of communication in which sender and
receiver have to synchronize in order to communicate on a channel. The action t
is an “internal action” in the sense that a process may perform it without
cooperation of the environment. We define hext a calculus of processes:

Process variables. XY, Z,.
Process expressions. E:=nil | X | o.E | E+E | EIE | E\a | E[a/b] | fix X.E

A process is a closed process expression, i.e. all process variables are in the scope of
a fix operator. We denote processes with P, Q... these are the objects to which an
operational semantics will be assigned. The intuitive operational behaviour of the
process operators is as follows: nil is the terminated process which can perform no -
action. o.E is the prefixing of o to E, that is o.E performs the action o and becomes
E. E+E' is the non-deterministic choice (sum) between the execution of E and that
of E'. This choice may depend on a “global” condition. EIE' is the parallel
composition of E and E'. E\a is the process E where the channel a has become
private to E. This operation is called restriction. E[a/b] is the process E where each
action concerning the channel b is visible by the environment as a corresponding
action on a. This operation is called renaming. Eventually fix is the fix-point
operator with the usual unfolding operational semantics.

Labelled Transition System for CCS. We define next a lts for process expressions.
The definition proceeds non-deterministically by analysis of the process expression
structure. There are also rules (+1), (11) symmetric to (+1), (11). Finally let afa/b] # if
o¢ {b, b'} then o else (if a=b then a else a').

() = aE—~0E
(+1) E1-oE71 = E1+E2 »o Ey'
(1) E1~-oEr ' = E1lE2—oE1'|E2

(I1) E1—2E1 , Ex w2 E2' = E1lE2—»tE1'|Ey

(\) E~—2E ogfa a'} = E\a—%E\a

@) E—oE — E[a/b]»0la/b] Efa/b]
(fix) [fixXE/X[Em0E = fixXEm0E
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Towards Synchronization Trees. Given a process P one may repeatedly apply the

derivation rules above and build a possibly infinite tree whose edges are labelled by

actions. For instance consider the following examples where nil processes are

represented by the empty tree: ' ‘
a.nilla'nil fixX.a.nil+b.X

Exercises CCSTrees: (1) Show that all processes without a fix operator generate a
finite tree. (2) Consider the process P = fix X. (X.nil+a.nil) | b.nil). Verify: P2 nil |
b.nill...|b.nil, for an arbitrary number of b.nil's. Conclude CCS lts is not image
finite.

The graphical representation is still too concrete to provide a reasonable semantics,
even for finite CCS processes built out of prefixing and sum. In the first place the
sum should be commutative and in the second place two identical subtrees with
the same root should collapse into one. In other words the sum should form a
semi-lattice with nil as identity. For processes generating a finite tree it is possible
to build a canonical set-theoretic representation. Define inductively:

STo=Q STn+1 = Pg(ActxSTn) STe = U{STn | n<a)}

If P generates a finite tree then let [P] = {(a,IP']) | P»a P'}. Going back to the
previous example one can compute: [a.nilla".nill = {(a,{(a', D)}), (1, D), (a'{(a, D)}) }.

Exercise: Verify that .the previous interpretation is well-defined for processes
generating a finite tree and that it satisfies the semi-lattice equations.

There are serious difficulties in extending this naive set-theoretic interpretation to
infinite processes. For instance one should have:

[fix X.a.XI = {(a, {(a, {(a,...

This seems to ask for the construction of a set A such that A={(a, A)}. Assuming
the standard representation of an ordered pair (x,y) as {x, {x,y}} one notes that this
set is not well-founded w.r.t. the “belongs to” relation as: Aef{a, Aje A. This
contradicts the foundation axiom which is traditionally added to, say, Zermelo-
Fraenkel set-theory (see e.g. Jech[78]). On the other hand it is possible to remove the
foundation axiom and develop a non-standard set-theory with an anti-
foundation axiom which assumes the existence of sets like A (see in particular
Aczel[88] for the development of the connections with process calculi). In the
following we will take a different approach which pursues the construction of a
structure of “synchronization trees” by relying in particular on the convex
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powerdomain. First however it is useful to mtroduce a popular notion of
equ1va1ence on lts. '

Bisimulation. Let (Pr, Act, =) be a given lts. We introduce an equivalence relation
over Pr that can be characterized as the greatest element of a collection of relations
known as bisimulations or, equivalently, as the greatest fix-point of a certain
monotone operator defined on the powerset of binary relations on Pr.

Definition ( Foperator)
Let (Pr, Act, —) be a given Its. Define % P(PrxPr)—P(PrxPr) as:
AX) e {(p,q | Vp.prop = 3q.(q-2q A (p', q)eX) and symmetrically
Vq.q-oq = 3p.p-op’ A (p)q)eX )

Definition (iterates of the F-operator) :
P = PrxPr P+l = F JK) =N {9 | x<A} for A limit ordinal.
L] -
Exercise F Show that Fis a monotone operator over P(PrxPr) with a least and a
greatest fix-point (gfp). In particular observe that gfp(#) = M {# | k<p}, for some
ordinal w. If Pr is finite then one can take p=o. A bit harder: if the lts is finitely
branching then one can take p=.

Definition (Bisimulation)

Let (Pr, Act, ») be a given lts. A binary relation SCPrxPr is a bisimulation if .
Sc AS). The following diagram illustrates the properties of a bisimulation (plain
and dashed arrows correspond to a universal and existential -quantifier,
respectively).

w
P\)gs

Exercise BIS: The empty and identity relations are bisimulations. Bisimulations are
closed under inverse, composition and arbitrary unions. There is a greatest
bisimulation. Bisimulation are not closed under (finite) intersection.

Proposition (characterization greatest bisimulation)

Let ~ £ U {S | S bisimulation} be the greatest bisimulation. Then
~ = gfp(P =N {# | x<y), for some ordinal p.
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Exercise BIS-EQ: (1) Let Pr/~ be the collection of CCS processes quotient the greatest
bisimulation. Show that Pr/~ induces a semi-lattice with operations + and nil.
Analogously derive a commutative monoid from | and nil. (2) Show that ~ is a
congruence for prefixing, sum, parallel composition, restriction and renaming.

Bisimulation and CCS Semantics. The previous exercise suggests that bisimu-
lation equivalence captures many reasonable equivalences of processes. However
as stated it is still unsatisfying in at least two respects:

(1) An internal action T and an input-output action on a channel are treated in
the same way. This implies that for instance the process 7.7.a.nil is not bisimilar to
the process T.a.nil. This problem can be fixed by considering a modified Its defined
as follows:

P =a P'iff P (—»7)*—a (-1)* P P =t P'iff P (—7)* P’
The bisimulation built on top of this modified lts is known as wenk bisimulation
(the properties of this equivalence w.r.t. CCS operators are described in Milner[90]).

" (2) Bisimulation is computed as a greatest fix-point. This has surprising effects
on the semantics of recursive definitions. One proves for instance:

P = fix X. a.nil+X ~ a.nil.

This equivalence seems to be incompatible with any interpretation of fix as a least-
fix-point operator over some domain as one would derive:

[fix X. a.nil+X] = Un<oFn(1) = [a.nill+L1, where F(A) = [a.nill+A

and one éxpects: la.nill+ L # [a.nill. The notion of bisimulation considered so far
does not deal with the possibility that a process diverges. It is possible to enrich the
notion of lts with a unary relation predicating the divergence of a process, and
moreover one can define a notion of partial bisimulation over it (see, e.g.,
Abramsky[91]). This treatment of the operational semantics allows to get closer to a
denotational interpretation of CCS as developed next.

A domain equation for bisimulation. The problem is to build a domain which
extends to the infinite case our intuition about synchronization trees. We suppose
. that Act is a given countable collection of actions. We are interested in the “initial’
solution” of the following domain equation (see chapter 5 for a general theory of
the solution of these equations).

D = P[(ActxD),] @ (1), G
where: P[ ] is the convex powerdomain, (_), is the lifting, @ is the coalesced sum,
and 1 is the one point cpo. An element in D falls in one of the following three

categories: (i) L which represents the always diverging process, (ii) & the non-
bottom element of (1); which denotes the terminated process nil, (iii) a “set”

“°
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including a collection of pairs {(a;, d;)}je; and possibly the bottom element which
denotes the process which can perform the action a; and become d; or possibly
diverge.

Concrete representation convex powerdomain. It is convenient to have a concrete
. representation of the elements of the convex powerdomain.

Definition (*-operator)
Let D be an algebraic cpo. For any Xc D define
X*={y | IxeXx<y) A (VdeD,.d<y = Ixe X.d<x) }

Exercise CI*: Show that: (1) X&X*, (2) X**=X*.

P[D]=({XcD | X2 A X=X*}, <)
P[f](X) ={f(x) | xe X}*, given f: DE
n={l 1}:D>PD], {ldI}={d}
pu=U:P[P[D]]-PD], UF=(UE)*
v : P[DP-P[D], XuY = (XUY)*

All these operations can be extended to the convex powerdomain with an empty
set adjoined: Pg[D] 2 P[D]® (1), .

The compact elements of the domain D solving equation (*) are inductix}ely
defined as follows: (i) @€ D,,, (ii) {L}e D, (iii) if ac Act, deD, then {l(a,d)!}eD,, and
(iv) if de D, and d'e D, then dud'eD, .

Interpretation. Nil, prefixing, sum and fix-point combinator are interpreted
directly using the operations suggested by the construction of D.

nilP

29
a. D 2:d{lad))
+D ey
fixD 2 Fix

The interpretation of restriction, relabelling'and parallel composition is less direct.
One has to visit the argument(s) and incrementally generate a result.

\aP 2 Fix(A®. U - Pg[ga®]) , where ga: (D—D) — ((ActxD),—D),

gaP L=1" |

ga® (o, d) = if aza then (o, @ d) else o
_[a/b]P 2 Fix(A®. Po[ga/b®]), where ga/p: (D—D) = ((ActxD), —(ActxD),),
ga/pPL=1 _ .
ga/b® (0, d) = (afa/b], @ d)
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|D 2 Fix(A®. f®)*, where f: (D2—D) — ((ActxD),2-D)
fd(x, L) =fP(L, x)=1
fo((o,d), (B,d)) ={! (a,@(d, (B,d)) I} +P {1 (B,D(d, (o, d)) 1}
+D {1 (1, @(d, d")) I}
the last addenda only if a=a, = a".

We refer to Abramsky[91] for a comparison with the operational semantics. In
general it is possible to prove a full abstraction theorem of this interpretation of
finite terms w.r.t. partial bisimulation. The match is not quite so nice for infinite

terms.
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5. Domain Equations, Universal Doinains,
and Operator Representation

-

Contents: 1. Domain Equations, 2. Universal Domains, 3. Operator Represen-
tation. :

~ Given a category of domains C one builds the related category CeP that has the
same objects as C and embedding-projection pairs as morphisms. It turns out that
this is ‘a suitable framework. for the solution of domain equations and the
construction of a universal homogeneous object. The latter is a domain in which
every other domain (not exceeding a certain size) can be embedded. Once a
universal object U is built, it is possible to represent the collection of domains as
the domain of finitary projections over U, say FP(U), and functors as contintious
transformations over FP(U). In this way, one obtains a poset-theoretic framework
for the solution of domain equations that is more manageable than the general
categorical. one. '

1. Domain Equations

One of the earliest problems in denotational semantics was that of building a
model of the type-free ABn-calculus. This boils down to the problem of finding a
non-trivial domain D isomorphic to its functional space D—D. Following Wand[79]
and Smyth&Plotkin[82] we present a generalization of the technique proposed in
Scott[72] for the solution of domain equations.

Fixed Points of Covariant Functors

In this section we introduce the notions of algebroidal category and of category
of embedding-projection pairs. These notions can be found, e.g., in Banaschewski&
Herrlich[76] and Smyth&Plotkin[82]. Recall that an o-chain is a sequence {B,,f lneo
such that f: B;—B,1 for all n. It is convenient to write f, n 2 f_10....f, for m>n.

The general categorical definition of colimit specializes to w-chains as follows. A
cocone {B,gntneq Of the @-chain {By,f,}ycy is given by an object B, and a sequence
{8n: Bn—=Blne o satisfying gn,1.fn=gy for all n. A coconeé {B,gp}ne is @ colimit if it is
an initial object in the category of cocones, that is if for any other cocone {Chplneq
there exists a unique arrow k: B»C such that k;gnzhn for all n.
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Let T: K—K be an endo-functor. We outline some rather general results that
guarantee the existence of an “initial” solution for the equation TX = X. It will be
shown in the next section that these results can be usefully applied to the solution
of domain equations.

Definition (T-algebras)

Let T: K—K be an endo-functor. A T-algebra is a map o: TA—A. T-algebras form
" a category. If a: TA>A and B: TB—B are T-algebras then a morph1sm from o to B is
~a map f: A-B such that: foo = B.Tf.

Note (on initial T-algebras)

It is clear that any isomorphism i: TA—A gives rise to a T-algebra. Now we
show that an initial T-algebra is always an isomorphism. Let o: TA—A be initial.
Then To: TTA—TA is also a T-algebra and by initiality there is i: A>TA such that:

ioo=To. Ti=T(si) (*).

Observe To is a morphism (of T-algebras) from To to . By composition and
initiality we get: o, i = id. By (*) we get T(a . i) = T(id) = id = i . . So i is the
inverse of o. Here is the diagram:

TA:-------- > TTA—TA

Otl Tal Otl

Avrereren B TA——= A
1 _ o

The following proposition will appear natural if one thinks of categories as cpos
and of functors as continuous transformations. '

Proposition (Initial Solution)

Let C be a category with initial object and w-colimits and T: C—C be a functor
that preserves w-colimits. Then there is an initial T-algebra.
" Proof

Let O be the 1n1t1a1 object. Consider the uniquely determined map z: O—TO. By
iterating T on this diagram we get an @-diagram: D = {TIO, Tiz};»o. By assumption
there is an @-colimit of D, C = {A, fi};50, satisfying fi = fi+1 , Tiz.

Now consider TC = {TA, Tfil};5g . By assumption TC is an w-colimit of:
TD = {TTiO, TTiz};5o. Since we can restrict C to a cocone of TD we have determined
a unique morphism h: TC—C. As for the inverse observe that TC can be extended
to a cocone of D, as by initiality the first arrow of a cocone of C is fixed and the
commutativity of the first triangle must hold. In this way we obtain a morphism
k:C—>TC that is the inverse of h.

We want to prove moreover that the T-algebra h: TA—A built in the solution
of the equation TX = X is initial. This goes in three steps:
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(I) Observe that any T-algebra, p: TB—B, gives rise to a cocone {B, gig};>o where:
g.iB = B ° TB ° TTB o ser o Ti'lB ° TiZB, with: i20, Zg: O—)B

(For the heuristics, think of the way you would prove Uf(1)<z if f(z)<z in Cpo.)

Next we have to relate morphlsms in Cocone({TiO, Tiz};5g) and morphisms of
T-algebras. Observe: '

(II) Given h: TA—A, B: TB-B the uniquely determined morphlsm l: A-B on
the induced cocones is also a morphism of T-algebras. Observe that B also
determines another cocone {TB, hig};so where: hig 2 TB. TTB. ... - Tif . Tizyg,
with: i20, zpg : O—TB, making B into a cocone morphism. Next remark that L.h
and B.T! are two cocone morphisms from TA to B, and since TA is a colimit, they
are equal. Hence 1 is.a T-algebra morphism.

(ITI) Any morphism of T-algebras u: a—p induces a morphlsm between the
related cocones, as defined in (I). [

In the practice of the solution of domain equations we may wish to start the
construction of the w-diagram with some morphism z: X—TX, where X is not
necessarily an initial object. In the poset case this corresponds to looking for the
least fixed point of a function, f: D—D, that is bigger than a given point d such that
d<f(d). If D is an @-dcpo, and f is w-continuous then the we can compute the
solution as U, <,f(d). This is the least element of the set: {eeD | f(e)se A d<e}.

We now want to provide a categorical generalization of this fact. Suppose that
the category C and the functor F satisfy the condition in Prop. (Initial Solution).
- Given the map z: X—TX we can build an o-diagram D = {TiX, Tiz};5o. Using the
hypotheses we can build the colimit {A, fi};5o, and an isomorphism h: TA—A. The
problem is now to determine in which framework h is initial. In first
approximation it is natural to consider T-algebras f: TB—B together with a map
zg: X—B (as B has to be “bigger” than X). If we now try to mimic step (I) in the
previous proof, that builds a cocone out of a T-algebra, we see that we need the
following property: zg =P o Tzg o z. Generalizing step (II) is routine, but step (III)
presents a new difficulty. It appears that a T-algebra morphism 1: B—y, where B:
TB—B, and y.TC—C, should also satisfy 1 o zg = z-. The following categorical
formalization shows that this is just an instance of the problem we have already
- solved, but w.r.t. to a related category CTX, and a related functor T,.

Given a category C and an object Xe C, we define a new category CTX as:
CTX={f: X—B | BeC}, CTX[f,g]={h | hof=g]
~ Also given a functor T: C—C, and a morphism z: X—>TX define a new functor:

T, CTX=CTX, T,(f) = Thez T, (h) =

103



5. DOMAIN EQUATIONS, UNIVERSAL DOMAINS,AND OPERATOR REPRESENTATION

Proposition (Relative Initial Solution)

Let C be a category with initial object and ®-colimits and T: C—C be a functor
that preserves @-colimits. The category CTX has initial object and @-colimits,
moreover given a morphism z: X—TX, the functor T, preserves @-colimits.

We leave this proof as an instructive exercise, in particular observe how the’
commutation conditions we found in the previous discussion arise as a
consequence of the abstract definitions. Conclude that the isomorphism h: TA—A,
that we have built in the previous discussion, is the initial T,-algebra.

From Contravariant Functors to Covariant Functors

Consider the functor =: CoOPxC—C, defined in every ccc, that given objects A, B
returns the exponent exp(A, B) (with the standard extension to morphisms). We -
would like to find solutions to equations such as: X = X=D, or X = X=X. The
problem here is that there is no way we can look at AX. X=D, or AX. X=X as
(covariant) functors. In the spirit of the previous Proposition (Relative Initial
Solution) we will introduce new structures that will allow us to reduce the
problem to the (Initial Solution) Proposition. In the first place we present the
notion of embedding-projection pair in an O-category.

Definition (O-category)

A category C is an O-category if
(1) every hom-set is an @-directed complete partial order (i.e. every @-chain has a
lub). '
(2) composition of morphisms is a continuous operation ‘with respect to the orders
of the hom-sets. ’ '

The first relevant application of the notion of embedding-projection pair in
domain theory appears in Scott[72]. Wand introduced the notion of O-category.

Example: Cpo is an O-category, ordering the arrows pointwise.

Definition (Retraction, embedding, projection)

Let C be an O-category, A, Be C.
(1) A retraction from A to B is a pair (i,j) such that i: A—>B, j: BoA, j.i = idy (we
write then A<B).
(2) An embedding-projection from A to B is a pair (ij) such that i: A—B, j: BoA,
joi = idp, isj < idg (We write then AcB, of course AcB implies A<B).
(3) A projection on A is a map p: A—A such that p.p = p and p <idj.

Exercise iDETj: Show that in an embedding-projection pair (ij), i determines j and
j determines i. Show that if (ij) is a projection pair, then i.j is a projection.
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Definition.(Category of Embedding-Projection Pairs)
Let C be an O-category. The category C€P has the same objects as C and
embedding-projection pairs as morphisms: ‘ '
CeP(AB) 2 {(i,j) | i A>B,j: B = A, jid=1idy, i, < idg} .
Composition is given by (i, j)-(i', j') = (i.i', j'sj), identities by (id,id).

Proposition

Let C be an O-category. Then _
(1) CeP is a category in which all morphisms are monos.
(2) If C has a terminal object, if each hom-set C(A, B) has a least element 15 p , and
if composition is left-strict (i.e. f: ASA' = Lo+ pnef=1a Av), then C€P has an initial
object.
Proof .

(1) Suppose: (i, j)-(i', j') = @, j)-(", j"). That is (i.i', j'sj) =(i.i", j"+j). Since i is a
mono: i.i' = i;i" = i'=i". Therefore, by exercise iDETj, j' = j".

(2) Let 1 be the terminal objéct in C. We show that 1 is initial in CeP. Given
AeC, we first show (L1 a,La 1)€CeP(1,A). On one hand, 14 1.1 A=id; since 1'is
terminal, on the other hand 13 p.lp 1= 1p A Sidp since composition is left strict.
By exercise iDET]j, there are no other arrows in CeP(1,A) since 1, 1 is the unique
element of C(A,1). O

We are now in a position to suggest what the category of embedding-projection
pairs is good for. Given a functor F: CoPxC—C we build a functor Fep: CepxCep—Cep
which coincides with F on objects. In particular the exponent functor is
transformed into a functor which is covariant in both arguments. Hence if FePD =
D in CeP then FD = D in C. In other words we build a related structure, C¢€P, and a
related problem, FePD = D, whose solutions can be used for the initial problem.
The advantage of the related problem is that we only have to deal with covariant
functors and therefore we are in a favorable position to apply the proposition
Initial Solution. Towards this goal it is natural to look for conditions on C that
guarantee that CeP has w-colimits (we already know that under certain conditions
it has an initial object) as well as for conditions on F that guarantee that FeP is w-
+ cocontinuous. This is the sense of the two following results.

Let C be an O-category and F: CoPxC—C be a functor (the generalization to n
arguments is immediate). We say that F is locally monotone (continuous) if it is
monotone (®-continuous) w.r.t the orders on the hom-sets. There is a standard
techniqlie to transform a covariant-contravariant monotone functor on C into a
covariant functor on CeP. Given F: CoPxC—C define FeP: CePxCeP—CeP as follows

FepP(c, ¢') 2 F(c, ¢')
Fep((i, j), (i, ) = (F(, 1), F(, ')

105



5. DOMAIN EQUATIONS, UNIVERSAL DOMAINS,AND OPERATOR REPRESENTATION

Exercise: Verify that FeP as defined above is a functor.

The following result points out that the w-colimit of {Dy, (i, jn)}nee in C®P can
be derived from the @°P-limit of {D,, julne in € - One often refers to this situation
as limit-colimit coincidence.

Theorem (Limit-Colimit Coincidence)
- Let C be an O-category. If C has w°P-limits then C®P has w-colimits.
Proof .

Consider an w-chain in CeP {D,,, f,} <, Where we denote with f,+: D,—D,,,; the
mono and with f,7:D,,1—Dy the epi. Let {C, g }he e = lime {Dy,, {1 e o - We show
that D, can be made into a cone for {D,, f, }nc o for all m. Let hy,: Dy, =Dy, be the
natural way to go from Dy, to D,,, it is defined as follows:

hmn2idp_, if m=n.  hpp 257 o £ ifm>n.  hp,2faqt .- fnt, if m<n.

Verify that {Dp,, hpnlhe o i @ cone for {Dy,, f; 7} e » Hence a unique map gp,+: Dj,—C
~ is determined, such that (gn*, 8m™): Dm—C in CeP.(this justifies our notation). We
leave to the reader to check that g~ gt = idDm. Let us verify g *-gm™ <idp_ ., -
Observe: gm* 8m™ = Bm+1" fm™ fm™ Bm+1” S Bm+1*" 8m+1” - Hence {gn™ gmImewis a
chain and we write k = Up,c o 8m ™' 8m™- In order to prove that k=idc it is enough to
remark that k is a cone endomorphism over {C, g " }me as:

8m™ K = 8m™ Uicw 8™ 8" = 8m ™ Uiom & 8" = Uiom 8m™ 8i** 81 = Uizm Nim* 8" = 8m™-

It remains to show that {C, gmlmeq is @ colimit. Let {B, 1,,};nc be another
cocone. Define: p*2Upeplm™ 8m™ C—B, and p2lUyco 8m™ Im™: B—C. Verify p:
C—B in Cep. ’

Moreover p is a morphism of cocones between {C, gnlmee and {B, In}me - Finally
suppose q is another such morphism; then referring to the k defined above:

(a*, @) =(q*k k- q) =(q* Une e Bm™ 8m ) Umew 8m™ 8m ) q) =

Unew 9" 8m™ 8m™ Unme o 8m™ 8m™ 4) = Unme o Im™ 8m™s Ume @ 8m** Im) = (p*, p). Here
is a diagram of the situation:

Exercise: With reference to the previous proof show that the cocone {C, gn}mepis a
colimit in in CeP iff Uy e 8m™ 8m™ = idc- "
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Note (which «rP- lzmzts are needed ?)

It is often the case that the category of domains under consideration does not
have’ @°P-limits but only limits of w°P-diagrams whose arrows are the projection
component of an embedding-projection pair. Note that this is enough to apply the
technique for the solution of domain equations described here.

The following result relates local continuity and preservation of ®w-colimits.

Proposition (Induced Functor)
Let C be an O—category with w°P- limits. If F: C°PxC—>C is a locally continuous
functor then Fep: CePxCeP—CeP preserves w-colimits.
Proof
We have already observed that if F is locally monotone then Fe€P is a functor.
Let {(Dyp, Ep), (fn, 8n)lne o be an w-diagram in CeP with colimit {(D, E), (hy, kp)hneo
built as in the previous theorem.
To show that the cone {FeP(D, E), FeP(h,, k,)}ne o is @ colimit for
{FeP(Dy,, E,), FeP(f,, 8n)lne o it is enough to verify that: .
Une  F(hy™, kn*)-F(hy*, ky) = idg(p, gy , this is proven as follows
Une o Fhp, kn*)-F(hp, ky) = Upe oF(hpthy, knteky?) =
F(Une ohn*hn", Une okn* k') = F(idp, idg) = (idpp), idpE)) = idpp, gy - U

To summarize the method, given: (1) an O-category C such that the hom-sets
have a least element, composition is left strict, and C has (certain) ©°P-limits, (2) A
locally continuous functor F: COPxC—C, we can apply the previous constructions
and build: (3) the category CeP which has initial object and @-colimits, (4) the
functor Fep: CePxCeP—CeP which preserves w-colimits, therefore: (5) we find. an
initial solution for FeP(X, X)=X in Ce¢P, which ‘also gives: (6) a solution for the
equation F(X, X)=X in C

We will show in the next section of this chapter how to apply this'method to the
- ccc of bifinite domains. For the moment we can practice on the category of cpos and
continuous maps.
Exercise @°P-CPO: Show that the category Cpo has a terminal object and w°P-limits.
Exercise Exp-Prod-Cont: Verify that the product and exponent functors
Prod: CpoxCpo—Cpo  Exp: Cpo°PxCpo — Cpo

are locally continuous.

Exercise ABfn+SP: Show the existence of a non-trivial domain D such that:
D = DxD = D—D. Hint: consider the system D = D—E, E = ExE.
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Exercise Ay-Ap : Let (), be the lifting functor (see chapter 4). Show that the
equations D = D—(D); and D =(D),—(D), have a non trivial initial solution in
Cpo¢P

Exercise D, Explain how to build two non-isomorphic, nen-trivial solutions of
the equation D = D—D.

2. Universal Domains

We discuss a technique for the construction of a “universal” domain and we
apply it to the category of bifinites and continuous maps. In this section by bifinite
domain we intend the @-bifinite (or SFP) described in chpt. 3.

Universal Homogeneous Domains in @-Algebroidal Categories
In the first place we introduce the notion of algebroidal category. This
generalizes to categories the notion of algebraicity already considered for domains.

Definition (Category of monos)
A category K is a category of monos if every arrow of K is a monomorphism.

Definition (Compact Object)
Let K be a category of monos. An object AeK is compact if for each w-chain
(B fnlne  With colimit {B, gylne  and any h: A—B there exists n and ky: A—By, such

that h = gy.ky, for some n. We denote with K, the collection of compact objects.

‘h
—e

~

) g1
By BT - - -
" £y f1

Notice that k, is unique, as K is a category of monos, and that for any p larger than
n, kp 2 fn,p‘,kn satisfies the specification in the definition, that is h = gpokp.

Example: Sets with injections form a category of monos.

Definition ((w-)Algebroidal Category)
A category of monos K is algebroidal if
(1) K has an initial object. ‘
(2) Every object is the colimit of an w-chain of compact objects.
(3) Every w-chain of compact objects has a colimit.
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An algebroidal category is w-algebroidal if the collection of compact objects, K,
is countable up to isomorphism and so is the hom-set between any two compact
objects.?

Exercise NOT-ALG: Let S be the category of Scott domains, i.e. bounded complete
algebraic cpos and continuous maps. Show that S€P is not an algebroidal category.
How would you modify the definition in order to include S€P among the
algebroidal categories ? Hint: A directed set is a preorder (I, <) such that I is a
directed set. A directed diagram in a category C is a functor D: I-C. Show that: (a)
SeP has colimits of directed dlagrams, (b) each object is the colimit of a directed
diagram of compact objects. .

Next we define the notion of universal object. In particular we will be interested in
universal, homogeneous objects, as they are determined up to isomorphism. In
this section we follow quite closely Droste&Gébel[90]. More generally terminology
and techniques used in this section are clearly indebted to model theory.

Definition ,
Let U be an object in a category K of monos, and K* be a full subcategory of K.
Then: :
(1) U is K*-universal if VAeK* 3f: A—>U
(2) U is K*-homogeneous if YAeK*. Vf, g: A—U. 3h: UsU. (h.g = f)
(3) U is K*-saturated if YA, B eK*. Vf: A—>U. Vg: A—B. 3h: B-U. (h.g =f)
(4) K* has the amalgamation property if
VA, B, BeK*.Vf: A»B.Vf: A»B'.3CeK*.3g: BoC.3g": B'—C. (g.f = g'.f).10

A—»U /
A----m-U AT U---»U \A A A
: \ R
B -
Bl
Universality Homogeneity Saturation Amalgamation

9 Terminology: following Banaschewski and Herrlich we call w-algebroidal what is called
algebroidal by Smyth and Plotkin. In all cases considered in these notes the collection of compact
objects is countable up to isomorphism. However thinking of ordinals as a category one sees that there
are interesting cases where the collection of compact objects is not countable.

10 Remark that in all these definitions we require the existence of certain morphisms but not their
universality.
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Thecrem (Droste&Gobel[90])
Let K be an @-algebroidal category of monos. The following are equivalent:
(1) There is a K-universal, K,-homogeneous object. o
(2) There is a K,-saturated object.
(3) K, has the amalgamation property.
Moreover a K-universal, K,-homogeneous object is uniquely determined up ‘to
isomorphism.

The proof of this theorem is an immediate consequence of the following lemmas.
The main difficulty lies in the construction of a K,-saturated object while relying
on the hypothesis of K,-amalgamation (see K,-AMLG = K -SAT).

Lemma (K,-SAT-ISO)

Let K be an algebroidal category of monos and let U, V be K,-saturated. Then:

VAe K,.Vf: A-U.Vg: A-V.3i:U-V iso. (ieg = f).

Proof '

Refer to the diagram below. {(Uj, fj)}ice and {(V}, g)ljco are m—diagrams of
compact objects whose colimits are U and V respectively.
e Given f: A— U and g: A—V consider f*: A— Upg and g*: A—V,q that exist by the
. compactness of A.
e Next use K, -saturation and the compactness definition to go from Uy, to V; via
h*g. Proceed inductively in this way determining Uy, V3, etcetera.
It is then possible, using the h*;, to see V as (the object of) a cocone for {(Uy, fjlicw
and U as (the object of) a cocone for {(V;, g])}]em, by which the existence of the
1somorphlsms h and k which commute with f and g follows.

& &
V izno——»vnl.iﬂ_»vnz—-&—»\]rs._ns—_» ......

"Lemma(EQUIV)
Let K be an algebroidal category of monos.
(1) For any object U the following are equivalent:
(a) U is K-universal and K,-homogeneous.
(b) U is K,-universal and K,-homogeneous.
(c) U is K,-saturated.
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(2) A K-universal, K,-homogeneous object is determined up to isomorphism. _
(3) If there is a K-universal and K,-homogeneous object then K, has the
amalgamation property

Proof

(1) (a)=(b): 1mmed1ate, by def1n1t10n

(b)=(c): Let A, B € K, f: A-U, g: A-B. By K, -universality g B—»U. By K-
homogeneity 3h: U-U. (h.g'.g = f). So h.g' gives saturation.

(c)=(a): Since there is an initial object O, U is K, -universal via saturation
applied to the (unique) maps: f: O—-U and g: O—A. U is also K,-homogeneous by
an instance of lemma (K, -SAT-ISO). It remains to show that U is K-universal. Let
A € K and let {(A;, f;)}ic e be an @-chain in K, whose colimit is A. Take advantage
of K,-saturation to build a cocone with object U for this @-chain. Then there is a
map from A to U.

(2) Apply lemma (K, -SAT-ISO) with A=0.

(3) Let A, B, BeK,, f: A—B, f: A-B'. By K,-universality Jh: B—U. By K-
saturation 3h": B'-U.(h.f = h'.f'). Now consider an w-chain in K, whose colimit
"is U and use the compactness of B and B' to factorize h and h' along some element
of the w-chain. O

We are now going to use (for the first time) the countability conditions that
distinguish an @-algebroidal category from an algebroidal one.

Lemma (K,-AMLG = K,-SAT)
Let K be an w-algebroidal category of monos. If K, has the amalgamation
property then it is possible to build a K,-saturated object. '

Proof A

Use the hypothesis that K is w-algebroidal to build an enumeration up to
isomorphism of the compact objects H, 2 {A; | iecw} and an enumeration of all
quintuples M, 2 {(B;, C;, 8i» hy, ji) | ie } where: B;, CieH,, g;, h;: B;—C; and jie o,
such that each quintuple occurs infinitely often. In this way, given je ®, we can
always find ie o such that j;=j<i.

Next build an w-chain {(Uj, f;)}ic i, such that Uje H, and with the properties:
(1) Vie . Ik;: Aj—U;.
(2) Given i consider the corresponding quintuple in the enumeration:

lf] = ji <i and U) = Ci then Jk: Ur—)Ui_,_l.( ko fll o hi = fi o f]1 o gi ) .

£
n )

. e )
B\ : Ui
> . /

! CiEUj —>f U; £
Jji

Two important facts are hidden under these conditions: (a) when we build the
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o-chain {(U;, f;)};e » we will have to satisfy at most two constraints as specified by
(1) and (2). (b) If we have f, g: B—»C with B, CeH,, and CEU]' then (B,C, g, h, j) will
appear infinitely often in the enumeration so we can find an i such that: (B, C, g, h,
j) = By, Gy, 8i hy, ji) and (j =)j; < i.

The idea is to take U as the colimit of the @-chain {(Uy, fy)lne o While condition
(1) is natural, condition (2) may seem rather obscure. First observe that if we just '
want to build a K,-universal object, that is satisfy condition (1), then it is enough to
set Up 2 Ay and proceed inductively using the amalgamation property on the
(uniquely determined) maps f: O-U, and g: O—A,;. So, given (EQUIV),
condition (2) has to do with the fact that we want U to be K,-saturated.

We now show how to use condition (2) to get K,-saturation. Let B, Ce H,, and g:
B—C, h: B»U. By (I) and BeK, we have (see diagram below):
Jj(g": C-oUj, h*: B-Uj, h = fi.oh*).
Let g* = g.g". Choose i large enough so that:
j<i A (B, Uj’ g*, h*, j) = (By, C;, gi hy, jy)-
By (II) there is k: U-—>Ui+1 (ko f ° h* =fjo f o g*). From this, saturation follows.

U —J—'> Ux-——> Uin

Finally we show how to build the @-chain {(Uj, fj)}ice- Set Ug = Ay, the first
element in the enumeration H,. Next suppose to have built U; and consider A;,;.
As observed above there are f: O—Uj and g: O—A, . By amalgamation we get, for
some Uj', two maps f: U;—=Uj' and g": Aj;1-U;"

e If we do not satisfy: j; £i and Uj, =C; then it is enough to choose an object Uj
in H, isomorphic to U;'. The map from Ajyq to Ujyp is then immediately obtained .
by composition.

* On the other hand if j =j; <i and Uj=C; then apply amalgamation to:
hjofjof and gjofjiog obtaining k: U;'-Uj;,;" and k't Uj'-U;,q". It just
remains to select U;;; isomorphic to Uj,;'and in H,. U

Application to Bifinite Domains

In this section we verify that BifeP is an w-algebroidal category with the
amalgamation property. Therefore it has a universal homogeneous object. This
result depends on the construction of @-colimits in BifeP (and ®°P-limit in Bif).
This important construction is described following the ideas presented in the-first
section of this chapter.
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Theorem (BifeP has a Universal Homogeneous Object)

- Let BifeP be the category of bifinite domains and embedding projection pairs.
(1) BifeP is an w-algebroidal category and the collection of compact objects has the
amalgamation property.
(2) BifeP has a universal homogeneous object.
Proof

(1) We decompose the statement in more elementary steps.

(a) BifeP is a category of monos with initial object.
We have seen that under the following hypothesis C®P is a category of monos with.
initial object: C has a terminal object, the hom-sets have a least element and
composition is left strict. Verify that these conditions are satisfied by Bif !
(b) Let De Bif. Then D is compact in BifeP iff the cardinality of D is finite.
(=) Let {qn}ne o be the chain of projections of finite image such that U{gn}ne o = idp-
Consider the identity morphism on D, from the definition of compact object we
conclude 3n. id < q,, so im(id) = D is finite.
(<) After some manipulations the problem is reduced to the following: let {Cln}ne&)
be a chain of projections on an object E such that U{qn}nee = idg and p another
projection on D such that im(p) is finite. Now observe that if im(p) is finite and
p(x) = x then x is c'ompact in D. From this it immediately follows that p is compact
in D—D. Therefore p < U{qplnew =1dg = In. p<qu.
(c) Each object in BifeP is an w-colimit of compact objects.
This is a.consequence of (2) and the definition of bifinite object.
(d) Each w-diagram of (compact) objects in BiféP has a colimit.
Consider an w-chain in BifeP {D,, f,} e Where we denote with f,+: D,—D,1 the
injection and with f,":D,,1—D,, the surjection. Define:

2 {o 0> UpePn | a(n)eDy A f “(a(n+1)) = on)}.

with the pointwise ordering: o <p B iff Vnew. a(n) <p_P(n). Verify that this
makes D into a cpo. First we show that D can be made into a cocore. Let hy;: D;—-D;
be the natural way to go from D; to D, it is defined as follows:

hij e idDi' if l=] hl] e fj'° R fi-l-/ if 1>] ‘ hll s j_1+° .o fi+/ if 1<]
Next define g,: D,—D as: ‘
g -(d) £ o(n) g +(d) 2 A€ @. hy(d)

Verify that (g,7, g,*) is a morphism and prove U,c 8a*° 8o~ =id. Use this fact to
infer that D is a bifinite. ‘

The verification that {D, g,lnee 1S @ colimit is just an instance of the general
technique that we described for O-categories. Roughly let {E, hy} < be another
cocone and consider the map k: D—E, k 2 (U o hn*™ 8n7 Unew &n hn)-

- (e) BifeP has the amalgamation property.

Let us consider three finite posets (E, <), (D1, <1), (D3, <3) with maps h;: E=D;,

ie {1,2), in Bifep. W.l.o.g. assume E = DynD,, then: '
Ve, ecE (e<e & egje & ese).
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Now we define the amalgam as the set F 2 E U (D1\E) U (D\E) where:

f<pf & (1)f feDy, f< f forief{l, 2} or (2) JecE.(f <5e 5 f) fori#, i,je(l, 2}.
Verify that <g is a partial order. We are left with the deflmtlon of the morphisms
k;: D;—F, ie {1, 2}. Take the inclusions for k;*. Define:
ki~ (f) 2if feDy then f else hy(f). ky is defined symmetrically. Verify: (a) k;is a
morphism in BiféP. (b) ky - h; =k - hy .

(2) Bifep is an w-algebroidal category, therefore we can apply theorem 1.1. [

Note: Consider the proof of (d). Observe that: (1) We never used the fact that D, is
a compact object. (2) A subset of the arguments given there proves that Cpo has
®OP-limits. (3) As a matter of fact we show:

COthpoeP {(Dn/ f)tnew = thpo {Dr fa)hnew
that is an instance of the general theorem on the limit-colimit coincidence.

3. Operator Representation :

In this section we are interested in the problem of representing “subdomains”
of a domain D as certain functions over D. In particular we concentrate on
retractions and projections, the idea being that subdomains are represented by
the image of these maps. In the continuous case not every retraction (or
projection)-corresponds to a domain (i.e. an w-algebraic cpo). For this reason one
focuses on the collection of finitary retractions, which are by defmmon those
retractions whose image forms a domain.

The theory is simpler when dealing with (finitary) projections. Then it is not
difficult to show that the collection of finitary projections FP(D) over a bifinite D is
again a bifinite. In other words the collection of “subdomains” of a bifinite domain
can be given again a bifinite domain structure. This powerful fact is partially
exploited when we discuss representations and solutions. of domain equations
~over FP(U), for U universal domain. ‘

Retractions

The collection of retractions on a cpo D, Ret(D), is the collection of fixpoints of
the functional Af.f-f and the image of a retraction on D, r(D), coincides with the
collection of its fixpoints. Hence the general results on fixpoints can be
immediately applied. We will see however that under suitable hypotheses
something more can be said about the structure of Ret(D) and r(D).

Fact
Let D be a cpo. Then:
(1) If f: D—D is a continuous map then Fix(f) 2 {deD | f(d) = d} is a cpo.
(2) Ret(D) = Fix(Af:D—-D. ff) is a cpo.
(3) If re Ret(D) then r(D) = Fix(r) is a cpo.
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Proposition (compacts in #(D))
Let D be an algebraic cpo and re Ret(D). Then r(D),, the collectlon of compacts in
r(D), can be characterized as follows: 1(D), = {rd | deD, A d<rd}
Proof . _
Suppose de D, and d<rd. Let X ¢ r(D) directed. Then :
d<rd<UX = JyeX.(d<y) = dyeX.(rd <y =ry).
Vice versa suppose ryer(D),. Since D is algebraic ry = U{xe D, | x<ry}. So:
r(ry) = ry = r(U{xe D, | x<ry}) = U{rx | xe D, A x<ry}.
Since ryer(D),, we have 3z.ry =rz A zeD, A" z<rz. This z gives the desired
representation of ry. O

Notes

(1) If D is a bounded complete cpo and re Ret(D) then r(D) is bounded complete.
Let X ¢ r(D) and suppose yer(D) is a bound for X. Then X is bounded in D and
therefore 3 Up X. We show: 3 U,py X = r(lp X).
- Vxe X((x £UpX) = VxeX.(rx = x £ r(UpX) ). So r(Up X) is an upper bound.
- If y is an upper bound for X in r(D) then it is also an upper bound for X in D so
UpX < y. This implies r(Up X) < ry =y. So r(Up X) is the lub in r(D).

(2) If p is a projection (i.e. p-p = p, p<id) then p(D), = p(D) " D,,

(3) If ¢ is a closure (i.e. c-c = ¢, c2id) then ¢(D), = ¢(Dy).

Excursus (finitary retractions) :

Let D be an (w-)algebraic cpo and re Ret(D). Can we conclude that r(D) is again an
(w-)algebraic cpo? The answer is NO. In general it can only be shown that r(D) is a
continuous cpo (see chapter 3). The following is an example of an w-algebraic
complete total order with a projection on it whose image is not algebraic:

D2 ({[0,q] | ge@ U {[0, 1] | reRU {+} }, ©)
p((0, ql) 2 [0, ql, p([0, ) 210, [ .

When considering the collection Ret(D) things get even worse. For example it
has been shown by Ershov (see exercise 18.4.10 in Barendregt[84]) that the collection
of retractions over Pw is not a continuous lattice, hence a fortiori not the image of a
retraction (this also shows that the collection of fixpoints of a continuous function
.does not need to be a continuous cpo, as Ret(D) = Fix(Af. f.f).

We will consider retractions again in the context of stable domain theory. For
the time being we will concentrate on the simpler case of finitary projections.

Finitary Projections over Bifinite Domains

Let D be a bifinite domain. The notion of finitary Pprojection over. D provides an
adequate representation of the idea of subdomain, moreover the collection of
finitary projections over D, FP(D), is again a bifinite domain. This is a powerful
result that has application for instance to the interpretation of higher-order calculi
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(see chapter 6). The following notion of normal subposet is useful in studying
projections.

Definition (Normal Subposet)
Let (P, <) be a poset. N ¢ P is a normal subposet if VxeP. Ix~N is directed. We
denote with N(P) the collection of normal subposets of P ordered by inclusion.

Proposition (Finitary Projections and Bifinites)

Let De Bif. Then:

(1) There is an isomorphism between the collection of normal subposets of the
compact elements and the finitary projections over D: N(D,) = FP(D).

(2) FP(D) is an w-algebraic complete lattice.

Proof - _

Preliminary Remarks: (A) We know that p(D), = p(D)nD,. (B) If pis a
projection then p(D)e N(D) as {xnp(D) = {p(x)np(D). (C) If p is a finitary projection
then p(D),e N(D,). Use the hypothesis p(D) algebraic to show: VxeD. Ixmp(D), =
Lp(x)p(D), that is directed.

(1) If p is a finitary projection then define: N, £ p(D),. This is a normal subposet
of D, by (A), (C). Vice versa if Ne N(D,,) then define: py £ Ad. UddnN). This is well
defined because ldNN is directed. Next verify that these two transformations
define an isomorphism between FP(D) and N(D,).

(2) Left as exercise. - [

Exercises PP: (1) Show that if D is an algebraic bounded complete cpo then FP(D) ¢
D—D. Hint: given f: D—D consider: X¢2 {xeD, | x<fx} and define N¢ 2 U*(Xy).
The set N¢ corresponds to a finitary projection pyy - Set m: (D—D)—(D—D) as n(f) £
PNy - Verify T is a finitary projection whose image is FP(D).

(2) Find a bifinite for which (1) fails. Hint: it is enough to consider a bifinite D
with five elements and observe that there is a map f: D—D such that {fnFP(D) is
not directed.

Representing Operators

Let U be a universal domain for some relevant category of domains, say Bif.
Then each domain can be embedded into U and, therefore, it can be represented by
a (finitary) projection over U. Furthermore it can be shown that certain basic
operators over domains can be adequately represented as continuous
transformations over FP(U). As a fall-out one gets a technique to solve domain
equations'via the standard Kleene least-fixed point theorem.

Observe that there is an injective function Im from the the poset FP(U) to the
category BifeP : Im 2 Ape FP(U). p(U). This is immediately extended to a functor.

Let F be an endofunctor on BifeP. The representation problem consists in
finding a continuous transformations Rp on FP(U) such that the following
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diagram commutes.11

| F
Bif°F » BifP
I Im
FP(U) » FP(U)
R
Proposition | | |
Product and Exponent are representable.
Proof -

In showing that Bif is a ccc, one implicitly uses the fact that if pe FP(D) and
qe FP(D) then A(d, e).(p(d), q(e))e FP(DxE) and Af.Ad.q(f(p(d))) € FP(D—E) (actually
one can repeat the same argument for retractions and projections). If U is a
universal (homogeneous) domain for BifeP then we may assume the existence of
the embedding projection pairs:

(AMu, u'). <u, u'>, Au. (ry(u), mr(u)) ): UxU-U (i, ): (U->U)-U.

It just remains to combine the two ideas to define the operators representing
product and exponential:

Alp, @) Au. <p(my(u)), g(mp(w))> Mp, Q). Au. j(q ¢ i(u) ° p). O

Note: It is good to keep in mind that Im is not an equivalence of categories
between FP(U) and Bifep as FP(U) is just a poset category. This point is actually
important when one interprets second order types (chpt. 6).

Exercises REP: (1) Verify in detail that we can apply Tarski fixed point theorem to
the domains FP(U) in order to get initial solutions of domain equations in Bifep.
(2) Consider the representation problem for the operators of coalesced sum and
lifting.
(3) Consider the representation problem for (Finitary) Retractions.

11 1t is routine to formulate the representation problem for functors of n arguments.
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6. Interpretation of Dependent and
Second Order Types

Contents: 1. Domain Theoretic Constructions, 2. A Calculus of Dependent and
Second Order Types, 3. Interpretation.

The main goal of this chapter is to show how to interpret ‘dependent’ and
‘second order’ types in the framework of traditional domain theory (chapter 8 will
mention another approach based on realizability).

Let T be a category whose ob]ects are viewed as types. This category contains
atomic types like the singleton type 1, the type Int representing integer
computations, and the type Bool representing boolean valued computations. The
collection T is also closed w.r.t. certain data type constructions, for example if A
and B are types then we can form new types by making a “product type” AxB, a
“sum type” A+B, and an “exponent type” A—B .12

In first approximation by dependent type we mean a family of types indexed
over another type A. We represent this family as a transformation F from A into
the collection of types T

F: A-T : (intuition of dependent type)
As an example of dependent type one can think of a family Prod.Bool: Int—T that
given an integer n returns the type Boolx...xBool (n times).

If the family F is indexed over the collection of all types T then we are in the
realm of second order types

F: T-T (intuition of second order type)
As an example of a second order type one can think of a family Fun: T>T that
given a type A returns the type A—A of functions over A.

If types, and the collection of types T, can be seen as categories then we can think
of dependent and second order types as functors. Let us warn the reader that in this
preliminary discussion we are considering a simplified situation. In general we
want to combine dependent and second order types and the domain of the family
may turn out to be a category different from T. For example one may consider the
family Poly.Prod: TxInt—T that takes a type @, an integer n, and returns the type
ox...xo (n times).

12 Brackets are needed as at this point we prefer not to be too precise about the categorical properties
of the constructions.
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Probably the most familiar example of “dependent type” arises in first order
logic. If A(x) is a first order formula depending on the variable x then we can think
of A(x) as a family of propositions indexed over the universe of terms U, roughly
A:U—Prop. This example suggests the basic motivation behind dependent types,
they are a linguistic construct that allows to connect values to truth-value. Hence it
is not surprising that dependent types have appeared in several type systems (or
generalized logics) such as DeBru]ms Automath, Martin-L6f's Type Theory, and
Edinburgh LF. :

Keeping in mind the analogy with log1c let us consider a formula, A[B],
parametric in another formula B. Then we can think of A[B] as a family of
propositions indexed over the universe of propositions, roughly A: Prop—Prop.
Observe that in this way we can express the idea of parametricity of a formula in
another formula. Of course this form of parametricity is already available in any
logic but what is often missing is the ability to “quantify” over the parameters.
Second order types appear in a rather pure form in Girard system F (or a system of
natural deduction for minimal, implicative, propositional second order logic), of
course they also appear in second order logic or in the Calculus of Constructions
but there they are combined with dependent types and more.

Given a formula A(x) depending on X we can quantify over it and get the
formulae Vx.A, and 3x.A. Analogously, in the interpretation, given a family A:
U—Prop we can obtain two new proposition YA, and 3yA where we understand
Yy as an inf or product, and Jy as a sup or sum.

In general given a family of types F: C—T indexed over a category C (e.g. think
of dependent and second order types) we are interested in building two new types
that we may denote, respectlvely, with IIcF and Z¢F, and that correspond
respectively to product and sum of the family F. :

The main problem that we consider in this section is to provide a concrete
domain theoretic interpretation of these notions. In particular we build a category
of domains that is “closed” under the constructions of (certain) indexed products,
and (certain) indexed sums. The first simple idea is to interpret types as domains of
a given category C, and the collection of types as the related category Ce€P of
embedding-projection pairs. What is then a dependent type F over D ? Since every
preorder can be seen as a category it is natural to ask that F is a functor from D to
Cep. Analogously a second order type will be seen as an endo-functor over Cep.
However this will not suffice, for instance we will need that the family F preserves
directed colimits, namely it is cocontinuous.

A problem of size arises when considering a second order type, as the domain
(or base) of the family is a class, and not a set. This is précisely where the
‘algebroidal’ structure of CeP may play an important role (see chpt. 5). It is then
possible to determine a set of compact objects such that the behavior of a
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cocontinuous functor is determined, up-to-isomorphism, by its behavior on these
compact objects.

We can now summarize the contents of this chapter as follows. In section 1 we
start by describing the constructions of sum and product in the category of sets.
Next we give a rather general categorical treatment: given a family F as a functor F:
C—Cat the Grothendieck construction EcF will provide the interpretation of the
sum. On the other hand IIcF will be the category of “sections” of the “fibration” p: -
L-F—C that projects ZcF onto C. A section s of p has the property of being a
functor s: C—XcF such that p.s = idc.

Next we specialize these ideas to the categories of cpos and Scott domains.13
The problem is to determine suitable continuity conditions so that the
constructions of sum and product return domains. It turns out that everything
works smoothly for dependent types. On the other hand second order types give
some problems: (a) the sum Z7F is not in general a domain; (b) the product IItF is
only equivalent, as a category, to a domain; (c) bifinite domains are not closed
under the product ITTF (this motivates our shift towards Scott domains). At the
end of the section we also sketch a model based on finitary projections where all
the category theoretic constructions (e.g. ZrF) can be expressed in the framework of
domain theory. ‘

In section 2 we introduce a calculus of dependent and second order types and in
section 3 we define its interpretation. This interpretation refers to the specific
structure we have built. A general categorical treatment requires an amount of
category theoretic background that goes beyond our goals, we address to the
literature the interested reader (see, e.g., Jacobs&al.[91], Asperti&Longo[91]). Another
interesting aspect that is omitted is the proof-theoretic analysis of the type system.
Because of the size of the system and the inter-dependence of the judgments this is
by no means a trivial task.

1. Domain Theoretic Constructions
We give the basic intuitions of the constructors X and IT in Set, we then abstract
to Cat, and finally we specialize to certain categories of domains.

Dependent Types in Set

In set theory we may represent a family of sets as a function F: X—3et. More
precisely we will consider a graph given as {(x, Fx)}yex. We now formulate some
basic constructions that will be suitably abstracted in the sequel.

In the first place one may build the (disjoint) sum of the sets in the family as:

IxF2{(x,y) | xeX, yeFx}

Observe that there is a projection map p: ZxyF—X that is defined as p(x, y) £ x. On
the other hand one may build a product of the sets in the family as:

13 The existence of least elements in domains is not a relevant hypothesis in this chapter.
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6. INTERPRETATION OF DEPENDENT AND SECOND ORDER TYPES

[Ty F 2 {f: X=U,cxFx | Vxe X.fxe Fx}

* There is another way to write IxF using the notion of “section” of the projection
 map p: ZxF—X. A section is a map s: X—ZxF such that pes = idy, in other words for
any xe X the section s picks up an element y in Fx. It is then clear that the collection
of sections of p is in b1]ectlve correspondence with TIyF.

Exercise ZI1-Set: Verify that the definitions of ZxF and IIxF can be completed so to
‘obtain sum and product of the objects in the family in the category of sets.

Exercise ZI1-Const: Suppose that the family F: X—Set is constant, say F(x) = Y for
each x in X. Then verify that ZyF = XxY, and IIxF = X-Y.

Exercise (P. Freyd) SmallCompl = Preorder: Show that every small category with
arbitrary products is a poset. We recall that the category is small if the collection of
its arrows is a set. Hint: Given two maps f, g: a—b in the small complete category C
consider []ib. The cardmahty of Cla, l'[Ib] exceeds that of Arrc when I is big enough.

Remark (on the size of the famzly) :

Observe that in the definition of ZxF and IxF it is 1mportant that X is a set, so
‘that the graph of F is again a set, and so are ZxF and IIxF. This observation
preludes the problem we will find when dealing with second order types. In the
interpretation suggested above neither the graph of a family F: Set—Set nor ZgeF
and Tlg.F turn out to be sets !

Dependent Types in Cat

We now abstract the previous constructions to categories. Let F: X—Cat be a
functor where X is a small category, we define the categories ZxF, IIxF, and the
functors p: ZxF—X,14 and s: X—>ZF as follows:

TxF 2 {(x, y) | xeX, yeFx}

IxF [(x, ¥), (X, y)] & {(f, &) | f: x=x, o F(f)(y)—>y'}
idy, y) 2 (idy, idy) '

(g, B)o(f, 00) 2 (gof, Bo(Fg)(ct) )

Here is the diagram that describes composition in ZxF:

14 This projection is sometime referred to as Grothendieck fibration.
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Fx FX( z' )
B

Fx'
|
y Ff . /;’ Fg Fg(y')
Fi(y) / 5

FeFiy)

X .
[x . » X' > X" ]
f g

The functor p: ZxF—X is defined as:
p(x, y) 2 x
p(f, o) & f
The category IIxF is defined as:
HxF 2 {SI X—)ZxF | Pos = ldx}
IxF[s, s'] 2 {v: s>s' | v is a “cartesian” natural transformation}.

Observe that for a section we have:

xeX = s(x)=(x,y) and feArry = s(f)=(f, o)
A cartesian natural transformation v: s—s' is determined by a family {v,=(id,
T)lxex where: s(x) = (x, y), s'(x) = (X, 2), V: Y=z, so the first component of the
natural transformation is constrained to be the identity. Here is a diagram of the
situation:

X F -
(%) = (id, v) |
— sx =(X,y) > (X, Z)=s'x
S
f —’S. (f, o) | l (£, B)
[ ' ' 1(i/ '
X | — sx' =(x’,¥) (d, %) - (x',2') =s'x'
Dependent Types in Cpq.

We are now going to refine this construction to the case in which we have a
functor F: D—Cpo¢P, where D is a cpo and Cpo®P is the category of cpos and
embedding-projection pairs (i.e. X becomes a poset category D and the codomain of
the functor is Cpo®P). In order to have good closure properties it will be necessary
to make some cocontinuity assumptions on the functor F as well as on the sections
of the Grothendieck fibration. '
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Conventions

If d<d' in D then we also denote with d<d' the unique map from d to d' in the
poset category D. If f: D—E is a morphism in CpoeP then we denote w1th f+ the
- embedding and with f the projection.

Proposition (Dependent Sum in Cpo¢P) .
Let D be a cpo and F: D—Cpo¢P be a functor, then '

IpF 2 {(d, e) | deD, eeFd}, ordered by
(d,e) <z (d', e) < d<pd' A F(d<d')*(e) <r) €'
is a cpo (and an instance of the general categorlcal construction).
Proof
Observe that Cpo€P is the same as the category Cpo¢ (with embeddings only as
morphisms) which is a subcategory of Cat. It is immediate to verify that (ZpF, <) is
a poset with least element (1p, Lg(1p))- Verify: (d, e) <z (d', e) iff #XpF[(d,e),
de)l=1 .
Next let X = {(d;, ;)};c1 be directed in IpF. Set for d = Ujc1{d;},
X = (d, e F(di<d)*(e;) )
We claim that this is well defined and the lub of X in ZpF.
- {F(d;sd)*e;}ic1 is directed. Since X is directed:
Vi, j3k. (disdy A djsdi A F(disdy)*(ej)<ex A F(dj=dy)*(ej)<ey ). Hence:
F(d;sd)*(e;) = F(dsd)*oF(d;sdy)*(e;) < F(dgsd)*(ey), and similarly for j.
- UX is an upper bound for X. Immediate, by definition.
- UX is the lub. If (d',e') is an ub for X then it is clear that d<d'. Next observe
F(d<d')*(Uie (F(di<d)*(€) = Ui [F(dSd)(F(disd)*(ey)) = Uie(F(disd)*(ep) S e O

Proposition (Dependent Product in Cpo®P)
Let D be a cpo and F: D—Cpo¢P be a functor, then
IIHF 2 {s: DZpF | s continuous, pes = idp}
with the order induced by D—ZpF is a Cpo
Proof
First observe that p: ZpF—D is continuous as for any {(d;, e;)}jc] directed set in
ZIpF we have: p(Uie(dy ) = plierdi, UieF(disd)*(e;) ) = Uierd; = Uie 1p(dy, €1)-
We also.can define a least section as: s(d) = (d, Lg(q))-
Next observe that for any {s;};c1 directed set in HDF we have, for any deD: -
pe (UIEISI)(d) ( ie ISi (d)) = IGIp(Sl(d)) =
Hence the lub of a directed sets of sections exists and is the same as the lub in
D—)EDF O

Exercises: (1) Verify that the definition of ZpF is an instance of the definition in
-Cat.

(2) Let D be a cpo and F: D—Cpo¢€P a functor. Show that IIHF is isomorphic to:
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{f: D->UgpFd | fdeFd, fis ‘cocontinuous’}, ordered by

f<g © VdeD. fd<gy4fd’
where we say that f is cocontinuous if:

(i) F(d<d")*(fd) <fd"

(ii) For any {d;};c1 directed in D s.t. Ujc1d; = d: f(d) = Ui [F(dj=d)*(fd;).

(3) Verify that the definition of IIpF in Cpo corresponds to select a full

subcategory of ‘cocontinuous’ sections out of the general construction described for
Cat. g ‘ '

Dependent Types in S-domains

We denote with S (for Scott) the category of algebraic, bounded complete,
cpos.15 If we want that the constructions defined above return S-domains then it
is enough to make the following assumptions: (i) the domain of the family is an S-
domain, (ii) the codomain is the category S€P of S-domains and embedding-
projection pairs; and, less obviously, (iii) the functor F is ‘cocontinuous’ in a sense
which we define. '

Definition (directed colimits and cocontinuous functor) -

A directed diagram is a diagram indexed over a directed set. We say that a
category has directed colimits if it has colimits of directed diagrams. We say that a
functor is cocontinuous if it preserves colimits of directed diagrams.

Applying the theory developed in chpt. 5, it is easy to derive the following

Facts :
(1) The category S°P has directed colimits.
(2) Given a S-domain D and a functor F: D—S¢P, F is cocontinuous iff
for any {di}iel directed in D s.t. Uie Idi =d: Uie IF(diSd)+oF(diSd)' = ldD .
(3) A functor F: SeP—Se€P is cocontinuous iff
for any D S-domain and any {p;}ic directed set of projections over D

Uierpi = idp = UieF(py) = idpp) - O

.Proposition (Dependent Sum and Products in S-domains)

Let D be an S-domain and F: D—Se€P be a cocontinuous functor, then the cpos

IpF and IIRF are S-domains.

Proof : ' ’

e IpF is bounded complete. Let X = {(d;, €)}ie1 be bounded in IpF by (d', €).
Then (i) {d;};c is bounded in D by d' and therefore Jlicrp; 2 d. (ii) Also
{(F(d;<d)*(e;)}ie1 is bounded by F(d<d')(e') as:

F(d;<d")*(e;) = F(d<d')*F(d;<d)*(e)) < e' = F(d;sd)*(ey) < F(d<d')(e)).

151t is possible to develop the theory by adding a condition on the countability of the compact

elements. :
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Hence we set: ‘e 2 Ui [F(dj<d)*(ej). It is immediate to check that (d, e) is the lub.
e ¥F is algebraic. We claim: (i) ZpF, = {(d, e) | deD, A eeF(d),}. (ii) for anjf
(d', e)eZpF, U(d', e)NIpF, is directed with lub (d', e'). ;
(i) Let X = {(d;, e;)}je1 be directed in ZpF with o
@) d'slerdy=d, (b) F(d'sd)*(e') < UieiF(disd)*(e;) -
By hyp. d' and e' are compact, F(d'sd)*(e') is also compact hence we can find j such
‘that: d's dj, F(d'sd)+(e') < F(djsd)+(ej) that implies F(d'sdj)*(e’) < e That is (d', €')
< (dj, €). |
(ii) The set is directed because ZpF is bounded complete Given (d, e) we consider:
- {dj}ie1 = D, directed s.t. Ujcrdj =d.
- for any iel {ell} eli C F(dj), directed s.t. Ucpey = F(d;<d)-(e). Then:
ety €)= (@ iy e F(di<di¥ey) ) = (d, e 1F(di<d)* Uieieg) ) =
(d, Uje1F(d;=d)*F(d;=d)(e) ) = (d e), the latter by cocontinuity of F.

e TIpF is bounded complete. Suppose {s;}ic1 is a bounded set in IIpF. Since’
bounded completeness is preserved exponentiation we can compute Uicys; in
D—ZpF. It remains to show that: po(lic1s;) = idp. Observe, any deD, .

pe(Uic1s)(d) = plUiesi(d)) = plic1(d, &) =
e [IpF is algebraic. Consider the sections [d, ] for de D, ec F(d),, defined as:
[d, e](x) = if d<x then (x, F(dsx)*(e)) else (x, Lg(x))-
Verify that [d, e] is compact in IIpF. It remains to observe that for any se [IpF {[d, e]
| [d, e]<s} determines s. O

Second order types in S-domains

We now look for an interpretation of second order types as cpos and/or
domains. Suppose that F: SeP—S¢€P is a cocontinuous functor. Then, as an instance
of the general categorical constructions, we can form the categories ZgepF and
TMgepF. In the first place we observe that the Z-construction does not need to return
a preorder as there can be several embedding projection pairs between two
domains. We therefore concentrate our efforts on the Il-construction.

Given a cocontinuous functor F: S€P—S€P we restrict our attention to the
" cocontinuous sections s: SeP—XsepF. A cocontinuous section s is a section
characterized by the following property: for any D S- domain, {p;}ie1 directed famlly
of projections: Ucp; = idp = s(D) = Ui 1F(py)+(s(pi(D)).

The first obvious problem is that the functor F as well as the cocontinuous
sections are not sets as their description requires functions whose domain is the
class of all cpos.

Suppose that C is an algebroidal category of domains and let {Cj}ic, be an
enumeration of the compact objects up to isomorphism (verify that this
enumeration exists for the category S€P). Then the behaviour of a cocontinuous
functor F can be described up to isomorphism as {(i, j) | Cj c FC;}. Moreover the
behaviour of a cocontinuous section is completely determined by F and by the
behaviour of the section on {C;};c Clearly we are mimicking the definition of the
graph of a continuous function over algebraic cpos. The difficulty here lies in the

125




6. INTERPRETATION OF DEPENDENT AND SECOND ORDER TYPES

fact that colimits are not unique (up to equality). These considerations introduce
the following theorem due to Coquandé&al.[89], after Girard[86].

Theorem (Second order product in S-domains)

Let F: SeP—S¢€P be a cocontinuous functor then the poset of cocontinuous
sections, that we denote with IgepF, is equivalent, as a category, to an S-domain.
Proof _

Let S, be a countable enumeration, up to isomorphism, of compact objects in
SeP. Now consider

- P={f: 55— Upeg F(D) | {(D)eF(D) A (f: DoEin5,P = F(H)*(fD)<fE)},
with the pointwise order. One shows that P is an S-domain, equivalent as a
category to IlgepF. Here we only describe the equivalence. It is clear that any
cocontinuous section determines a family in P, by restriction to S5,¢P. Vice versa
given a family f in P we define its extension to a cocontinuous section, (ext f), as:

(ext f)(E) = (E, U {(FO*(fD) | DeS, A f: D—E in Sep}). a

In the following interpretation we will assume that IlgepF denotes a canonically
chosen S-domain.

Exercise TI(Id): Consider the identity functor Id: SeP—8¢P. Prove that Ilgepld is the
cpo with one element. Hint: let f be a continuous section and D an S-domain.
Then there are two standard embeddings, inl and inr, of D in D+D, where + is the
coalesced sum. The condition on sections requires that f(D) < {(D+D), but this forces
F(D) = 1p. '

Notes

(1) The previous exercise hints at the fact that cocontinuous sections satisfy
certain ‘uniformity conditions’, namely the choice of the element has to be
invariant w.r.t. to certain embeddings. In practice the syntax suggests that all the
definable functors are very uniform so one can look for even stronger uniformity
conditions in the model. Here is one that arises in the ‘stable case’ (see chpt. 7,
Girard[86]) and that leads to a “smaller” interpretation of certain types. Every section
s of p: ZgepF—S¢€P has to satisfy the condition:

h: D—E in SeP = sD = (Fh)(sE)

Note that this condition implies the standard condition in the continuous case.

(2) It can be proved that bifinite domains are not closed w.r.t. the IItF
construction. The basic problem arises from the observation that (S¢P), does not
need to satisfy property M (see Jung[91]). - :

Finitary Projections Model

In chpt. 5 we have discussed how to represent (countably based) S-domains as
finitary projections over a universal domain U. In this section we briefly describe
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the construction of the operators T and I1 in this framework (see Amadio&al(86]).
Suppose that U is an S-domain such that: ‘

UxUc U via (Mu, u). <u, u'>, Au. ((fst u), (snd u)) ): UxU-U, and
(U-U)eU via (i, j): (U-U)-U.

We also know that (see chapter 5):
FP(U) c (U—)U) via (ldFP(U) , TC) .

We set: & = i.m.j . We now suppose the following correspondences:

- the projection pe FP(U) represents the domain im(p).
- a function f: U—U such that f = f.f.p represents a (cocontinuous) functor from
the domain im(p) to the domain of types FP(U).

It is important to realize that FP(U) and S¢P (well, the subcategory of countably
based domains) are not equivalent categories as FP(U) is just a poset. As a matter of
fact we will get a different model where, in particular, one can interpret ZrF, the
second order Z-construction, as a domain.

Definition (X and II constructions in FP(U))
Let pe FP(U), and f: U—U be such that f = nt.f.p. We define:
Z f 2 Au.<p(fst u), (f(fst u))(snd u) >: U-U,
pr 2 MLi(AXj(E)((Gu)(pt)): U—-)U.

The following proposition establishes that Z,f and Ilpf are finitary projections
representing the ‘right’” domains. Here Adeim(p). im(f d) should be thought as a
functor (actually. a continuous function) from im(p) to FP(U). '

Proposition
Let pe FP(U), and f: U—U be such that f = n.f.p. Then:
(1) Epf , pr e FP(U).
©(2) im(l'Ipf) = Ilim(p) (Adeim(p). im(f d)) ,
im(pr) = Zim(p) (Adeim(p). im(f d)).

Exercise FP.TI(Id): Compute IT;Id. Compare the corresponding domain with the
one that is obtained in ex. I1(Id).

2. A Calculus of Dependent and Second Order Types
In this section we introduce the typing rules of a typed lambda calculus with
dependent and second order types.

Syntactlc Categories

The syntactic categories are presented in BNF. In specifying the rules we will
indicate types with A, B,..., and terms with M, N,..
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Variables V= xlyl..

Contexts = GIT,(V:A)IT,(V:tp)

Typesl6 = VI ({IV: A A) | (TTV: tp. A)| (ZV: A. A)

Terms M:u= VI AV:A. M) | AV:tp. M) | (MM) | (MA) |
<M, M> | (fst M) | (snd M)

| Judgments
Well Formed Context I' ok
Well Formed Type FoA:tp
Well Formed Term I'o>M: A

Well Formed Contexts

(Context.Empty) = Dok )
(Context.Intro.Type) I' ok, x¢Dom(I') = T, (x: tp) ok
(Context.Intro.Term) I'o A:tp, x¢ Dom(I') = T, (x: A) ok

Well Formed Types

(Type.Assmp) (xxtp)e I',Tok = 'ox: tp

(Type.Il.Depend) IL(xxA)>B:tp = I'o (IIx: AB): tp
(Type.Z.Depend) IL(xA)oB:tp = I'o (Zx: AB): tp
(Type.ILIlord) IL(x:tp)oB:tp = I'o (IIx: tp.B): tp

Well Formed Terms

(Term.Assmp) (x:A)e I“,‘l"ok = I'oxA

(Term.IL.Depend.Intro) T, (x: A)DM:B = I'> (Ax: AM): (ITx: A.B)
(Term.[1.Depend.Elim) T'>M: (Ilx: AB),ToN: A = I'> (MN): [N/x] B
(Term.Z.Depend.Intro) T'>M: A, T, (x: A)DN: B = I'> <M, [M/x]N>: (Zx: A.B)
(Term.Z.Depend.Eliml) T>M: (Zx: A.B) = I'o (fst M): A
(Term.X.Depend.Elim2) I'> M: (x: A.B) = I'>(snd M): [(fst M)/x] B
(Term.I1.IIord.Intro) [, (x:tp) oM: B = I' > M: (IIx: tp.B)

(Term.IT.Ilord.Elim) I'oM: (IIx: tp.B),TD A:tp = I'> (MA): [A/x] B

Note: In this presentation of the system we have not introduced equality
judgments for types and terms as they are not needed in order to give an idea of
the interpretation. However this gives a deceptive impression of simplicity. A
complete work should include the description of the equality rules and the
verification of their sound interpretation.

16 In order to write real, closed dependent types in this calculus one has to assume the existence of
some constant dependent type.
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3. Interpretation

In first approximation the interpretation of a context judgment, I' ok, is a
category, the interpretation of tp is the category S¢P, the interpretation of a type
judgment, T' o A: tp, is a functor from the interpretation of I to the interpretation
of tp, and the interpretation of a term judgment, I > M: A, is a section of the
Grothendieck fibration p: Xy F-IIl, where F is the functor given by the
interpretation of I' > A: tp. Note that the interpretations are inter-dependent, their
well-foundation can only be obtained by a careful examination of the syntax. In the
following we define the interpretation by induction on the derivation of the
judgment. - ' '

Proviso

When defining the 1nterpretat10n by induction on the length of the proof we
may need certain assumptions that have been-omitted, for the sake of brevity, in
the presentation of the system. For example if we interpret I' 5 (Ax: A.M): (Ilx: A.B)
then we need the interpretation of I, (x: A) > M: B but also the one of I'> A: tp. In
order to give a rigorous treatment one should either make the system a bit heavier
or show that there is always a canonical way to select a proof of, say, I' > A: tp,
from a proof of T, (x: A) > M: B. Also note that the interpretation is presented in a
set theoretic style, of course one should make sure that the set-theoretic
transformations we use exist in the domain theoretic model !

Context Interpretation .

The interpretation of a context is a category. We start with the trivial category 1,
and we use the category SeP to interpret tp. Next we build new categories using the
Grothendieck. construction.

"D okl=1
[T, (x: tp) okl = [T okl x SeP
IT, (x: A) okl =Xy [T’ > A: tpl

Type Interpretation

The interpretation of a type judgment is a functor into the category S¢P. Given a
~variable, say x, occurring in the well formed context I' there is some standard way
to define a selector m,, as composition of projections, that returns the component
corresponding to x in the interpretation of T

[Tox tpl=my
[T o(Tx: A.B): tpl = Ay. TGy (kx F(y,x))
[T o (Ex: A.B): tpl = Ay. Zgy (Ax.E(y,x x))
where F = [T, (x: A) o B: tpl, and G = ["'> A: tpl
[T > (Tx: tp.B): tpl = Ay. Igep (Ax.F(y,x)), where F =IT, (x: tp) > B: tp]
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6. INTERPRETATION OF DEPENDENT AND SECOND ORDER TYPES

Term Interpretation

As mentioned above the interpretation of a term judgment '> M: A is a
section of the fibration p: Xy F-IT], where F is the functor given by the
interpretation of the typing judgement I' > A: tp.

[l o x: Al ==,

[T o (Ax: AM): (ITx: A.B)] = Aye[I]. Axe Gy. ([T, (x: A) > M: Bl)(y, x)
where G = [I" o A: tpl

[ > (MN): [N/x]Bl = Aye[I'l. (II' > M: (TIx: A.B)l y) (I' > N: Al y)

[l > <M, N>: (Zx: A.B)l = AyelIl. (ay, (by)(ay)) '
where a = [’ >M: Al, b =T, (x: A) o N: B]

[T > (fst M): Al = AyelI'l. ny(IT > M: (Zx: A.B)ly)

I = (snd M): [(fst M)/x] Bl = AyelI'l. m, (II' > M: (Zx: A.B)ly)

[ > M: (ITx: tp.B)l = AyelI']. Axe SeP. ([T, (x: tp) © M: Bl)(y, x)

I 5 (MA): [A/x]B] = AyelI'l. (IT > M: (ITx: tp.B)l y) (IT"' > A: tpl y)

Exercise tp:tp : Propose an interpretation in the finitary projection model for the
calculus extended with a rule that makes tp into a type: ’
(tp:tp) Fok = I'otp:tp

Hint: the finitary projection & represents the collection of all types (see
Amadio&al[86]).

Guide to the References: In Coquand&al.[91] one will find the details of the domain-
theoretic interpretation of system F. Asperti&Longo[91] contains a rather complete
analysis of the categorical structure needed to interpret system F from the
viewpoint of ‘indexed category theory’ and ‘internal category theory’. There have
been several approaches to the problem of describing what is a categorical model of
dependent types, second order types, and more. See Jacobs&al.[91] for an up-to-date
account using fibrations.
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7. Domains and Stable Méps

Contents: 1. Stable Bifinites, 2. A Characterization of Stable Bifinites, 3. Traces of.
* Stable Functions, 4. Some Domain Theoretic Constructions, Appendix 1:
.Functional Spaces and w-algebraicity, Appendix 2: L-domains in the Stable Case.

The notion of stable map, as that of a continuous map that preserves meets of
pairs of compatible elements, has two origins related to A-calculus and proof
theory. It was introduced by Berry as a semantic approximation of the sequential
behavior of A-calculus evaluationl” and by Girard in the theory of dilators. It
appears that similar ideas were also developed independently and with purely
algebraic motivations by Diers (see Taylor[90] for an up-to-date account oriented
towards computer science). .

As an initial motivation let us mention some facts about the ‘full abstraction
problem for PCF’ (a simply typed lambda calculus with a fixed point combinator
and arithmetic functions, see chpt. 1). We know how to build a standard model of
this calculus working in cartesian closed categories of algebraic cpos and
continuous functions. It turns out that this model is ‘adequate but not fully
abstract’. This means that the model-theoretic pre-order on terms is strictly
contained in the operational pre-order.

We describe Plotkin's counter-example. Define a family of terms
Mj:(bool—bool—bool)—nat, representing the following function:

Ap.if (p tt L)
/ \
M; & if (p L tt) il
i / \
if (p ff ff) 1
\
1 i :
Observe that if i#j, Mj and M;j can be separated by a term p such that:
p(tt, L) =tt p(L, tt) = tt p(ff, ff) = ff
for example a parallel or, which is a compact element of the continuous model.

It turns out that a term that behaves like p is not definable in PCF as the
evaluation of the arguments necessarily proceeds “sequentially”. Therefore terms
that are “operationally equivalent”, like the M, defined above, are not equated in
the model based on the continuous functions. As a matter of fact R. Milner has

shown that -any “algebraic continuous model” in which operational and model
equivalence coincide has the property that all compact elements are definable in

17 The stable maps considered here are in Berry's terminology “multiplicative under condition”.
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the calculus.

Hence a possible strategy towards the goal of obtaining a fully abstract model is
to build a model in which certain compact elements are ruled out. Observe, for
example, that the function por does not preserve meets and thus it is not stable.
Unfortunately the stable model does not provide the fully abstract model, it does
" provide, however, another theory of finite approximation that can stand a
comparison with Scott theory and which has had interesting applications.

Once the notion of stable transformation is accepted and we start working with
categories of cpos having meets of compatible elements two basic original ideas
appear. The first one is a new order on the functional space that refines the
pointwise order. This order is naturally discovered by requiring the stability of the
evaluation. The second one is property L It says that the principal ideal generated
by a comphct element is finite. This property has to do with the w-algebraicity of the
functional space. It also appears in Kahn and Plotkin's “concrete domains”, and in
Winskel's “event structures”. It is worth observing that property I is not
preserved by the pointwise ordering, so it also provides an a posteriori justification
for the use of the stable ordering. More importantly under property I it is possible
to recover the original computational intuition of stable map as.that of a
continuous map over domains, say f: D—E, with the property that:

Vd,e.e<f(d) = Imin{d'sd | e<f(d)}.
Roughly, it is always possible to find “locally” the minimum amount of
information needed to generate a given output.

In the following we are particularly indebted to Berry(79]. There will be however
a notable variation: we will consider a “bifinite approach to the stable case”
(Amadio[91]).18 Berry worked with dI-domains, which are bounded complete ®-
algebraic cpos satisfying property I and distributivity. We already discussed the
reasons for the introduction of property 1. Distributivity arises when trying to
prove that the functional space is bounded complete. On the other hand in our
approach we will drop the requirement of bounded completeness and substitute it
with the weaker assumption that compatible elements have meets. Then it will
turn out that the condition of distributivity can be dropped as well.1?

An overview of this chapter goes as follows: in section 1 we introduce the ccc
of stable bifinites and stable maps, Bif,; in section 2 we characterize the objects in
Bif ; in section 3 we introduce a notion of trace which is useful in analysing the
stable exponent; in section 4 we study some more closure properties of the
category; we conclude with some observation on the properties necessary to
preserve the w-algebraicity of the functional space (A.1), and the construction of a
ccc of ‘stable’ L-domains.

18 As in chapter 5 in this chapter bifinite means o-bifinite.
19 In the following we will restrict our attention to domains with a least element, the more general
theory can also be developed along the lines exposed in the continuous case.

132




7. STABILITY

1. Stable Bifinites

We consider- the category Cpo, of Epos with continuous meets of paii's of
compatible elements, and continuous maps preserving these meets. Sometimes
we briefly refer to these cpos as meet cpos. We first show that Cpo, is a ccc. The
main novelty w.r.t. the continuous case lies in the introduction of a stable
ordering on the functional space that is practically forced by the requirement that

the evaluation map is stable.

Definition (meet cpos)
DeCpo, if (1) Disa cpo, (2) Vd, eeD.(dTe = T dnre),
" (3) VX c D, directed (dTUX = dAUX = Uye x(dAx) )20,
Cpos satisfying these conditions are called meet cpos. '

Definition (category of meet cpos and stable maps)

Let D, E be meet cpos. A map f: D—E is stable if
(1) it is Scott continuous, and (2) Vd, ee D.(dTe = f(dnre) = f(d)Af(e) ).
We denote with Cpo, the category of meet cpos and stable maps.

Prppos_ition (Cpo 4 is a ccc)
. The category Cpo, is cartesian closed. In particular given D, EeCpo, the
exponent D—E is given by the collection of stable maps ordered as follows:
fzg o Vd, deD(d<d = f(d)=1£(d) A g(d)).2!

Proof : , _ ‘

We assume that by now the reader is familiar with the proof that cpos and
* continuous maps form a ccc. We mainly refer to the additional checks that are
needed. ‘ '

Cpo, is cartesian: take the terminal object and the product as in Cpo. Check: (a)
terminal object and product are in Cpo,. (b) constant functions and projections are
stable. (c) if f: C—»D and g: C—E are stable then the pairing <f, g> 2 Ac.(fc, go):
C—DxE is stable. Let us give the details of this. Suppose cT¢, then:

<t g>(cnc) = (Henc), gleac)) = (f(0)Af(c), gle)ag(c)) = (f(c), (cNA(K(C), g(c))-

Cpo, is cartesian closed. Consider the relation s on the collection of stable
maps D—E defined as above. First let us control that (D—E, =) € Cpo,.

e (D—E, =) is a partial order with least element. .
Reflexivity: f = f. d<d' = f(d) = f(d") A f(d), by monotonicity.
Symmetry: fsg=<f = f=g. d<d = f(d) = f(d) A g(d) < g(d) and symmetrically d<d
= g(d) = f(d) A g(d) < f(d). :

20 Note that (3) makes sense. If D is algebraic then (2) implies (3). We use (3) many times in showing
that D—E is a Cpo .. Another way to state (3) is to say that whenever we look at principal ideals the
A distributes w.r.t. directed sets. ‘

21 Henceforth we denote with = the stable ordering on the functional space.
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Transitivity: f=gsh = fsh d<d' = f(d)={(d) A g(d), g(d) g(d) Ah(d) =
f(d) = £(d") A g(d") A h(d) = f(d") A h(d).
Least Element: Ad.L =fas d<d' = 1=1 A g(d).

* Compatible elements have a glb. Given f, g = h define (fAg)(d) 2 f(d)Ag(d). Let
us verify fAg is well-defined and stable. Well defined: observe f(d), g(d) < h(d). Let X
directed in D. Then: (fAg)(UX) =f(UX)Ag(UX) = LIf(X)/\LIg(X) = Uyex (f(x)Ag(x)), by the
assumption that A is continuous. Moreover Uyex (f(x)Ag(x)) = Uyex (fAg(x)).
Suppose dTd'. Then:
(EAR)(AA) = f(dAd)Ag(dAd’) = HAAFAINGDAG) = (EAg)DAEAE)(E).

* fAg = glblf, g}. Recall: f, g = h. Hence d<d' implies f(d) = f(d")ah(d) and g(d) =
g(d")Ah(d). We first show fag = f. d<d' = fag(d) = f(d)ag(d) = f(d)ag(d")Ah(d) =
f(d)Ag(d")Af(d)Ah(d) = fAg(d)Af(d). And symmetrically fAg = g.

Suppose k = f, g. This means: d<d' = k(d) = k(d)Af(d) and k(d) = k(d')Ag(d). Now
k= fag iff d<d' = k(d) = k(d")af(d)Ag(d). Observe: :
k(d) = k(d)ak(d) = k(d')/\f(d)/\k(d')/\g(d) = k(d")Af(d)Ag(d).

¢ Given F directed in D—E define (UF)(d) 2 Ugcgf(d). Check: LUF is well-defined
and stable. Remark that if F is directed w.r.t. = then it is also directed w.r.t. the
pointwise ordering. In particular {f(d)}¢F is directed in E and therefore (LF) is well-
defined. UF is a continuous map by the standard proof. Let us check stability:
suppose dTd". Then (UF)(dAd') = Ug pf(dAd’) = Uge p(F(d)Af(d")) = Uge pf(d) AU p£(d),
since Uge pf(d) TUgc pf(d") and A is continuous. Now:
Uge FE()AUge FE(d) = (UB)()AUE)().
¢ |JF = lub F. First we show fe F = f=UF. Observe:"
UE(d) = UgE rg(d) =U{g(d) | f=g geF}.Now f=g,d<d' = f(d) = f(d")ag(d). So:
£(d) = U{f(d)rg(d) | f=g, geF} =f(d)a Ugec pg(d) = £(d)ALUF(d).
Suppose VgeF.(g =h). Then d<d' = g(d) = g(d')ah(d). Hence:
UF(d) = Uge pg(d) = Uge pg(d")Ah(d) = UF(d)Ah(d), and UF = h.

e A is continuous. Suppose fTUF, F directed. -
(fAUF)(d) = f(d)AUge pg(d) = Uge pi(d)ag(d) = Uge p(frg)(d) = (Uge r(fAg))(d).

Finally verify that: evalp g 2 AMf.Ad.f(d, e): (D>E)xD—E and
App E 2 AgAd'Ae.g(d, e): (D'XE—-D)—>(D'>(E—D) are stable. O
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Notes
(1) Here are some examples to keep in mind:

cpo ., —“bound. compl. ‘ — CpO, ﬁm-algebraic; —cont. inf

(2) Where does the stable order come from? Suppose we want to show that
Cpo, is cartesian closed. One problem is to find an adequate notion of order so that
the functions of evaluation and currying turn out to be stable. Take the collection
of stable maps with an unspecified order. Suppose f, g: D—E, d, d'eD and ({, d)T(g,

“d). Then we expect: eval((f, d)A(g, d')) = eval(fag, dad’) = fag(dad’) = f(dad')ag(dad’)
= f(d)Af(d")ag(d)ag(d"). On the other hand if eval is stable then: eval((f, d)A(g, d')) =
eval(f, d)reval(g, d') = f(d)ag(d'). So the following has to hold: (f, d)T(g, d) =
f(d)Af(d)Ag(d)rg(d') = f(d)ag(d). If, for instance, we assume that d<d’, g is less than
f and the “unknown order” includes the pointwise order we get: g(d) = f(d)Ag(d'),
the stable order! One of the checks left to the reader in the proposition above is
precisely the stability of eval w.r.t. the stable order of the functional space.

(3) Let D, EeCpo,, f, g: D-E, f contmuous g stable and f = g. Then f is stable.
Suppose x, y < z. Then:
f(xay) = £(z) A g(xay) = f(z) A g(x) A g(y) = f(2) A g(x) A £(2) A g(y) = f0IAL(y).
(4) After Berry define for D, E be cpos: |
f: D>E is stable' if it is continuous and Vd e. e < f(d) = I min(ld N £1(Te)).

(a) Observe that this definition makes sense on any cpo. (b) Show that in general
the category of cpos and stable’ maps is not even cartesian. Hint: consider the
example of finite cpo that fails to be a cpo, given in note (1). Call this domain D
and define a pair of maps f: D—O and g: D—O (O Sierpinski space) such that the
pairing fails to be stable'. (c) In general stable' implies stable. The converse holds
on w-algebraic Cpo, with property I (introduced later in this chapter).

(5) Prove that Cpo, has limits of w°P-diagrams.

(6) Develop a theory of stable, partial maps by analogy with the continuous case
(warning: this is more a project than an exercise). Discuss lifting and sum in this
framework.

(7) The partial operation of composition on meet-cpos is meet-preserving.
Consider . : (E=F) x (D—E) — (D—F) the usual functional composition where D, E,
and F are meet-cpos. Suppose (f, g), (f, g) = (f", g"). We have to show:

(fog) A (f'eg) = (fAf').(gAg'), that is for any d in D:
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f(gd)/\f'(g'd) = f(gd)Af(g'd)Af'(gd)/\f'(g'd).
It is enough to observe: f(gd) = f(g"d)Af"(gd) f(g'd) = f(g"d)Af"(g'd)

£(gd) = F(g'DAf'(gd)  f(gd) = Fg'daf'(g'd). O

Next we apply the “bifinite approach” to obtain a ccc of w-algebraic cpbs and
stable maps denoted with Bif,.

Proposition (Stable Projections)
Let D be a meet cpo and p, q = idp. Then:
(1) p-q=pnrq.
(2) p is a projection.
(3) im(p) is downward closed.
Proof
(1) Remark first that since p and q are bounded their glb exists. Next observe:
qd<d = p(qd) = pdaqd = (pAq)(d).
(2) For p=q we obtain from (1): p(pd) = pdapd = pd.
(3)d<pd' = pd =p(pd)ad =pd'ad =d. O

Definition (Stable Bifinite)
Let D be a meet cpo. D is a stable bifinite, and we will write De Bif,, if there is a
chain of (stable) projections {pplne @ such that im(py) is finite and Upe gpn = idp -

Proposition (Bif, is a ccc)

The category Bif, of stable bifinites and stable maps is cartesian closed.
Proof : :

Since meet cpos and stable maps form a ccc we only need to check that if D,
EeBif, then DxE, D—EeBif,. Let {pplne » and {qnlne o be the sequences on D and E
respectively. Let us verify that: _

{Md, e)-(Pn(d), qn(e)) lnew and {MAd.Gn(E(Pn(d))) hrew
define the needed sequences of stable projections on DxE and D—E respectively. By
the properties of stable projections p is a projection iff p = id. We compute:
*(d,e)<(d,e) = (pa(d), qn(e)) = (Pn(d)Ad, qn(e’)re) = (Pn(d), gnle))A(d, &).
¢ After expansion we have to show: '
fxg = a(d)= q(f(Pa(d) = Gn(Pa(d)) A f(d) = B(d). Observe:

(po(d)<EHd), g = id = Galf(Pa(d))) = GaE@)Af(PA(d)) and
f(d)<g(d), o = id = qu(F(d)) = Ga(B(AIA). Pa(d)Sd, 28 = f(pa(d)) = (d)Ag(Pa(d)-
Therefore: o(d) = qn(g(d))Af(d)Ag(pn(d)). On the other hand:

g(po(d)<g(d), qn =id = B(d) = gn(g(d)AGPAD)AKA). So a(d) = B(d).

For the finiteness of the images observe:

im(\(d, €).(pn(d), qn(e)) ) = PaDIXn(E) , IMAFAL.Gu(E(PA(d))) ) = Pa(D)—qn(E). O
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2. A Characterization of Stable Bifinites

The main result here is a characterization of the objects in Bif , (cf. chapter 3 for
an analogous result in the continuous case). Roughly they are w-algebraic cpos,
satisfying a combination of properties M and I that we call (MI)*, where property M
guarantees that each finite collection of compacts has a finite number of minimal
upper bounds (mubs), and property I requires that the principal ideal generated by
a compact element is finite. Then, in first approximation, the combined property
(MI)* consists in asking that the iteration of the operator that computes the mubs
and the operator that computes the’ prmc1pal ideals on a finite collection of
compacts returns a finite collection.

Definition (property 1)
A cpo D has property I if for each compact, deD,, the principal ideal !d2{e|e<d}
is finite. It is convenient to decompose property I in simpler properties.

Definition (properties I3, I, I3 )
Let D be a cpo. We say that it has:
o property I; if every decreasing sequence of compacts is finite:
(Xntne @SDo A YNE @.Xp 2 Xp11) = {Xplne  finite.
e property I, if every increasing sequence of compacts under a compact is finite:
(x€ Dg A {Xptne =Do A VNE ®. X £ Xpy1 £X) = {Xplne p finite.
e property I3 if the immediate predecessors of a compact are finite:
xeD, = Pred(x)2{yeD | y<x A y<y' <x = y =y} is finite.

Example Three basic situations in which property I can fail:

0 0+1
1 . @
- L
0
Decreasing chain,—I; o-branching,—I3 Increasing chain,—I;

Proposition (decomposition property I)

Let D be an algebraic cpo. Then it has property I iff it has properties I, I, and I.
Proof .

(=) Observe that the sequences and the immediate predecessors are contained
in 1d, d being an appropriately chosen compact. - '

(<) Let'd € D,,. First observe that 1d c D,,. If there is a non compact element, say '
x, under d then since D is an algebraic cpo {xnDy, is directed and L{xND,, = x. So we
can build an ascending chain under d contradicting I,.

Again from property I, follows that Pred(d) is complete in the sense that:
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e<d = He'ePred(d). (e < e' < d). Otherwise we can again build a growing chain
under d. , :

From property I; we conclude that by iterating the Pred operator every given
element eeld can be reached in a finite number of steps. If not using the
completeness of Pred we build a decreasing chain included in Tenld.

Now define: Xy 2 {d}, Xp41 2 U{Pred(x) | xe Xy} UX, . Then: (a) UpeXn = 4d. (b)
Ine ®. X1 = X, , 0.w. we contradict property 1. (c) By property I3, Vxe D,,. Pred(x) is
finite. Hence: Vne @. Xy, is finite. That implies: d is finite.22 a

Property M

Let us recall some of the notions introduced in chpt. 3. Given (P, <) poset, and
XcP subset, we say that MUB(X) is complete if each upper bound of X is greater or
equal than some element of MUB(X). We say that X has property M if MUB(X) is
finite and complete. Next define the operator U as follows:

UX) 2 UMUB(Y) | Y G X)

and denote with U*(X) the least set containing X and closed w.r.t. the U operator.
If D is an algebraic cpo then we say that D has property M if

VX Cfin Do MUB(X) has property M.
The following fact is proved by induction on the cardinality of X (see also chpt. 3).

Fact: If Vx,ye P.MUB({x,y}) has property M then VXcg, P.MUB(X) has property M.

Lemma (Bif, = property 1, property I; = mub-completeness)

(1) If D is a stable bifinite then D is an w-algebraic cpo, satisfying property I.

(2) If D is an algebraic cpo satisfying property I then for each finite collection X
of compacts in D, MUB(X) is complete.
Proof

- (1) Let {pnlne o be the sequence related to D. Observe that de D is compact iff In.

pn(d) = d. This gives w-algebraicity. As for property I observe: d'<d=p,(d) =
d'eim(p,) that is finite.

(2) Given any y, upper bound for X, there is a compact y'<y that is also an upper
bound for X. By the property I; there is y"<y' such that y"e MUB(X). Otherwise we -
build an infinite decreasing chain under y'. [

Lemma (mubs are pairwise incompatible)
Let D be an algebraic cpo,. Then
VX Cfin Do-( {y1, Y2l € MUB(X) = (y1=y2 v —(y1Ty2)))-
Proof '
If y;Tys then 3 yjay; e MUB(X). This forces y1 = y2. In other words the
collection of mubs of a finite set is always composed of pairwise incompatible
elements. [J '

22 This is the contrapositive of Konig's lemma adapted to directed acyclic graphs.
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Example: Here is a simple example suggesting that mubs have to be incompatible
in Cpo,. Observe that uTw but —3(uaw).

>y
X y

Lemma (the U operator collapses at the second level)
Let D be an algebraic meet cpo satisfying property I;. Then
VX ¢ Dgy. U(U(X)) = U(X).
Proof
By taking the mub of singleton subsets of U(X) one proves that U(X) c U(U(X)).
Vice versa observe that z € U(U(X)) iff 3 Y g, U(X).(ze MUB(Y)). Say Y 2 {yy,..., Ynl,
(n=0). By definition of U(X) we have: '
y;€ MUB(X;) for X; Cfin X and i=1,..., n. _
We want to show that ze MUB(Xju...uX,). Then by definition z € U(X). Certainly
ze UB(X1uv...UXy). Suppose 3z'e UB(X U...UXp). (z'<z). Then z'¢UB(Y) as
ze MUB(Y). Thus 3je{l,.., n}. —1(y < z') then, by completeness of MUB(X) (induced
by property Iy), 3y;e MUB(X)). (y] £2).Soyj#yj But yj <z <z 2yj,ie y; Ty] Then
by the previous lemma on the incompatibility of mubs yj'= yj. Contradiction. [

Notes

(1) To summarize, if D is an algebraic cpo, satisfying property I; then:

VX Cfin Do- MUB(X) is complete and ( U(X) finite = U*(X) finite ).
Roughly only one of the three situations considered in Smyth's theorem (chpt. 3)
can arise, namely that MUB(X) is infinite.

(2) Suppose DeBif,. What additional information can we gather about the
structure of compact elements? First, there are countably many since they are in
the finite image of a countable chain of projeétions. Also let X be a finite collection
of compacts, then we know that there is some stable projection p, with finite
image such that Xcim(p,). The image of stable projections are downward closed, so
the principal ideals generated by elements in im(p,) are contained in im(py).

- Moreover, as it will be formally shown below, im(p,) is closed w.r.t. the U
operator. Towards a characterization of Bif, objects we are therefore led to the
following -

Definition ((MD)* property)?3

~ Given (P, <) poset, and XcP subset we recall that: LX) 2 Uldx | xeX} and UY(X) =
U(X)). Let (UL)*(X) be the least set containing X and closed w.r.t. the Ul operator.
Then we say that X has property (MI)* if (Ul)*(X) is finite. If D is an algebraic cpo,
then we say that D has property (MI)* if for all X cgn D, X has property (MI)*.

23 The connection between stable projections and property (MI)* is also noted in Droste&Gobel[90].
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Example ((MI)* strictly implies M and I)

Let D be an algebraic cpo,. If D has property (MI)* then it also has property I and
property M as if x, ye D, then, respectively, Ix c (Ul)*({x}) and U({x, y}) = (Ud)*({x,
y}). On the other hand the following domain A provides an example of an ®-
algebraic cpo, with properties I and M but without property (MI)*.

Yoo N1 '

XO ..........

Observe that (Ul)*({yi}) = A and y; is compact. Hence this domain does not belong
to Bif,. Otherwise there should be a stable projection p,, with finite image and such
that pp(y;) = y;. But then by the previous note (2) we would have (Ul)*({y;}) c
im(p,). Contradiction. As a matter of fact this example also shows that the iteration
of the Ul operator does not need to collapse at any finite level 24

Theorem (Characterizing Stable Bifinites)

A cpo D is stable bifinite iff it is an w-algebraic meet cpo with property (MI)*.
Proof .

(=) Let {pnlne be the chain of projections associated to D. We Valready know
that D is an w-algebraic cpo, with property I. Let Xcf;, D, and n such that Xcim(py,)
(=D,,). We observe MUBp(X) = MUBp,(X) < Dy,. This follows from:

xeUBp(X) = pn()eUBpy(X) NUBp(X).
That forces: xe MUBp(X) = pp(x) = x. Now U(X) = UIMUB(Y) | Y g X} If Y is
empty then UY = L and p,(1) = L. Therefore we can infer:

X c im(py) = U(X) g im(py).
Next recall that im(p,,) is downward closed, hence:

X g im(py) = UX) cim(py).
Since im(p,) contains X and is closed w.r.t the ul operator we conclude wb*X) c
im(py,), that is finite.

(&) Let {d;}je be an enumeration of D,. Define: X, £ {dg, ..., dy}, and Dy 2
(U)*(X,,), that is finite by assumption. Observe that D, is downward closed,
moreover given de D ldnDy, is directed by the definition of the U operator and the
mub completeness. Therefore we can set:

pn(d) 2 max ($dNDy) =d,

Let us check that {pplne o provides the needed chain:

* pn is continuous. Let X directed in D. Since Dy, is finite Ixe X.(UX)y = xp,.

* pn is a projection with a finite image. Clearly im(pp) = Dy, that is finite. We prove
. Pn = id. Let x<y. We check x, = yaAX. Of course x, < yyAx. If zsy,, and z<x then z<x

and ze D,, and this implies z<x,, . This also shows that p,, is stable being continuous

and less than the identity. Hence p,, is a projection.

24 1t will be shown in A.1 that: (1) id A is compact, (2) A—A has not property Iy, (3) (A—A)—>(A—A4) is
not w-algebraic.
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® Pn = Pn+1 - Let xsy. We check Xn YnAXpe1 Of course xp € ypAXpi1- vazSyn and
- 2SXp,1 then z<x and ze D;, and this implies z<x, . '
* U{pnlne o = id. Observe: Vde Dy 3np(d)=d. © O

Notes ' I

(1) Let Dbe a bounded complete algebraic cpo.25'D is distributive if Vd, d'. dTd'
= (dvd')ae = (dae)v(d'ae). A dI-domain is an algebraic cpo that is bounded
complete, distributive, and has property I. The following are 51rnple examples of
non distributive finite lattices.

(2) Every co{mtably based dI-domain is a stable bifinite. Hint: let D be a dI-
domain and {d;};c, an enumeration of D,,. Define the projections as
pn(d) 2 U{djad |1<i<n}.

(3) (Winskel) Let D be a bounded complete w-algebraic cpo. We say that peD is
prime if YXcD. (AUX A psUX = 3xeX.(p < x) ). D is prime algebraic if Vxe X. 3U{p
| p<x, p prime} = x. Show that a bounded complete cpo with property I is
distributive iff it is prir’ne algebraic (this is not easy). |

(4) More examples of ccc of domains and stable maps can be found in the
literature. E.g. Event Structures (Winskel), Qualitative Domains and Coherence -
Spaces (Girard). :

(5) (Zhang). Let D be an w-algebraic cpo, satisfying property 1. (a) Characterize
{f-1(T) | f: DO, stable}, O Sierpinski space. (b) Call these sets stable
neighborhoods. Prove that they are closed by intersection but not by union. (c)
Show that there is no topology for which the stable maps are continuous. Hint:
consider the stable maps from OxO to O. There are four possible choices of a
topology for O. Show that for each choice the stable and continuous maps do not
coincide. (d) €haracterize stable maps as those maps that preserve stable
neighborhoods by inverse image. '

(6) Property I is lost at higher order when considering the pointwise ordering.
Example: take (0+50)—0, where O is Sierpinski space and ! are the natural
numbers with the flat ordering. Define: f(x) £ if x<n then T else L. Then {f } ¢ is a
growing sequence of compacts in (01—0). Consider stepf , this is a compact in
(0t—>0)—0. We have: stepf, 1 > stepf, 1> ... > stepf, > ... '

(7) It is interesting to observe the behavior of the stable ordering. E. g.: (a) If D is

25 We recall that a bounded complete algebraic cpo has glb of every non empty set.
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a complete, w-algebraic, lattice, with property I then: D—O = D,1, where: O is
Sierpinski space and Dyt is the collection of compact elements with the flat
ordering. Hence all these countable lattices are collapsed by the operator: _—O.

(b) On the other hand if we take the exponent of a flat ordering we get:

E+—0 = (2E, ©) @ O, where ® is the coalesced sum.

3. Traces of Stable Functions

Let us start by observing that under the hypothesis that domains satisfy property
I it is possible to give an alternative characterization of stable maps that follows
Berry's original intuition. The trace of a stable map over algebraic meet cpos with
property I plays a bit the role of the graph of a continuous function over algebraic
cpos. Most of the proofs although lengthy are routine, this is why we omit some
details. )

Lemma (stability and minimal points)
Let D, E be meet cpos and f: D—E be continuous. Then:
(1) If VdeD. VeeE. (esf(d) = I min(dd n £1(Te)) then f is stable.
(2) If D, E are algebraic cpo, with property [ and f: D—E is stable then:
VdeD. VeeE. (e<f(d) = 3 min(ld n f1(Te)).26
Proof :

(1) Suppose dTd'. By monotonicity f(dad’) < f(d)Af(d"). Vice versa let d,d'sd".

Then e = f(d)Af(d') < f(d), f(d"), f(d"). So Jz. (z = min({d" ~ f-1(Te))). But then:
- z<d,d = z<dad' = e=f{(d)Af(d) < f(z) < f(dad)).

(2) First we prove (2) for (d,e)e DoxE,. Suppose e<f(d). Since ld is well founded
there are minimal elements in ldnf-1(Te). Suppose m and m' are two such
minimal. Then: f(mam') = f(m)Af(m’) 2 e. So m = mAam' = m'.

Now prove (2) for (d,e)e DxE,. Observe that also in this case local minima are
compact. Finally consider the general case. O

Definition (trace)
Let D, E be algebraic meet cpos with property I and f: D—E be stable. Then we
define the trace of fas: tr(f) 2 {(min(dd N f1(Te)), e) | e < f(d), (d, e)e D, X Eo}.

26 We sometime refer to min(ld N £1(Te)) as local minimum.
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Lemma (some properties of traces) :

Let C, D, E be algebraic meet cpos with property I. Then:
(1) If f: D>E is a stable map then tr(f) is well-defined and tr(f) < graph(f), where
graph(f) 2 {(d, e)e DoXE, | e<f(d)}.
(2) If f, g: D—E are stable maps then fsg iff tr(f) c tr(g).
@ Iff, g D—E are stable maps and fTg then tr(fag) = tr(f)tr(g).
(4) If F is a directed set in D—E and g is stable then g =UF iff tr(g) = U{tr(f) | feF}.
(5) If f: D>E is a stable map and tr(f) is finite then f is a compact in the functional
space. In particular every step function is stable and compact.
(6) If f: C—D, g: D—E are stable and (c, d)e tr(f), (d e)etr(g) then (c, e)etr(g.f).
Proof . :

(1 5) These proofs are left as exercise.

(6) By assumption f(c) > d and g(d) > e. By composing we have g(fc) > e. Suppose
c's ¢ and g(fc') = e. Then we have fc', d < fc and e < g(fc'), gd. Since d is a local
minimum d < f¢'. Moreover c is also a local minimum soc¢'=c¢. U '

Can we characterize compact stable maps as those having finite trace? The
answer is yes. for stable bifinites (exercise!), and in a “locally distributive case”
presented in A.2. The answer is no in general, as shown by the following

Example: Consider the domain A defined in section 2. Clearly tr(id,) is infinite. We
want to show that id (=,p,.id) is a compact element of the functional space.
Say that f|} = id | if Vi<k. f(x;) = x;, f(y;) = y;. Observe:
flk=1d |k, 811 =1 ks1/ 58 = flis1 =id e
Because:  fzxg, X 1S Yk = f(Xk41) = YrAXK+1 = Xk+1
fsg, xS yke1 = Xk = fx) = f(yra)A X = x4flyiean)
X1 = f(Xk41) SH Y1) S Y1 = HYi41) = Va1
One concludes that id will appear in every chain that converges to id (that is a
maximal element). So id is compact. '
As a final remark we define an infinite growing chain below id. Let {zj};c, © -
{Xi}ic  and such that Vi, je w.(izj = —(zTz; ). Define |
pi(x) 2if disk. (z;=xA (x=xvx= y)) then z; else L
Observe: (a) pg is Well-defmed (b) px is monotone. (©) p=id. (d) P=Pr+1- Therefore
- A—A has not property I,. From a lemma stated in "A.1 follows that (A—A)—(A—A)
is not w-algebraic. O :

4. Some Domain Theoretic Constructions .

In this section we want to support the view that categories of domains and
stable maps: provide a theory of finite approximations that can stand a comparison
with the standard theory based on the notion of continuous map.
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Bif \¢P as an @-Algebroidal Category
In this section we verify that Bif,eP is an w-algebroidal category with the
amalgamation property. Therefore it has a universal homogeneous object. The
proof follows the same schema as for Bif¢P in chpt. 5.

Theorem(Bif ,¢7 has a Universal Homogeneous Object)

Let Bif ,eP be the category of stable bifinite domains and stable embedding
projection pairs. Then
(1) Bif \°P is an w-algebroidal category and the collection of compact objects has the
amalgamation property.
(2) Bif,\P has a universal homogeneous object.
Proof , -
(1) Let us just show that Bif \¢P has the amalgamation property. Consider three
finite posets (E, <), (D1, <1), (Dy, £5) with maps h;: E5D;, ie {1,2}, in Bif ,¢P. W.l.o.g.
assume E = D1nD,, then:

Ve, ecE. (ese' @ e<sje @ e e). -

Now we define the amalgam as the set F 2 E U (D1\E) U (D\E). It is helpful to
recall that E is downward closed in D; so we define:

f<pf o f,feD;, f < f wherei=1 ori=2.
Verify that <g is a partial order. We are left with the definition of the morphisms
k;: D;oF, i€ (1, 2}. Take the inclusions for k;+. Define:
ki~(f) 2if feDq then f else hy(f). ky~ is defined symmetrically. Verify: (a) k; is a
morphism in Bif,P. (b) kq - hy = ky + hy . One has basically to check that F has glbs
of compatible elements and that k; is a stable projection.

(2) Bif \°P is an w-algebroidal category with amalgamation property therefore we
can apply the theorem in chpt. 5. O

A Quick Construction of a Retraction of all Retractions for Stable Bifinites

Scott (Scott[80]) shows that the collection of finitary retractions over a bounded
complete algebraic cpo D is the image of a finitary retraction over the space of
continuous functions D—D. Rothe (Rothe[91]) extends this result to a class of FS-
domains (see Jung[91]). In the stable case Berardi (Berardi[91]) was apparently the first
to observe that when working over dI-domains the image of a stable retraction is
still a dI-domain. It was then possible to adapt Scott's technique to show that the
space of retractions over a dI-domain is a retract of the functional space In the
sequel we give the corresponding of Berardi's results for ‘stable bifinites’. The proof
is new and shorter, this seems due to the fact that stable bifinites can be described
in a synthetic way as ‘directed colimits of stable projections’.

We refer to Amadio&Longo[87] and Berardi[91] for the orlgms of the problem. We
will simply mention here that when the domain at hand is a model of the type
free lambda calculus it is easy to build models for type theories with a type of all
types, by interpreting types-as-retractions (see exercise tp:tp in chpt. 6).
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Proposition (DeBif,, r retraction = r(D)eBif,)
Let D be a stable bifinite and r: D—D be a stable retraction then the image, r(D), is
a.stable bifinite. '
Proof .
Let {p;};e1 be a directed collection of projections associated to D. Define g;=
r.p;or, for iel. Observe q; = r.id.r = r, and im(q;) is finite. Since U;cq; = r, we
conclude r(D) is a stable bifinite. d

We give a simple proof of the fact that the collection of stable retractions over a
stable bifinite D, say Ret(D), is a retract of its stable functional space D—D. The
keyvault of the construction is to observe that given f: D—D, with im(f) finite,
there is a natural way to associate to f a retraction, namely iterate f a finite number
of times (this point is also used in Rothe[91]).

Theorem (DeBif, = Ret(D) «D—D ) ’
Given a stable bifinite D the collection of stable retractions, Ret(D), is a retract of
the functional space D—D.

Lemma

Let D be a stable bifinite with the relative directed set of pro]ectlons {pitie1 -
Then for any f: D—D, #{(f.p;-f)* | k=1}nRet(D) = 1.
Proof

First let us recall a simple fact about combinatorics.

Let X be a set, g: X—X a function, and im(g) finite then #{gk | k=1}nRet(X) = 1.
Because: - Vk>1. im(gk+l) ¢ im(gk). Since im(g) is finite the following is well
defined: h 2 min{k>1 | im(gk+1) = im(gk)}. So 81im(gh) is a permutation. If #im(gh)
= n then (gh)n! is the identity on im(gh), and therefore a retraction over X. As for
the uniqueness obsetrve that if gi.gi=gl and gl.gi=g fori, j21 then gi =gl = gl.

Next observe that im(p;) finite implies im(fopiof) is finite, and we can apply the
- previous fact. ]

Conventions: In the hypotheses of the previous lemma we write:
i = f. pio ki = #1m(p1) ! .

Note that k; is an upper bound on the least k such that fikeRet(D), and it is
mdependent from f.

Next the crucial remark is that: reRet(D) = r;eRet(D), because by the definition
of stable order: rj=r, r;d<rd = r(r;d) = r;(rd) A r(r;d) = r;d A r;d = r;d. It is then
appealing trying to define:

p: (D—-D) — Ret(D), pif) = Uiey (f)ki ,
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as: (i) the join of a directed set of retractions is a retractions, and (ii) re Ret(D) =
p(r) = Uicy (rpki = Uiy 1y = 1. The following lemma concludes our argument by
verifying that p is a stable retraction over D—D.

Lemma

(1) Function composition is a stable operation.

(2) If D is a meet cpo then Ret(D) is a meet cpo (with the order given by D—)D)

(3) p is a stable map.

(4) im(p) = Ret(D), and p.p = p.
Proof

(1).Let f, g =h, and f, g' = h', so that dom(f) = dom(g) = cod(f') = cod(g'). We
have to show: (fAg)(f'Ag')(d) = ((f.f')A(g.g"))(d), any d. We compute:

(EAR)(EAg)() = (EAR)(Fdrg'd) = (Fd) A fig'd) A B(ED) A g(g'd).
Observe: fs=h,g'd<h'd = f(g'd) =f(h'd) A h(g'd) 2 f(f'd) A g(g'd).
g=h,fd<hd = g(f'd) = g(h'd) A h(fd) > g(g'd) A £(f'd).

Hence: (fAg)(fAg)(d) = f(f'd) A g(g'd) = ((f-f)A(g-g))(d), any d.
It is worth pointing out that for f = f, g = g’ we get: (fag)k = fagk, for k1.

(2) Note that Ret(D) = Fixpoints(Af. f.f). In complete analogy with the
continuous case it is easy to show that the collection of fix-points of a stable map
~over a meet cpo is a meet cpo.

(3) First observe that for any given f: D—D, { (f)ki }ic] is a directed set. Because:
pi=p; = (f)ki = (ki s (kK = (B) . |
Therefore by (2) it follows that p(f) is well-defined and it is a retraction. A similar
argument shows that p is monotone, as: f=g = (f;)ki = (g)ki, for any i.

Next we wish to show that p is meet-preserving. Suppose f, g = h. Observe:
(fAg); = (fAg)-pi-(frg) = (fopiof) A (fopiog) A (gopief) A (g-pi-g). Also, any d:
f = h, pi(gd) < pithd) = f(pi(gd)) = f(pi(hd)) A h(pi(gd)) 2 f(pi(fd)) A g(pi(gd))-
g = h, pj(fd) < pi(hd) = g(pi(fd)) = g(pi(hd)) A h(p;(fd)) = g(pi(gd)) » H(pi(fd)).

Hence: (f/\g)i = firg; - If we combine this with the stability of iteration (1), and
property (3) of meet cpos we get:

p(fAg) = Uie 1 (EAg)p)Ki = Uie 1 (fingi)¥i = Uier (F)Xin(gki) =
Uier (F)¥i A Uit (g% = p(H) A p(g) - ,
It remains to show that p preserves directed sets. Let { f }ycv be a directed set
in D—D (do not confuse f, and f; !). First observe:

Uyev £)i = Uyev £)opielvev fv) = Uyev (fyopie £y) = Uyev (fy); - Also:
((Uyev fv)i)ki = (Uyev (f‘v)i)ki =Uyev ((fv)i)ki . Hence:
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plyev fy ) = Uier (Uyev f)D%i = lie1 Uyev ((f)pki =
Uvev Uier ((fv)i)ki =LUyev plfy ) - .
" (4) We have already argued that reRet(D) = p(r) = r. This immediately implies
the second claim, as: p(fleRet(D) = p(p®) =pH). O

Stable Projections
By analogy with the continuous case (chpt. 5) we develop some propert1es of
stable projections.

Proposition (DeBif, = Prj(D)eBif,)

(1) Let D be a meet cpo and suppose p is a projection, p = id. If D is an (o-
)algebraic meet cpo (stable bifinite) then im(p) is an (®-)algebraic meet cpo (stable
bifinite). '

(2)IfDisa stable bifinite then Pr](D) = l(idp) is a stable bifinite and a lattice.
Proof

(1) Smce im(p) is downward closed and p(D)0 p(D)r')Do we can infer that im(p)
is an (w-)algebraic cpo,. If DeBif, and {qu}ne( is the corresponding chain of
projections then we define {pAQn}ne as the chain related to im(p). Of course that D
is bifinite also follows from the results on retractions. :

(2) Immediate from the characterization of the compacts of a pr1nc1pa1 ideal
and the fact that Prj(D) = Lidp). O

Notes

(1) The only stable closure is the identity! Actually the identity is always a
maximal element in the stable order: id = f = Vx. (x <fx) = Vx. x = fxafx = fx.

(2) Each projection (as well as each closure) uniquely determines a poset via its
image. Let p, q be projections over a poset D. Then p(D) = q(D) implies p = q. As:

gx<x = gx=p(@x)<px, px<x = px=q(px)<qgx.

(3) Let D be the example of finite cpo, not bounded complete given in note (1),

section 1. Then it is not the case that Prj(D) c D—-D.

Exercise REPR: By analogy with what was done in chpt. 5 study the representation
problem of the functors over Bif \P as stable maps over Prj(U) (where U is some
universal (homogeneous) domain). Show that product and exponent are
representable.
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Appendix 1. Functional Spaces and m-algebraicity

In this appendix we state that property M and property I are necessary to enforce
the w-algebraicity of functional spaces. Proofs are omitted as they are too technical
but can be found in Amadio[91]. More precisely it turns out that properties M, I, and
I, are necessary. One can also show that property I3 is necessary under a rather mild
hypothesis. The necessity of property (MI)* is still open.

In the first place we want to guarantee that in any full subcategory of algebraic
meet cpos if the terminal object, the product, and the exponent exist then they
coincide up to isomorphism with the ones defined in Cpo,. The proof is basically
the same as in the continuous case (see chpt. 3).

Fact (terminal object, product, and exponent are pre-determined)

Let C be a full subcategory of algebraic meet cpos and stable maps. Then:
(1) If C has terminal object T then T is a one point cpo. :
(2) If C has terminal object T and products D ”D<—- D®E —"E E then DQE = D><E the
standard product in Cpo,,.
(3) If C has terminal object T, finite products D D¢ DRE —"E E, and exponent
ED®D —evC E then ED = D=E, the standard exponent in Cpo,.

Next we list a series of technical lemmas.

Lemma (D, D—D w-algebraic = D has property M)%7
If D and D-D are w-algebraic meet cpos then Vx, x'e D,. MUB({x, x'}) is finite.

Lemma (D, D—D w-algebraic = D has properties I, Ip)
Suppose D and D—D are w-algebraic meet cpos then D has properties I; and I,.

Definition (distributivity) '
Let D be a bounded complete algebraic cpo.28 D is distributive if
vd, d.dTd' = (dvd')ae = (dae)v(d're).

Lemma (D,D—D w-alg. + distributivity principal ideals = D has property I3)
Suppose D and D—D are w-algebraic meet cpos. Then

(1) If de D then ld is an o-algebraic lattice.

(2) If de D, and {d is distributive then ld is finite.

(3) If for each de D, 1d is distributive then D has property I.

27 1t will be shown in the next appendix that property M is not necessary if we do not ask for the
countability of compact elements.
28 see also note (1), §3. Note that a bounded complete algebraic cpo has glb of every non empty set.
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Lemma (D, D—D, and Jd—{d w-algebraic = D has property 13)29
Suppose D and D—D are w-algebraic meet cpos and for each de D, ld—ldisan
w-algebraic meet cpo. Then D has property I3 .

Appendix 2: L-domains in the stable case

In this appendix we introduce the main ideas about the construction of a stable
version of L domains. The categories L, and L, that we define are mentioned in
Coquand[89] as the “poset case” of a more general categorical construction. ’

Conventions: A cpo D is an Lcpo if every principal ideal is a complete lattice. A
cpo D is an L-domain if every principal ideal is an algebraic complete-lattice. An
L,-domain is an w-algebraic L-domain satisfying property M. Let us recall (chpt. 3):

Fact: The categories of Lcpos, L-domains, L,-domains and continuous maps are
cartesian closed.

We recall that in Lcpos we have global glbs of bounded, non empty sets. We
also have local lubs of bounded sets, Henceforth when we compute the lub of a set
X contained in {x we write UX X. It might also br useful to recall that if D is an
algebraic cpo then every pr1nc1pal ideal is algebraic and every local compact is also
a global compact.

Three basic observations lead to prove the previous fact:
(1) If D, Ee Lcpo, FED—E, and F is bounded by f then we can define:
g(d) 2 U{h(d) | heF}
this is the lub and it is continuous. Hence Lcpo is a ccc.
(2) The problem with the algebraicity of the functional space is that the
collection of compacts below an element may fail to be directed. In general we have
f = lubp_,glstepq ¢ | e<f(d), (d, e)e DoXE}
and stepy  is always a compact in the functional space. If f is a lattice then we can
easily manufacture a directed collection of compacts in lf whose lub is f. Hence L-
domain is a ccc. :
(3) It is not difficult to prove that L-domains satisfy mub-completeness and the
U-operator collapses at the second level. So w-algebraic L-domains with property M
are bifinites. Then L,-domains form a ccc.

In the stable case we proceed by analogy.”The first problem arise in proving that
the function g in (1) is stable. There we seem to need distributivity (the set {h(d) |
he F} does not need to be directed!). Therefore we have

2930, roughly speaking, every full subccc of w-algebraic cpo, whose objects are closed by principal
ideals has property I3.-
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Definition (Lcpo ,)
D is a stable Lcpo (Lcpo ) if it is a cpo and every principal ideal is a distributive
lattice.30 We denote with Lepo, the category of Lepos, and stable maps.31

Proposition (Lcpo , is a ccc)
The category Lcpo, is cartesian closed.
Proof
Our concern is to show that principal ideals in the exponent are distributive
lattices. Given D, Ee Lcpo,, FED—E, and F bounded by f we define:
g(d) 2 Ufd{h(d) | heF}
Verify g is continuous. We check g is stable. Suppose d, d'sd". Then
g(dad') = UHAI){h(dAd") | heF} = Ufd){h(d)Ah(d") | heF} =
Lfd"){h(d) | he F}AUK){h(d") Ihe F} = g(d)Ag(d').
Verify g = UfF. We also check distributivity of Lf. Assume k=f then
LEFAk(d) = UfD{h(d) | he F}ak(d) = Uid{h(d)Ak(d) | he F} = U(d{hak(d) | heF}. O

We now wish to develop a category of algebraic meet cpos. For technical reasons
we will use the trace characterization of the stable ordering. Then property I is also
needed.

Definition (L ,-domains)

D is a stable L-domain (L ,-domain) if it is a epo and every pr1nc1pa1 ideal is a
dI-domain.32 An L, ,-domain is an L,-domain that is w-algebraic and has
property M.

We denote with L, (L,,) the category of L,-domains (L,,-domains) and stable
maps.

Lemma

Let D, E be L ,-domains and f: D—E be a stable map.
(1) If Tctr(f) then there is a stable map g such that g = f and

tr(g) = {(d', e') | (d', e) <(d, e), (d, e)etr(f), (d, e)e T}

Moreover if T is finite then tr(g) is finite and g is compact.
(2) If f is compact then tr(f) is finite,
Proof

(1) Define T' 2 {(d', &) | (d', €') £ (d, e), (d', e)etr(f), (d, e)eT}, one has just to
verify that g(x) 2 U{d' | (d', e)eT’, d'sx} is stable (this uses distributivity). Then it
follows by definition that tr(g)ctr(f) and so g=f. By property I and the definition of
tr(g) one also concludes that tr(g) is finite if T is finite. By the properties of traces
follows that g is compact.

(2) Suppose tr(f) is infinite. Then, by (1), we can compute f as the lub of the

30 A lattice is distributive if it is complete and it satisfies: UXAy =uUfxay ! xeX}.
31 Venfy that Lcpo,, is a subcategory of Cpo, .
2 From this it follows that every principal ideal is an algebraic distributive lattice with property L
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“extensions” of the finite parts of its trace. Remark that this set is directed, hence f
is not compact. . U

We are now ready to simulate step (2) of the continuous case and state

Proposition (L, is a ccc)

The category L, is cartesian closed.
Proof

One has to verify that the functional space is algebraic and it has property L
Algebraicity follows from (1) of the previous lemma as we can always approximate
a map as the extensions of the finite parts of its trace. Property I follows from (2) of
the previous lemma. [

Note: Observe that cartesian closure of L, follows by the fact that L,, < Bif, and
exponentiation in Bif, preserves property M and w-algebraicity.

Note: P. Taylor has shown that also the larger category of L-domains and stable

maps forms a ccc (the proof of this fact is rather complex). This is the largest ccc of
algebraic meet cpos and stable maps.
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8. Domains and Realizability

Contents: 1. A Universe of Realizable Sets, 2. Interpretation of System F, 3.
Towards Recursion, 4. Separated Partial Equivalence Relations, 5. N-completeness.

In the last years a line of research has been developed that goes under the name
of “synthetic domain theory” (see Hyland[91]). One of the main goals in this area is
to build theories in which data types can be regarded as sets. A number of
examples show that classical set theory is not well-suited to this purpose, e.g. think
of models for recursive functions definitions, type-free lambda calculus, and
polymorphism. However it has become more and more clear that this program
can be achieved if one takes a “constructive attitude”. In particular “realizability”
has been the part of constructive mathematics that has been more successful in
implementing this plan.

In this chapter we introduce some basic notions and results about realizability
models at an elementary level. In particular the category of partial equivalence
relations (pers) is introduced.. This category is equivalent to a full subcategory of
the effective topos, a universe of constructive sets built out of realizability
interpretations. In this sense the category of pers fits our goal of regarding data
types as (constructive) sets. The category of pers has very strong closure properties,
in particular we will show how it is possible to model system F in it (cf. chpt. 6).

A satisfying theory of computation has to account for recursive definitions of
functions and data. The category of pers is not adapted to this goal, however we
will show that it is possible to define various reflective sub-categories of pers
whose objects can be regarded as intrinsically partially ordered complete sets.
Moreover their definition guarantees that all maps preserve the intrinsic order-
theoretic structure. This last result can be regarded as a generalized form of the
Myhill-Shepherdson theorem presented in chpt. 1. '

Kleene Interpretation of HA

Kleene, in Kleene[45], first introduced a realizability interpretation of Heyting
arithmetic (HA). This interpretation provides a standard link between
constructive mathematics (as formalized in HA) and classical recursion theory.
Moreover it has the merit of giving a solid mathematical content to the Brouwer-
Heyting-Kolmogorov explanation of constructive proofs.

Consider Peano Arithmetic formalized in an Intuitionistic First Order Logic
with Equality and a signature with symbols “0” for zero, “s” for successor, etcetera.
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Let N be the intended interpretation of the signature over the structure of natural
numbers. Define a binary realizability relation between numbers and formulae, -
< ® X Form, by induction on the formulae, as follows:

nl-t=s if  NEt=s (1)
ni-1 if never ' _

n - AAB if mnl- A and mn - B : (2
nAvB if  (mn=0 and mnk- A) or (mn=1 and m,nl- B) |
nkA-B if for each m (mH- A implies {n}jm I~ B) 3)

nlVxA if  for each m ({njmt [m/ x]A) 4)
n - 3x.A if Tonl- [glg/ xJA ' :

where: (1) F is the standard validity predicate for atomic formulae of arithmetic
interpreted in the structure N of natural numbers. (2) my, Ty, are the first and
second projections w.r.t. an injective coding < , >:0x@». (3) {n}jm is the n-th
Turing machine applied to the input m. (4) m is a numeral in the system HA
corresponding to the natural number m.

Applications
To any formula A in HA we can associate the set of 1ts reahzers
[Al2{n | nl- A}.

It is easy to prove a soundness theorem saying that any provable formula has a
non empty collection of realizers (i.e. it is realizable), and a consistency theorem
saying that there are formulas with an empty collection of realizers (e.g. [AA—A] =
). However the most important applications of this interpretation concern the
consistency proof of certain extensions of Heyting arithmetic. For instance
Church Thesis, and Markov Principle, which are formalized in HA as follows:

(CT) Vn.d'm. A(n, m) - 3k.Vn.dm. (A(n, Um) A Tknm)

where: Um is the final result of a computation m, and Tknm holds iff the program
k with input n produces a terminating computation m.

(MP) (Vn. (A(n) v—=A(n)) A —3n.A(n)) - In. An),

for A primitive recursive predicate, i.e. no unbounded quantifications.

A TI9, sentence is a formula of the shape Vn.3m. A(n,m), where A is atomic.
Informally, (CT) states that any single-valued relation over the natural numbers
that is definable in HA is computable by some recursive function. The idea is that
from any (constructlve) proof of a 1'102 sentence, Vn.3'm. A(n,m), one can
(provably) extract an algorithm that given n finds the m such that A(n, m).

On the other hand (MP) holds because if one has a decidable predicate
(Vn.(A(n)v—=A(n)) and an oracle telling that this predicate is non-empty
(=—3n.A(n)) then one can effectively find an element satisfying the predicate
simply by enumerating the candidates and checking the predicate on them.
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Model Theoretic Abstraction
We are now confronted to two main problems:

e We want to model Type Theories (not just HA).

» We want to interpret Proofs/Programs and not just Propositions/Types.
In order to obtain some results in this direction we will concentrate on a special
class of realizability models. Two basic features of these models are:

 Types can be regarded as Constructive Sets.

* There is a distinction between a “typed value” and its “type-free realizers”.
Let us elaborate a bit on these two ?oints. A model for a programming language
should include some notion of effectivity and/or computability. In the kind of
models we are going to present the underlying realizability structure plays the role
of an abstract machine. A datum is represented as a‘collection of extensionally
equivalent implementations. A map from data A to data B is a function that can be
actually implemented by a realizer and that transforms equivalent
implementations of a datum in A into equivalent implementations of a datum in
B (this aspect of the model is relevant for the interpretation of subtyping in
programming lenguages, see Bruce&Longo[88], Amadio&Cardelli[90]).

The fact that all operations have to be realized leads to very interesting
properties of the model reflecting its computational nature. A typical example is
the validity of a “Uniformity Principle” which plays an important role in the
interpretation of second order quantification as intersection.

There have been several attempts in this direction. It seems fair to say that this
program was first pushed by Dana Scott and his students: McCarty [84], and
Rosolini[86], whose work relates in particular to the effective topos (Hyland[82], but
. see also Mulry[81] for another approach). Recently there has been another wave of
results in Amadio[89], Abadi&Plotkin[90], Freyd&:al.[90], Phoa[90].

1. A Universe of Realizable Sets
In this section we start to put into practice our program of giving a
generalization of Kleene realizability.

Realizability Structure

In Kleene interpretation the basic “realizability structure” is given by the
collection of natural numbers with an operation of partial application of a
number, seen as a program, to another number, seen as an input. A convenient
generalization of this notion is that of partial combinatory algebra.

Conventions: As usual we denote with — the partial functional space. ti denotes

the fact that the expression t is defined. = is Kleene's equality: t = s iff t & sd) A
(td = t =s), where: t=s = tl asl,and ts! = tl asl.
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Definition (partial combinatory algebra)
) A partial combinatory algebra (pca) is a (partial) algebraic structure (D, k, s, +)
where: k, seD, .: DXD-D. The distinguished elements k, s satlsfy the following
properties, where we abbreviate x- y=xy :
kxy =x, sxy |, sxyz = xz(yz) .
Examples (pcas) )

(1) An important example of pca is Kleene's ( o, *) where © are the natural
numbers and n'm is the n-th Turing machine applied to the input m, namely n-m
= {n}m, given some enumeration { }.

(2) Another canonical example of pca is that of a non-trivial domam D that is a
retract of the partial functional space, written D—D <D, in the category of directed
complete partial orders and partial continuous maps.

We now have to decide how to mterpret formulas and proofs, and more
generally types and programs. In Kleene's 1nterpretat10n, formulas are interpreted
as subsets of natural numbers, on the other hand no mention is made of
morphisms, hence no obvious interpretation of proofs is available.

The first obvious attempt could consist in interpreting types as subsets of the
realizability structure. But in order to have a model of type theory we need at least
a ccc, so which are the morphisms? It is clear that to have an interesting structure
morphisms have to be somehow “realized”. Unfortunately there does not seem to
be enough structure to get a ccc. We need a finer description of types. Rather than
identifying types with a collection of realizers we consider a type as a partial
equivalence relation (per) over the collection of realizers. There is now an obvious
notion of morphism that makes the category into a ccc.

Conventions: Supposing A, B,... binary relation over a set D we write: dAe =,,,
(de)e A, [d]a 2 {eeD IdAe}, [A]2({[d]5 | dAd}, |Al 2{d | deD, dAd}.

Definition (partial equivalence relations)
Let D be a pca. The category of pers over D (perp) is defined as follows:

perp 2 {A | Ac DxD and A is symmetric and transitive}
perplA, B] 2 {f: [A] = [B] | 3¢eD.VdeD. dAd = ¢def([d]p)}

If ¢ is a realizer for the map f: A—B, i.e. Vde D. dAd = ¢def([d],), we may denote f
with [¢]ao_,p (consistently with the definition of exponent in perp given in the
following proposition).

Proposition (perp is a ccc)

The category, perp, of partial equivalence relations over a pca D is cartesian
closed.
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Proof

~ From the operation of application in a pca D one can define, as usual,
operations of pairing, <, >: DxD—D, and projection w;:D—D, (i=1,2) such that
n;<d,d'> = d, and mp<d,d'> = d'. We use A-terms to represent elements of the pca
. with a certain functionality. For instance, by Ad.(n1d)(n2d) we intend an element e
of the pca such that, for any d, ed = (m1d)(n2d). The properties of combinatorial
completeness of pcas guarantee that these element exists.

Terminal object. Set 1 2 DxD. For deD the constant function Ae.d realizes the
unique map from a per A into 1.

Product. Define for the product per: dAxBe & mydAmje A mpdBmge. It is
immediate to verify that pairing and projections in the pca realize the pairing and
projections of the category.

Exponent., Define for the exponent per: h exp(A, B) k & Vde. dAe = hdBke.
We will abbreviate exp(A, B) with BA. The evaluation is realized by Ad.(m1d)(r2d),
the natural isomorphism A is realized by A¢.Ac.Aa.¢<a,c>. O

Exercises: (1) The following remarks should motivate the shift from subsets of D to
pers. (a) One can identify the subsets of the realizability structure with those pers
that have at most one equivalence relation. Show that the full subcategory
composed of these pers is cartesian closed, but each object is either initial or
terminal. (b) Consider a category of pers, say C, in which the objects are like in (a)
but where morphisms are defined as follows: C[A,B] 2{¢eD | Vd, eeD. de |Al =
¢de | B!}. Show that C is not cartesian closed. '
-(2) Show that perp has all finite limits and colimits.

We are now going to give an equivalent presentation of the category of partial
equivalence relations, namely the category of modest (D-)sets. At the same time
we define the bigger category of D-sets. This larger category is introduced here just
to give a feeling of the fact that pers can be seen as ‘set with a realizability relation’.
A more satisfactory justification of this statement would require the introduction
of the effective topos (Hyland[82]) of which both pers and D-sets can be considered
as full subcategories. As it will be briefly mentioned later, on D-sets also play an
important role in presenting the “internal” completeness properties of pers.

Definition (D-sets and modest sets)

A D-set is a pair (X, -x) where X is a set and Ix € DxX is an onto
“realizability” relation. A morphism of D-sets, say f: (X, l-x)—(Y, ly), is a function
f: X=Y, such that: 3 ¢eD. Vd, x. (dFxx = ¢d Iy f(x) ).

A D-set (X, IFx) is modest if dxx A dxy = x=y.

Proposition
(1) The category of modest D-sets and Perpy are equivalent.
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(2) The full subcategory of modest sets is reflective in the category of D-sets.
Proof
(1) To the modest set (X, I-x) associate the per P(X, I-x) defined as:
dP(X,Fy)e < IxeX.(dlFxx = elxx). |
(2) The basic observation is that if f: (X, Fx)—=(Y, ly) where (Y, I-y) is modest
then: diyx x A dlxy = f(x)=f(y). Because: if f is realized by ¢ then ¢di-y f(x) A
odiy f(y), which forces f(x) =f(y). Let us now describe how to associate a modest set
~ to a D-set (X, IFx). First define a relation R over X as:
xRy < 3deD.(dFxx A dlFxy). :
Let ~ denote the equivalence relation obtained by the transitive closure of R. Now
consider the quotient set Y = [X]. equipped with the relation -y defined as follows:
dy [X]. & Jze[x]..dkxz. . '
The structure (Y, Iy) is the modest set we looked for. I}

2. Interpretation of System F

In this section we introduce the system F and then define its interpretation in
the category of pers. System F is the fragment of the calculus introduced in chpt. 6
that does not have dependent types. The calculus is reintroduced here in order to
have a more compact notation. Types and raw terms are defined by the following
BNFs:

Type Variables:  tvi=tlsl..

Types: o= tvl (a—a) [ (Viv.a)
Term Variables: v:=xlyl..
Terms: : M = vI(Av:aM) | MM) | (Mv.M) | (Mo

A context T is formed according to the convention stated in chpt. 2. We denote
with ftv(I) the collection of type variables that occur free in types occurring in T
Note that in the calculus presented here (as opposed to the one in chpt. 6) type
variables in contexts are left implicit. A typing judgment is of the shape I'oM:a
where T is always a well formed context. Derivable typing judgments are specified
by the following formal system: '

(asmp) xoael'= I'oxa

(=) Cx:o>M:pB = I'o(AxoM): (a—p)

(—E) I 5 M: (0—p) , [ON:ae = I'o(MN): B

(V) I'o>M: o teftv(l) = T o> (A.M): (Vt.o)

(VE) o M: (Vto) = I'> (MB): [B/tlo
Interpretation

Since perD is a ccc we already know how to interpret the simply typed fragment
of system F. On the other hand the interpretation of the clauses (VI) and (VE) is
more problematic. In principle we could introduce a general definition of

. categorical model of system F and show that perp satisfies all requirements. This
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however would represent too long a detour. We shall limit ourselves to the
definition of an interpretation. In order to show that the interpretation is well
defined we introduce an auxiliary interpretation of the ‘type-free terms’ which
allows to express a certain ‘uniformity’ of the main interpretation w.r.t. type
abstraction and type application. '

e Types. Given a type assignment n: tv—perp, the interpretation of a type is a per
defined by induction as follows:

[tin =n(t)
loe—BIn = exp(lon, [BIn)
[Vtaln = M pedoin[A/t]

If T =x1:01,..xn: 0n then [ = (..(1XA1)X...xAn), where: Ai=lailn, i=1,..n.

* Type Free Terms. The function er (erasure) takes a typed term and returns a
type-free term in the language generated by the following BNF (as usual v stands
for the variables):
P:=vI(Av.P) | (PP)
It is defined by induction on the structure as follows:
er(x) = x; er(Ax:a.M) = (Ax.er(M)); er(MN) = (er(M)er(N));
er(At.M) = erM); er(Mp) = er(M).
If F-T' > M: oo then [Foer(M): ale D, and it is defined by induction on the length of
the typing proof as follows:
(asmp) [T > x;: oyl = pn,i
(=1) I o Ax.erM):a—Bl = Ac.Aa.( [[,x:a > er(M):Bl <c,a> )
(-E) [Moer(M)er(N):Bl = Ac.( [Moer(M):0—pl c)( [M'er(N):ad c)
(VI) . [Ioer(M):Vt.al = [I'oer(M): ol
(VE) [Toer(M): [B/t]al = [T'oer(M): Vt.al
where: (i) as usual pn,i is a suitable combination of the realizers for projections, (ii)

< , > is the coding for the pairs, (iii) the A-terms have to be compiled in the
language of combinators in order to simulate A-abstraction.

Proposition

Suppose FTI" > M: o, then for any type assignment 1| we have:

[Foer(M):ol € exp(Il'ln, [odn) .

Proof

This is a simple induction on the length of the typing judgment. Observe that
the interpretation of (asmp) has been devised in order to obtain as result a realizer
for the corresponding ‘typed’ projection. The interpretations for (—I) and (—E) just
use the realizers of the natural transformation A and of the evaluation. The crucial
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point is (VI) where we use the side condition tgftv(I). (VE) follows by the
interpretation of second order quantification as intersection. O

* Typed Terms. Given a type assignment n the interpretation of a judgment
FI'>M:a is a morphism in per from [I'In to [an that is defined as follows:

(' > M:adn = [ [I'oer(M):all Jexp(IrIn, lodn) -

This is the uhique morphism from [Iln to [aln that is realized by the
-interpretation of the erased judgment. '

3. Towards Recursion | ‘

In the remaining part of this chapter we concentrate on the problem of giving a
per interpretation of type theories including recursion. As usual one is naturally
led towards a notion of ‘complete” partially ordered set.

- At the same time we want to stay faithful to our goal of regarding data types as
particular sets of our realizable universe. Hence we look for certain sets on which
it is possible to find an “intrinsic order” in such a way that all set-theoretic maps
continuously preserve this intrinsic order. The method will be that of restricting
the attention to a full, reflective subcategory of pers.33

In this section we develop a notion of intrinsic pre-order working in an
arbitrary partial cartesian closed category (pccc). Every pccc has an object T that

* classifies the admissible monos and that can be regarded as an abstraction of
Sierpinski space (cf. chpt. 4). We recall that the following isomorphism holds: a—%
= a—1;34 hence given f: a—ZX and x: 1»a we have an induced notion of
convergence for fx. Given two points of an object a, say x,y: 1-a, x is intrinsically
less than y if any map f: a—>X that converges on x also converges on y. Maps
automatically preserve the intrinsic pre-order. A separated object is an object in
which the intrinsic pre-order is a partial order (i.e. anti-symmetry holds).

In section 4 we restrict our attention to a pccc of pers over an arbitrary pca. The

~ convergence predicate of the pca naturally induces on any given per a family of
semi-computable predicates, that, on the other hand, gives rise to a family of
admissible monos generating the pccc. Separate_d pers (Zper) are those pers
whose points are separated by the topology induced by the semi-computable
subsets. They are shown to form a full reflective sub-category of per and therefore
they enjoy all the completeness properties of the larger category. The category of
separated pers can be seen as a universe of partially ordered sets and monotone
maps. _ | |

In section 5 the notion of N-completeness is introduced. Xper contains a
natural number object (N). Given a Zper A we will say that A is N-complete if
every chain (w.r.t. the intrinsic order) described by a map from N to A has a

33 We emphasize that the following sections are just an introduction to a quickly developing area.
34 a1 is the set of “partial” maps from a into the terminal object.
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supremum in A. When working on Kleene's pca (o, ) it will turn out that all
realized maps between N-complete Iper (cyZper) are continuous in the sense of
preserving suprema of these chains.

Intrinsic Pre-order

In chaptér 4 we have introduced some basic notions about partial cartesian
closed categories (pcec) and their properties. Every pcce has an object %, called
dominance, that classifies the admissible subobjects in the same sense as the
object of truth-values Q classifies arbitrary subobjects in a topos.

The object T induces a preorder <, on the points of every object a (i.e. maps
from the terminal object into a). Following Rosolini[86] we focus on the full
subcategory of separated objects, that is composed of those objects for which <, is
antisymmetric. :

In a pcce the maps from an object a to the dominance I play the role of
convergence tests. These tests induce a pre-order on the points of an object. The
idea of ordering points by tests bears a striking analogy with the one encountered
in, so-called, operational semantics of ordering terms by observations. However a
crucial difference is that in our case the pre-order does not depend on the language
at hand but only on a global category on which one can interpret a variety of
constructs.

Convention (Points and convergence predicate)

We write x: a to indicate that x is a point of a, that is a morphism x:1—a. Since
we will be dealing with (p)ccc we confuse points in the objects a—b and a—b with
morphisms, respectively, in C[a,b] and pC[a, b]. E.g. f: a—=b can be seen both as a
morphism from a to b and as a point in a—b. ‘

We introduce a cdnvergence predicate, l, as follows: if x:a, p=[m, f]: a—b, with
m:d>a, f:d—b then we write: pxi < 3 h: 1-d. (mh = x). By virtue of a well-
known isomorphism we also write both p: a—b and p: a—(b), . The reader will
have noticed our last abuse: sometimes we omit to write composition.

Definition (Intrinsic preorder)®>
Let (C, M) be a pccc and a an object. Define a preorder <a on the points of a as:
if x, y: a then x<ay iff Vp:a—Z.(px{ =pyl).

The intuition is that x is less then y in a if every convergence test p:a—X that
succeeds on x also succeeds on y. In the following we also write px = py for
px{=pyl and px=py for px!{ & pyl.

35 Every partial category pC has a partial ordering on morphisms given by the containment of the
convergence spaces. In such partial ordering the total morphisms represent the maximal elements.
Therefore the points of an object a, i.e. the total maps x:1— a, turn out to be all incomparable. On the
other hand the intrinsic preorder may give non-trivial partial orders on the points.
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Definition (category of Z-objects)

Given a pccc (C, M) with dominance £ we denote with =C the full subcategory
of C whose objects enjoy the property that the intrinsic preorder is anti-symmetric.
An object a such that <ais a partial order is called X-object or, equivalently,
" separated object.

Proposition (Basic properties)

Let (C, M) be a pccc with dominance Z. Then:
(1) Maps preserve the intrinsic preorder.
(2) Z-objects are closed under subobjects.
(8) Moreover if (C, M) has enough points (i.e. 1 is a generator) and a is an object
then X2 is a ¥-object.
Proof

(1) Let f: a—b and x, y: a. Suppose x<,y, then given any p: b—)Z we have by
hypothesis pfx=pfy, since pf: a—Z. Hence fx<pfy : b.

(2) Let m:a>»>b be a mono and b be a Z-object. If x and y are two distinct points in
a then mx and my are two distinct points in b. Hence, since b is a X-object, they are
separable by a map p: b—Z. Then the map pm separates the points x and y.

(3) If f, g:3@ and f#g then, by the enough point assumption, there is a x:a s.t.
~fx=gx. Take Ah:Z2.hx: $2—X as separator for f and g. d

4. Separated Partial Equivalence Relations

One can build over every partial combinatory algebra (pca) D the category of
partial equivalence relations, perp, and a family of admissible monos, Mp. The
partial category (perp, Mp) turns out to be a pccc with enough points. Besides,
Tperp, the category of separated pers over D, is reflective in perp.

Semi-computable predicates on D ‘ ‘

Partiality is explicitly given in D and by generalizing basic facts of recursion
theory (i.e. r.e. sets are exactly the domain of computable functions) it also
provides a notion of semi-computable predicate on D.

(1) D) £ (W | WcD,3deD W =Dom(d)}, where Dom(d) 2 {e | eeD, del }.

(2) The collection of predicates X(D) induces a refinement pre-order on D
defined as: d<pe iff VWeZ(D).(deW = eeW)

(3) Observe that the operation of application preserves this pre-order:
Vee D.(d<pd' = ed<ped’).

(4) If the pca is not total then (D) can be seen as a basis for a topology as:
(a) &, DeX(D). (b) If W, W'e%(D) then WnW'e £(D). Because:
(a) Take respectively the always divergent and always convergent map.
(b) If W=Dom(e) and W'=Dom(e') then
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WAW'=Dom(Ad.if (edd A e'dl) thenil) = Dom(Ad.(Ax.Ay.c)(ed)(e'd) ) U

PER as a Pccc

We show that given any per, A, (D) induces a collection, Z(A), of semi-
computable predicates on A. From this structure it is easy to obtain a family Mp of
admissible monos on perp that turns the category into a pccc.

‘Definition (Semi-computable subsets of a per)
Let Aeperp, define:
2(A) ¢ {Beperp | [B] c [A],IWeZ(D).IAINW = [BI}

In other words B belongs to Z(A) if the equivalence classes in B form a subset of
those in A and there is a set We (D) that separates B from the other equivalence
classes in [A].

Closure properties of Z(A)
Let D be a non-total pca. Then X(A) enjoys closure properties analogous to Z(D):
(a) D, A eX(A). (b) If B, B'e Z(A) then B"e Z(A)
where B" is the per corresponding to the partial partition [B]N[B'].

" Definition (Admissible family of monos)
Define Mp as the following family of monos:
m: A'»A € Mp(A) iff A'eX(A) and m is the inclusion morphism.

Note that the morphism m is realized by the identity. It is easy to check that
this collection of monos is indeed admissible. The conditions for identity and
composition are clear. Let us consider the case for the pullbacks: assume f:A—B
- and m:C>B with ¢ realizer of f and |BlnDom(y) = |C!. To construct the pullback
consider W' = Dom(Ad.y(¢d)) and the related C' admissible subobject of A.:

The category (perp; Mp) of pers and partial maps is equivalent to the category
pperp defined as follows:

ObpperD £ ObperD

pperplA, B] 2.
2 {f:.]A]—[B] | 3¢e D.Vd.dAd = (0d! < f([d] A)i) A (odd = ode f([d])))

Proposition (pper is a pccc)

The category (perp, Mp) is a pccc. In particular the partial exponent is defined
as: f(A—B)g ©Vd, e.(dAe = fd =g ge), where =p is Kleene equality relativized to B,
namely: t =g s & (td & sd) and (tl = tBs).

Notice that the category has enough points. The terminal object is any per with
one equivalence class, say 1 £ DxD. In this case the dominance is T & 1-1={1, T},
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where: 1 2 {deDIVe.deTl}, T2 {deDIVe.dell].

D-order implies intrinsic order on pers
Applying the previous construction we can now define:

perp as the full subcategory of perp whose objects are Z-objects.

Note: Observe that if d<pd', Aeperp, and d, d'e Al then a fortiori [d]a<a[d']A-
Because: suppose Be Z(A) and [d]s€[B], then there is a We Z(D) such that | AInW
= |B|. But by hypothesis d'e W and therefore [d'] € [B].

The sense of this note is that if two elements cannot be separated in the type
free universe of the realizability structure D then a fortiori they cannot be
separated in the “typed” structure of pers. [

We now give an elementary and direct proof that Zperp is reflective in perp.

Theorem (Xper csper )

Tper is a full reflective subcategory of per.
Proof , :

The very simple idea for obtaining a Zper Ly(A) from the per A is to collapse
equivalence classes that cannot be separated by Z(A). Given a per A and the
intrinsic preorder <5 we can define, as usual, an equivalence relation, x5, on [A]
as: ~ [d]azalelp & d,ec |Al A [d]asple]a A [e]a=ald]a-

Now define the reflector Ly: per—ZXper as follows:

if Aeper then Ly(A) is such that: dLg(A)e & [d]azalela

. if £A—B then Ly(f([dlLza) = f(d]a) :

One can easily verify that: (1) Ly(A) is a Zper. Actually it is the least Zper
containing A (as a relation). (2) dLg(A)e = f([d]a) = f([e] A), as B is separated. (3)
Every map from a per A to a Zper B can be uniquely extended to a map from Lg(A)
- to B. From these facts it is easy to exhibit the natural isomorphism of the

adjunction. O ‘ '

The following corollary resumes our progress: we have managed to build a full
sub-category of pers that has the same closure properties of pers, and moreover has
an intrinsic notion of partial order that will turn out to be useful in the
mterpretatlon of recursion. '

Corollary (Closure properties of Zper)
~ Tper is a ccc and it has all limits and colimits of per.
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Proof

The existence of limits and colimits is guaranteed by the reflection. Let us check
that Zper is closed under the usual definition of exponent in per. Suppose Be Zper
and f, g: A—B. Suppose that f and g are distinct, then there is a point x: A such that
fx, gx are distinct and, by hypothesis, separable by means of k: B—ZX. Then the map
Ah: A—B.k(hx) separates fand g. [ :

5. N-completeness

We are interested in finding an analogous of the notion of @-completeness in a
realizability framework. In the first place we need an object N that can play the role
of the natural numbers.36

Natural number object in a generic pca.

Denote with n the term corresponding to the numeral n in a pca, say the
compilation in a pca of the n-th Church numeral. Let nP be the interpretation of
the numeral n in the pca D. We set:

Ncy 2 { {nP} ne w)
In a pca all the basic arithmetic operations are definable on the numerals. As a
consequence of this fact if D is non-trivial and n#m then nP#mD. Moreover
Ncne Zper. Finally one can show that Ney is a nno in the category. U

Natural number object in (®,).
When working in (®,) we can define as nno:
N, ¢{{n}l new}

In the following we will use the fact that {{n} InnT} does not belong to X(N). In a
generic pca having all the tools of arithmetic we can still express concepts like “the
n-th turing machine applied at input m converges in at least k-steps” however the
problem is that it can still be the case that {{n} | nnT} belongs to X(N). This is not
surprising as the operation of application can be completely unrelated to the godel-
numbering. For example consider the pca satisfying in the category of directed
complete partial orders and partial continuous maps: @+(D—D) « D, where o are
the natural numbers with the flat ordering. Then Ny 2 { {d} | d is in the image of
o via embedding} is a nno, however all its subsets are still semi-computable as
they are Scott open. [l

36More precisely a natural number ob]ect (nno) is a dlagram 150N SN that is initial among all
diagrams of the shape: 1—)XA—>fA
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N-completeness

Next we will concentrate on the N-complete Zpers that is those Ipers such
that any ascending sequence on them, that is definable as a map in the category,
has a lub w.r.t. the intrinsic order. . ¥

When restricting the attention to N-complete Zper over Kleene's pca it is
possible to prove a remarkable generalization3? of Myhill-Shepherdson's
theorem (see chpt. 1) asserting that all the maps preserve lubs of chains definable
in the category. This will arise as a corollary of the fact that for any per A the
elemerits of £(A) are (N-)Scott's opens.

A remarkable application of this fact is that the full subcategory of N-complete,
separated pers can be seen as a sort of pre-O-category in that the morphisms are
partially ordered, there are lubs' of (N-)chains, and the operation of composition
preserves this structure. When stating the completeness condition for a Zper A we
will only be interested in the existence of the least upper bounds (lubs) of the
chains, y:N—A, that are definable as maps from the nno N to A, briefly we will
write

X:AS(A) (AS for ascending sequence), if x: N=A and Vn:N.(xn spxn+1).

Observe that whenever we select a subset of the equivalence classes of a (X)per we
can naturally consider it as a (Z)per. For example AS(A) is a subset of [N—A] and
UeX(A) is a subset of [A]. According to a constructive reading the existence of the
lub of every ascending sequence implies the existence of a method to find this lub
given a realizer for the sequence. Indeed as soon as one considers the problem of
the closure of the collection of N-complete objects w.r.t. the functional space
constructor it is noticed that it is important to have a realizer that uniformly, for
every ascending sequence of a given type, computes the lub (we refer to Phoa[90],
Freyd&al.[90], Amadio[90] for more information on the closure propérties of this
category). This motivates the following definition.

Definition (N—compleieﬁess)
A Tper Ais N-complete if Vy:AS(A). 3 lubpy,
where the existence of lub has to be interpreted constructively, that is:
() Vy:AS(A).Ix: A (VIuN.(qnspx) A Vy:A(ViuN.(xnSay) = x<py) and
(b) Joa: AS(A)—>AVY:AS(A).oa(Y) = lubpy .

Since the map 0, if it exists, is uniquely determined we will .simply indicate with
A rather than with (A, 64) an N-complete Zper (henceforth cyZper).

Note: Given N it is fairly easy to show that cyjZper is a non-trivial category. For
example every separated object A in which all elements are incomparable is going
to be in ¢y Zper as one can define ©4 2 Ax:AS(A). x(0) where 0 is the zero of the
nno (every ascending sequence on a flat object is constant). '

37 See note 3.2.6.(1) for a rephrasing of the original statement of the theorem.
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Definition (Scott open)

Let A be a per. A subset U of [A] is a Scott open and we write Ue T(A) iff
(1) Vx,y:A.(x:UA x<ay = y:U). (2) Vy:AS(A).(3 lubpax:U = In:N.(xn:U) ).
Note that this definition makes sense in any preorder.

Realized maps are N-continuous
It is immediate to check that T(A) defines a topology over [A]. Before stating the
main result we need to look closer at the nno.

Theorem (X(A)ct(a))

If AecnZper, and UeX(A) then Uet(A).
Proof

The first condition of upward closure follows by the definition of intrinsic
order. Take x:U and suppose x<py then y:U as x<,y iff VUe Z(A).(x:U=y:U).

The proof of the second condition takes advantage of the specific recursion-
theoretic character of the structures we have built. In this sense the following
proof is the kernel of this approach to the development of the theory. In the
following: N = N, ‘ B

Consider the set K 2 {{n} | nnl} c [N]. Observe Ke Z(N) and K¢ ¢ X(N), where
K¢ is K complement w.r.t. N. Consider the predicate nnli meaning that the
computation nn of the n-th machine applied to the input n will stop in at most i
steps. This is a decidable predicate.

Now let us proceed by contradiction assuming there is x: AS(A) such that:

dlubpy: U and Vn:N. ~(xn:U). ‘
The crucial idea is to build a map h: N—>A such that, under the condition Vn:N.
~(xn:U), maps Kin {xn | n:N} and K¢ in lubp). Next one uses the pullback
condition to conclude that h-1(U) = Kce Z(N). -

We now define a family of chains c¢(n,i): N—>(N—A). Let pk<i.nnlk be the
least element k less then i s.t. nn converges in k steps. Define
c(n, i) 2 if ~(nnli) then i else y(uk<i.nnlk)
Observe that for any given n if neK then c(n,i) coincides with the ascending
sequence ¥ up to the first k s.t. nnlk and then becomes definitely constant; on the
other hand if ne K¢ then c(n,i) coincides with ¥.

We use the existence of a map that uniformly realizes the lub of ascending
sequences to define the map h:N—A as follows:
h(n) 2 65 (Ai.c(n,i)).
As we have just observed h(n) = luby if neK¢ and h(n) e{ynin:N} ow..
From this we can conclude h-1(U)=Kce Z(N) obtaining the desired contradiction. (1

For the logically inclined reader we mention that this proof by contradiction can be
turned into a “constructive proof” via Markov Principle.
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Definition (preservation of N-chains)
Let A, BeXper. Then we say that f:A—B preserves N-chains iff
Vy: AS(A). (3 lubpx:A = (3 lubgfy:B A f(lubpy)=lubgfy) ).

Proposition (Realized maps are Scott continuous)

Suppose A, Be cyXper,
(1) Any map f: A—B preserves N-chains.
(2) If f: A—B preserves N-chains then it is (N-)Scott continuous.
Proof '
- (1) Consider y: AS(A) and assume Ellub AX:A. In order to show Jlubgfy =
f(lubs)) we prove that for any majorant y:B of fy:AS(B) we have f(lubpx)<py.
We recall that f(lubsy)<gy iff YUeZ(B).(f(lubax):U = y:U). Now UeZ(B)
implies by the pullback condition of admissible domains: f1(U)eX(A) i.e. by the
previous theorem f1(U)et(A). Since f(lubpx):U we have lub ax:f1(U) that
implies by the definition of open set 3n:N.(xn:f-1(U)). Therefore 3n:N.(fxn:U)
and this implies y:U.

(2) As usual take Ue 'r(B) and consider f-1(U). This is upward closed by the fact
that f is monotone. Moreover consider x: AS(A) and suppose 3 lubx:f1(U). Then
by hypothesis f(lub Ax):lubgfx : U. Therefore 3n:N.(fyn:U) i.e. xn:f-1(U). O

Note (On Myhill and Shepherdson theorem)

Suppose {E_},c is an enumeration of finite subsets of wand <, > ox0O—>wis a

pairing map. Given X, Ye2® define:

XY2{m | In(<n, m>eX A E cY)}
The reader may recognize in this definition the notion of application that arises in
graph models. Denote with RE the collection of recursively enumerable sets. Every
WEeRE determines a functional Fyy: RESRE that is defined as:

Fyy(X) ¢ W-X
These functionals are called enumeration operators (or also recursive
fuﬁctionals). It is immediate to check that these functionals are continuous w.r.t.
the order given by set-containment.

Next observe that RE can be seen as a totally enumerated set and therefore as a
total equivalence relation. In particular it can be identified with Id,—1 where:
nld m & n=m and Vnm. nlm. Note that the intrinsic order on Id —1
coincides with the one given by set-containment.

Myhill-Shepherdson theorem can then be stated as follows:

- Feper[RE, RE] & F is an enumeration operator
This was intended as a characterization of certain “type-2” functionals which are
called effective operations and which correspond exactly to the morphisms in
per [RE, RE]. The interesting part of the proof consists in showing that the
effective operations are enumeration operators and, therefore, are continuous.
This is the sense that is generalized above.
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Appendix 1: Memento of Recursivity

'Notations: Function means always partial, unless otherwise specified. | is used for
“is defined”. A definition of the form ”f(x)iy iff P” has to be read “ f(x){ iff P, and P
implies f(x)=y”. We abbreviate xy,...,x, into x. We also write, for two expressions s
and t, »

s=t <, (si, tl and s=t) or (sT and tT).

Partial recursive, or computable functions, may be defined in a number of
equivalent ways. This is what Church's thesis is about: all definitions of
computability turn out to be equivalent. Church's thesis gives confidence in
“semi-formal” arguments, used to show that a given function is computable.
These arguments can be accepted only if at any moment, upon request, the author
of the argument is able to fully formalize it in one of the available axiomatizations.

The most basic way of defining computable functions is by means of a
computing device. Turing machines are the most well known. In Cutland[80] the
reader will find a somewhat handier formalism: Unlimited Register Machines,
which are simple imperative programs. Either of these formalisms leads to a
notion of computable functions from " to ®, for each n. More prec1sely, a Turing
- machine defines, for each n, a partial function f:0"—=o.

More mathematical presentations are by means of recursive program schemes,
or by means of combinations from basic recursive functions, like in the following

Theorem (Gddel-Kleene)

For any n, the set of Turing computable functions from @" to ® is the set of
partial recursive functions from @™ to o, where by definition the class of partial
- recursive (p.r.) functions is the smallest class contammg

. -0: o> defined by: 0(x)=0
- succ : 0— (the successor function)
- projections ;" : @"—=® defined by: m"'(xy,..., X )=X;
and closed under the following constructions
- composition: If f;:0™ -0, ..., fn:(om—_m) and g:o"—w are p.r., then g[f;,... f ]isp.r,
where g[f;,....f,](x) = g(f;(x),....f,(x)) (when n=1, we write gof; in place of g[f;])
- primitive recursion: if f:@0"—, g mn+2-—>u) are p.r. then so is h defined by
h(x,0)=f(x)
~ h(x,y+1)=g(x,y,h(x,y))
- minimalization: if o™= is p.r., so is g defined by
g(x)=uy (f(x,y)=0), where uy P means: the smallest y s.t. P. . O

Terminology: The source of partiality lies in minimalization. The total functions
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obtained by the combinations of Gddel-Kleene, except minimalization, are called
primitive recursive. The partial recursive functions which are total are called the
recursive functions. The set of partial recursive functions from " to ® is called
PR™ (we write PR for PR1). '

Fact: Consider the three following functions:

- <, >:0x0—o defined by: <m,n>=2M(2n+1) -1

- ,;:0—® where 7, (n) is the exponent of 2 in the prime decomposition of n+1

- M 00 defined by: T,(n) = (n+1)/2%® - 1)/2
They are recursive and provide inverse bijections between wx® and ®. A function
f:oxw—w is p.r. iff f[K, T, 0-w isp.r. . : O

Similarly, one can encode Turing machines as natural numbers. Call
- T,, the Turing machine which has code n
- ¢nm the partial function from @™ to ® defined by T, (we write ¢, for ¢, Ly
- W m2dom(¢,™) (we write W for W 1)

If f=¢,™ (W=W_T), we say that n is an index of f (W). Thus we have

Fact (Enumeration of PR)
The mapping An. ¢, is a surjection of ® onto PR.

As a first consequence, there are total functions which are not recursive.

Exercise TOT—-REC: Show that f defined by

- f(n) = ¢ (n)+1 if q)n(n)l« 0 otherwise
is not recursive. (But g defined by g(n)i¢n(n)+1 iff ¢n(n)~L is p.r, see followmg
theorem Universal ). Show that there exist recursive, non primitive recursive
functions. -

The next theorem says that arguments of a partial recursive function can be frozen,
uniformly.

Theorem (s-m-n):
, For each m,n there is a total recursive m+1 ary function s,™ (s for short) s.t. for
all x=xq,..., X, Y= ym +17-+"Ymn and p: ¢pm+n.(x,y) = ¢s(p,x) (y)
Proof
Hint: we can “prefix” to Tp instructions that input the frozen argument x. [

Theorem (Universal)

There exists a Turing machine Ty; computing, for any n, the function yj™:0" -0 .
defined by: yyy (p,y) q)pn(y)
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Proof
‘Hint: Informally, Ty; decodes its first argument p into the machine Tp, and
then acts as T, on the remaining arguments. [

Computability specializes to predicates:

Definition (Decidable and semi-decidable)

A subset W of o is called decidable, or recursive, when its characteristic
function x (x(x)=0 if xe W, 1 otherwise) is recursive.

A subset W of @ is called primitive recursive, when its characteristic function
is primitive recursive. ’

A subset W of o" is called semi- decxdable or recursively enumerable (r.e.),
when its partial characteristic function xp.(xp(x)ll iff xe W) is partial recursive. '

A central example of a recursive set is:

'Fact (Convergence in t steps)

Given a partial recursive function f, {(x,y,t) | f(x)iy in t steps]} is recursive.
Proof

Given a Turing machine T computing f, the obvious 1nforma1 algorithm is:
perform t steps of T starting with input x, and check whether result y has been
" reached. |

Remark: A more careful analysis shows that the characteristic function of {(x,y,t)!
f(x)dy in t steps} can be defined by means of primitive recursion only.

' There are a number of equivalent characterizations of recursive and recursively
-enumerable sets. '

Proposition (Various definitions of r.e.)

Wco" is r.e. iff one of the following condltlons hold
(1) W=dom(f), for some partial recursive ‘function f.
(2) There exists a recursive set W'co"+! s.t. W={x| dy (x,y)e W'}
(3) W= or W=im(h), for some recursive function h:o"—w
(4) W=im(h), for some partial recursive function h:o"—w.
Proof ’

(1) If W=dom(f), then its part1a1 characterlstlc function is 1o f, where 1 is
constant 1.

(2) Let W be {xI| 3y (x,y)e W'}. Then W=dom(Ax.uy (x,y)e W'). Conversely, if
W=dom(f), take W'={(x,y)| f(x){ in y steps).

(3) If W=dom(f)#d, pick.an element ac W; define g(x,y)=x if f(x)! in y steps, a
otherwise: then W=im(g)=im(h) (where h is the composition of g with the
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encoding from ®" to ),
(4) If W=im(h), we have by fact Convergence in t steps that {(x,y,t)| h(x)~Ly int
steps} is recursive. Thus W=dom(Ax.uz. (z=<y,t> and h(x)y in t steps)). O

Exercise RE3: Show that if Wcw™1is re., then {x| 3y (x,y)e W} is r.e.

Proposition (Various definitions of decidability)

Wco" is recursive iff one of the following conditions hold:

(1) W=dom(f), for some recursive function. ‘
(2) W and its complement —W are decidable.
Proof

(1) Same argument as for proposition Various definitions of r.e. (1).

(2) If W is decidable, it is semidecidable, and —W is decidable (with characteristic
function —o), where y is the characteristic function of W). Conversely, if W and
—W are both semi-decidable, let W' and W" be recursive and s.t.

W={x! 3y (x,y)e W'} and -W={x| Iy (x,y)e W"}.

Let x' and %" be the characteristic functions of W' and W", respectively. Then

W=dom(Ax.py. (Y[x'x"1(x,y)=0))
where Y is any recursive function restricting to the boolean union over {0,1}. Ax.uy.
(Ul x"1(x,y)=0) is p.r. by construction, and moreover is total since WU-W=". [

The following is a useful characterization of partial recursive functions

" Proposition (p.r. < graph if r.e.) '

A function f is p.r. iff its graph {(x,y) | f(x)dy} is r.e.
Proof '

If f is p.r. , then by fact Convergence in t steps, {(x,y,t)| f(x)ly in t steps} is
recursive. We conclude by proposition Various definitions of r.e. (2) that {(x,y) !
f(x)ly} is r.e., since f(x)!y iff f(x)ly in t steps for some t. :

Conversely, if {(x,y)] f(x)ly} is re., let W' be a recursive set s.t. f(x)ly iff
(x,y,t)e W' for some t. Then f can be written as nlo(lx.uz. (z=<y,t> and (x,y,t)e W")),
and thusisp.r. . O

Remark: The encodings quoted among others in the proofs of (3) in proposition
Various definitions of semi-decidable “hide” a useful technique, known as
“dovetailing”: the informal way of obtaining h is by trying the first step of f(1), the
first step of f(2), the second step of f(1), the first step of £(3), the second step of f(2),
the third step of f(1), the first step of f(4)...

Here is an example of a semi-decidable, non decidable predicate:
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Fact (A non r.e. subset)
(1) The set K 2 {x| xe W} is semi-decidable.
(2) The set {x! x¢W, }isnotr.e..
Proof _
. (1) We have K=im(Ax.¢,(x))=im(yy;[id,id]), thus K is r.e. by proposition Various
definitions of r.e. (4).
(2) Suppose: {x| x¢ W, }=dom(f) for some PR function. Let n be an index of f. We
have: Vx, x¢ W, iff xe W . We get a contradiction when taking x=n. [J '

Exercise {REC}N_OT RE : Show that {x| ¢, is recursive} is not r.e.

We end up this memento with an important theorem, widely used in theoretical
computer science. It glves evidence to the thesis: “computable implies
continuous”
A partlal functlon 6 s.t. dom(8) is finite is called finite. Clearly finite functions
from ® to @ are computable. Partial functions may be ordered as follows:
f<g &, Vx (f(x)ly) = (g(x)l«y)

" Theorem (Rice-Shapiro)
Let A be a subset of PR s.t. A={x| q)xe Alisre. . Then for any partial recursive f:
fe A iff there exists a finite function 0 < f s.t. 6 A.
Proof ‘
Let T be a machine computing the partial characteristic function of K={x!
xe W, }.
(&) Suppose: fe A, and (VO<f 6¢A). Let g be the partial recursive function defined
by
- g(z,t)ly iff T starting with z does not terminate in less than t steps, and f(t)ly
- One has, by definition of g:
- M.g(z,t)=f if zeK
- At.g(z,t)=0, for some finite 6<f, if zeK
Thus our assumption entails z¢K < At.g(z,t)eA. Let s be a ‘recursive function,
given by the s-m+n theorem, s.t. g(z,t)zq)s(z)(t). The above equivalence can be
rephrased as:
z¢K © s(z)e A.
But the predicate on the right is r.e.: contradiction.
(=) Suppose: fg A and 6€ A, for some finite 8<f. We argue as in the proof of (&),
defining now g by: g(z,t)ly iff (6(t)dor zeK)and f(t)ly. O

Remark LA: Let A be as in the statement of Rice-Shapiro theorem, and let L be the

| totally undefined function. If Le A, then, by the theorem, A must be the whole of
PR. - '
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Corollary (Rice)
If BPR, B#J and B=PR, then {x| ¢,eB} is undecidable.

Proof
Suppose that {x| ¢,€B} is decidable. Then B and —B both satisfy the conditions

of the Rice-Shapiro theorem. Consider the totally undefined function L. We have:
LeB or Le—B. By the remark LA, we deduce that either B=PR or -B=PR: ‘

contradiction. [

Hints for exercises:

TOT=REC (last part). Use an enumeration (6,),c, Of the primitive recursive
functions, and take Ax. 8,(x)+1.

RE3: Consider a recursive W' s.t. W={(x,y)| 3z (x,y,z)e W'} isr.e. .
{REC}NOT RE: consider g(x)=q)f(x)(x)+1, where f is a claimed enumeration.
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Appendix 2: Basic Category Theory

Contents: 1. Basic Definitions, 2. Limits, 3. Functors and Natural
Transformations, 4. Universal Arrow and Adjunction, 5. Equivalence and
Reflection, 6. Adjoints and Limits, 7. Cartesian Closed Categories, 8. Monads.

Category theory has been tightly connected to abstract mathematics since the
first paper on cohomology by Eilenberg and Mac Lane (1942) which establishes its
basic notions. This appendix is a pro-memoria for a few elementary definitions
and results in this lively branch of mathematics. We refer to MacLane[71] and
Asperti&Longo[91] for adequate introductions and wider perspectives.

In the mathematical practice category theory is helpful in: (1) Formalizing a
problem, as it is a good habit to ask in which category we are working in, if a
certain transformation is a functor, if a given subcategory is reflective, etcetera. (2)
Formulating a result, as by using category theoretic terminology one can often
express a result in a more modular and abstract way. 38

Categorical logic is a branch of category theory that arises from the observation .
that logical operators can be suitably expressed by means of universal properties
(Lawvere). In this way one represents the models of, say, intuitionistic
- propositional logic, as categories with certain closure properties where sentences
are interpreted as objects and proofs as morphisms.

The tools developed in categorical logic begin to play a central role in the study
of programming languages. There are at least three intermediate steps that suggest
a link between these two apparently distant topics:

* The role of (typed) lambda calculi in the work of Landin, McCarthy, Strachey, and
Scott on the foundation of programming languages.

* The Curry-Howard' correspondence between systems of natural deduction and
typed lambda- calculi.

e The categorical semantics of typed lambda calculi along the lines traced by
Lambek and Scott. |

The basic idea is to represent the “models” of programming languages as certain
abstract structures described in a category theoretic language. The practical fall-outs
that we expect from such a “model theory” are effective and complete theories to
reason about programs (see, e.g., Moggi[91]).

This approach has been fairly successful in describing data types by means of
universal properties. At present it is unclear if this program will be successful on a
larger variety of programming languages features. It is however a recognized fact
that ideas from categorical logic play a central role in the study of functional

38A list of “prescriptions” for the use of category theory in computer science can be found in
,Goguen[91] ) ‘

.
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languages. Moreover promising attempts to describe categorically other features of
programming languages such as modules, continuations, local variables, etcetera
are actively pursued. It is in this perspective that some elementary parts of category
theory are introduced in this appendix.

1. Basic Definitions :
A category may be regarded as a directed labelled graph endowed with a partial
operation of composition of edges which is associative and has an identity.

Definition (category)
A category C is a sextuple (Ob, Mor, dom, cod, id, comp) such that:
dom: Mor—Ob, cod: Mor—Ob, id: Ob—»Mor,
comp: Comp—Mor,
where: Comp = {(f, g)e MorxMor | dom(f) = cod(g)}
idef = feid = f (identity)
f-(g-h) = (f-g)°h (associativity)
where we omit to write the object to which id is applied in (identity) and we write
f-g only if (f, g)e Comps; also fg is a shorthand for comp(f, g).

Conventions: Let C be a category, a, be Ob, then Cla, b] = {feMor | dom(f) =a A
cod(f) = b}. We also write f: a—b for fe C[a, b], and ae C for ac Ob. When confusion
_ may arise we decorate the components Ob, Mor, ... of a category with its name,
hence writing Obc, Morg, ... A category C is small if Morc is a set, and it is locally
small if for any a, be C, C[a, b] is a set. :

Examples of categories

We just specify objects and morphisms. The operation of composition is
naturally defined. The verification of the identity and associativity laws is
immediate: (1) Sets and Functions. (2) Sets and Partial Functions. (3) Sets and
Binary Relations. (4) Every pre-order (P, <) induces a category P with #P[a, b] =1 if
a<b and P[a, b] =& otherwise. (5) One object and morphisms as elements of a
monoid. (6) Pre-Orders (or Posets) and Monotone Functions. (7) Groups and
Homomorphisms. (8) Topological Spaces and Continuous Functions. (9) Any set
with just an identity morphism for each object (this is the “discrete” category). (10)
Oriented Graphs and Transformations that preserve domain and codomain of
edges. ‘

Definition (dual category) |
Let C be a category. We define a dual category COP as follows:

Obcop = Obc Cop[a, b] = C[b, a]
idop = id f-0Pg = gof .
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Note (dual property)

Given a property P for a category C and relative theorems it often makes sense
to consider a “dual property” PP to which correspond “dual theorems”. This idea
can be formalized using the notion of dual category as follows: given a property P .
for a category C we say that C has property POP if COP has property P. |

Examples of categories built out of categories

(1) Subcategory: any sub-graph of a given category closed by composition and
_identity. (2) If C and D are categories the product category CxD is defined as: Obcxp
= ObcxObp, CxD[(ab), (a',b’)] = C[a, a']xD[b, b']. (3) If C is a category and ae C, the
-slice category CsLa is defined as: Cla = Upe ¢ C[b, a], Clalf, gl={h | gch=f}.

Def1mt10n (properties of objects and morphzsms)
LetCbea category.
An object a is terminal if Vb. 3'f: b——)a We denote a terminal object with 1 and
with !p the unique morphism from b to 1.
A morphism f: a—b is a mono if Vh, k. f-h = f-k = h=k.
A morphism f is epi if it is mono in COP, i.e. Vh, k. hof = kof = h=k.
A mono f: a—b is split if there is g: b—a such that g-f = id.
A morphism f: a—b is an iso if there is g: b—a such that g-f = id and f-g = id. We
write a=b if there is an iso between a and b.

Exercises: Prove the following properties: (1) each object has a unique identity
morphism, (2) the inverse of an iso is unique, (3) if g-f ='id then g is an epi and f is
a mono, (4) f split mono and epi implies f iso, (5) f mono and epi does not imply f{
iso. (6) The terminal object is uniquely determined up to isomorphism.

2. Limits

The notions of cone and limit of a diagram are presented. The main result
explains how to build limits of arbitrary diagrams by combining 11m1ts of special
diagrams, namely products and equalizers.

A

‘Definition (diagram)
Let C be a category and I = (Oby, Mori) a graph. A diagram in C over lis a graph
morphism D: I-»C.

Convention: We often represent a diagram D as a pair ({di}ig Obi , {fulueMorr)-
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Definition (category of cones)
Let C be a category and D: I-C a diagram. We define the category of cones
Cones¢D as follows:
ConescD = {(c, (hi}icobr) | YueMorl. fu: di->dj = hj = fuchi }
ConescD[(c, {hilicobi), (d, {kilicob)] = {g: c—>d | VieOb1. hi =ki-g }.

Definition (limit)
Let C be a category and D: I-C a diagram. D has a limit if the category ConescD
has a terminal object. The following diagram illustrates this definition.

Note By the properties of terminal objects it follows that limits are determined up
to isomorphism in ConescD. Hence we may improperly speak of a limit as an
object of the category ConescD, we denote this object by limcD. Also we say that
the category C has I-limits if all the diagrams indexed over I have limits.

Note (dual notions) o A
The notions of cocone, initial object, and colimit are dual to the notions of
cone, terminal object, and limit, respectively.

Examples (limits)

(1) If I = & then the limit is a terminal object.

(2) If I is a discrete graph (no morphisms) then a diagram over I in C is just a
family of objects {ai}icObr. In this case a limit is also called a product and it is
determined by a couple (¢, {mi: c—ai}ieOby) such that for 'any cone (d, {fi: c>ai}ieObI)
there exists a unique z: d—c such that VieObl. fi = mi-z . Traditionally one can
write ¢ as [lieObjai , and z as <fi>.

(3) Equalizers are limits of diagrams over a graph I with the following
structure:
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—_—

—_— , ,
If the image of the diagram is a pair of maps f, g: a—b then an equalizers (or limit)
is a p.air (c, e: c—a) with properties (i) f-e = gee, and (ii) ( (c’, e c'>a) and f-e' =
gee') implies J'z: c'—>c. (e-z = €). ‘

(4) Pullbacks are limits of diagrams over a graph I with the following structure:

® - © .

If the image of the diagram is a pair of maps f: a—d, g: b—d then a pullback (or
limit) is a pair (c, {h: c—a, k: c—b}) with properties (i) f-h = g-k, and (ii) ( (c/, {h
c—a, k': cob}) and f-h'=g-k') implies 3!z: c'>c. (hez=h' A kez = k).

Exercise: Show that a category with terminal object and pullbacks has binary
products and equalizers. '

Theorem (sufficient condition for the existence of I-limits)

Let C be a category and I a graph, then C has I-limits if (1) C has equalizers, (2) C -
has all products indexed over Obr or Mori. In particular a category with equalizers
and finite products has all finite limits.

Proof .

Let D: I>C be a diagram. We define P =[licObj di , and Q = [TueMori cod(D(u)) .
Next we define f, g, and e according to the following diagram:

D(cod(u))

qu

qQu

D(dom(u)) ————»D(cod(u))
D(u)
where: (i) p and q denote the projections of P and Q respectively. (ii) f is the unique
map such that D(u).pdom(u) = qu.f, for any ue Morr. (iii) g is the unique map such
that peod(u) = qu.g, for any ue Morl. (iv) e is the equalizer of f and g.

We claim that (L, {pi-e}icObj) is a limit of the d1agram D. The proof of this fact
takes several steps.

(1) (L, {pi.e }ieOby)e ConescD. We have to show: D(u) pdom(u )o€ = pcod(u).€, for any
ue Mor1. Observe: D(u).pdom(u).€ = quofo€ = qu.g.€ = pcod(u)-€.

]
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(2) Let (F, {li}ieobr)e ConescD. Then there is a uniquely determined map <li>: F—P

such that: pi.<li> = i, for any i€ ObI.

(3) We claim f.<li> = g.<li>. This follows by the observation that for any ue Morr:
qUofo<li> = D(u)opdom(u)o<li> = D(u)oldom(u) = lcod(u) = pcod(u)o<li> ='qU.ogo<li>.

(4) Hence there is a unique z: F—L such that e.z = <li>.

(5) We verify that z: (F, {lilieob))—=(L, (pi.e}licOby) in ConescD by checking: pi.e.z =

li, for any i€ Ob1. This follows by: pi.e.z = pi.<li> = li.

(6) Finally suppose z": (F, {li}ieobr)—=(L, {pi-e}icOb1) in ConescD. Then

z" (F, <li>)>(L, e) as: pi.e.z' = li, for any ie Ob1 implies e.z' = <li>. Hence z = z'.

The following diagram represents the constructions carried on:

D(cod(u))
Qu
SIIIlIiiiiiixa
9Qu .
D(dom(u)) ——»D D(;od(u))
u
Lod(u) o

Exercise: Study the existence of (co-)limits in the categories introduced in section 1.

3. Functors and Natural Transformations

A functor is a morphism between categories and a natural transformation is a-
morphism between functors. The main result presented here is that there is a full
and faithful functor from any category C to the category of set-valued functors over
Cop. :

Definition (functor) '
Let C, D be categories, a functor F: C—D is a morphism between the underlying
graphs that preserves identity and composition, that is:

Fob: Obc—Obp, FMor: Morc—Morp,
f:a—b = FMor(f): Fob(a)—Fob(b),
FMor(id,) = idFMor(a) FMor(f.g) = FMor(f).FMor(g).

Conventions: In the following we omit the indices “Ob” and “Mor” in a functor.
By a contravariant functor F: C—D we mean a functor F: CP—D .
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Exercise: Show that small categories and functors form a category.

Deflmtmn (hom-functor) -

Let C be a locally small category. We define the hom—functor C[, I COPXC—>Set as
follows: C[, @&, b)=Cla,b] C[, 1(f, g) = Ah. gchok '
h

a b a—nn«—pDb
corxc 8 f &  Set
! b’ bl
a a ———»goh 7

Convention: Given an object ¢ in the category C we denote with C[, c]: CoP—Set, -
~and C[c, ]: C—Set the contravariant and covariant functors over C obtained by
restricting the hom-functor to the first and second component, respectively.

Exercise: Suppose F: C—D is a functor, D: I-C is a diagram, and (a,
{li}ie obr)e ConescD. Then (Fa, {Fli}ic Ob1)e ConespF.D.

Definition (limit-preservation) ’ ‘ .
Suppose F: C—D is a functor, and D: I-C is a diagram. We say that F preserves
the limits of the diagram D if:
(a, {lilicobpelimecD = (Fa, {Fli}ie oby)€ limpF.D.

Proposition (the contravariant hom functor preserves limits)

Let C be a locally small category and ¢ an object in C then the covariant hom-
functor C[c, ]: C—Set preserves limits.
Proof

Let D = ({di}ic Obi , {fulueMori) be a diagram and (a, {li}ic Ob1)e limcD. Then:
(Clc, a] , (Ah. li.h}icobr)e ConesgeClc, ]-D. Suppose (X, {gilieObr)e Conesge(Clc, 1D,
that is: Vue Mor1. Vxe X. fu: di=dj = fu.gi(x) = gj(x).
Then: VxeX. (¢, {gi(x)}ieOb1)e ConescD. Hence there is a unique h(x): c—a such
that: gi(x) = li.h(x), for any ieObl. We can then build a unique z: X—Clc, a] such
that: li.z = gi, for any i€ Ob1. Such z is defined by z(x) = h(x). O
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Definition (natural transformatzon)
Let F, G: C—D be functors. A natural transformation ©: F—G is a family
{Ta: FA—>Gal}aeObc such that for any f: a—b, tb.Ff.= Gf.ta .

a Faib Ga
f Ff Gf

Exercise: Given C, D categories show that the collection of functors from C to D and
natural transformations form a category. We denote this new category with DC. It
can be shown that DC is actually an “exponent” in the sense of cartesian closed
categories (see section 7).

Definition (category of pre-sheaves)
Given a category C the category of pre -sheaves over C is the category SetCP of
contravariant set-valued functors and natural transformations.

Another 1mportant operation involving natural transformations is the
composition with a functor.

Fact: If G: BC, F, F': C—C' and §:F—F, then 8G: Fe-G—F'oG is natural, where 8G is
defined by set theoretic composition, i.e. (8G), £ 85,. Likewise, if H: C'-B', F, F"
C—-C' and &:F-F', then H6: HoF—HoF' is natural, where (H0), 2 H (,).

The composition. of natural transformations and functors.extends to a notion of
“horizontal” composition of natural transformations (in contrast to the “vertical”

“"on

one given by “o”).

Fact: If F, F: C—C', G, G: C'->C", 8:F-F, G-G', then
(€F")o(G3) = (G'8)o(eF): GeF—G'oF' .- .
We write €8 for the common value of both sides of this equation.

This is illustrated in the following figure, where: (i) §, € are represented as
rectangles whose vertical lines are irrelevant and whose horizontal lines are the
source and target functors: F, F' and G, G' respectively. (ii) Composition with a
functor, say G9, is represented by adding a line to represent G. (iii) Vertical
composition is indeed represented “vertically”, i.e. by matching the target of the
transformation “above” with the source of the transformation “below”.
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F F G

b £
= 5

F' F ‘ G'

Exercise: Show the following so called interchange law (or-iginally stated by R.
Godement), for all 3, 8', ¢, € of appropriate types: (€'o€)(8'28)=(£'6')o(€d) (as illustrated
below).

- F G : F G
e - .
) € o €
> e =
Fl . G' '
o € ) g
- - —P!

Fll Gll F'l Gll

Definition (full and faithful functor)
A functor F: C—D is full if Va, b. Vh:Fa—Fb. 3f: a—b. (Ff = h), and it is faithful
if it is injective on each hom-set Cla, b].

Theorem (Yoneda) :
For any category C there is a full and faithful functor Y: C—8etC°? from C into
the category of pre-sheaves SetC°? that is defined as follows:
Y(c) 2 C[_, c] Y(f) £ Ah. foh .
Proof | i
The key to the proof that Y is full resides in the following lemma where we take
F as hd .

Yoneda’s Lemma: For any functor F: CoP—Set and any dbject ce C the following
isomorphism holds in Set: Fc= Nat[h., F], where hC 2 C[_, c], and Nath,, F] are the
natural transformations from h. to F.

The following dlagram describes a natural transformation T h—F

a ' Cla, ] A» Fa
b . Clb, ] —Tb—> Fb

~ Define i: Fc—Nat[h,, F] with inverse j: Natfh,, F]—>Fc as follows:
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i(x) 2 Ad. Ah: d—c. (Fh)(x) j(7) 2 7(c)(id) -
e First we verify that i(x) is a natural transformation as:
(FH((x)(@)(h) = (FH(Fh)(x) = F(h.f)(x) = (i(x)(b))(h.f)
» Next we verify that j is the inverse of i:
j(i(x)) = i(x)(c)(idc) = (Fid)(x) = (id)(x) = x.
i(j(t)) = Ad. Ah: d—c. (Fh)(t(c)(id.)) = Ad. Ah: d—c. 1(d)(h) =7,
as by applying the naturality of T to h: d—c one gets: (Fh)(1(c)(id,)) = ©(d)(h). O

4. Universal Arrow and Adjunction
A universal arrow is a rather simple abstraction of a frequent mathematical .

phenomena.

Examples -

(1) Given a signature T consider the category of Z-algebras and morphisms. If A
is a Z-algebra denote with | Al its carrier (which is a set). There is a well known
construction which associates to any set X the “free” X-algebra X(X) and which is
characterized by the following property: ‘

Ju: XoX(X). VA. VE X 1AL 3l Z(X)>A. fou=f.

(2) Consider the category of metric spaces and continuous maps and the full
subcategory of complete metric spaces. The Cauchy completion associates to any
metric space (X, d) a complete metric space (Xc,dc) which is characterized by:

Fu: (X, d)=(Xe,de).V (Y,d') empl. VE: (X, d)—(Y,d"). 3f: (Xc,do)o(Y.d). fou =1

Definition (universal arrow)
Let F: C—D be a functor and d an object in D. Then the couple (cd, u: d—Fcd) is

universal from d to F (and we also write (cd, u): d—F) if
Vc. Vf: d—Fc. 3!f": cd—c. Ffou={.

e ("

F

-

f

d ———» Fc

ch

Ff'

~

J

Exercises (1) Show that if (cd, u): d—>F and (cd', u'): d—=F then cd = cd'. (2) Explicit
the dual notion of co-universal. (3) Verify that the previous examples fit the
definition of universal arrow.
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The notion of adjunction is a fundamental one, it has several equivalent
characterizations. In particular it will be pointed out that an adjunction arises
whenever there is a uniform way of determining a universal arrow.

Definition (adjuhctiovn)
An adjunction is a triple (L, R, 1), where L: C—D, and R: D—C are functors and .
1. C[L_, _]-»D[_, R_] is a natural isomorphism ‘ :
. L
e
c*rr—_bpD
R

We say that L is the left adjoint, R is the right adjoint, and denote this situation by

L—R. For C[L_, _], D[, R_]: DoPxC—Set here is what .the existence of a natural
transformation means, where 1d,c, Td',c’ are bijections:
, Td,c
(d, o) : C[Ld, c]—— D[d, Rc]
DOpXC £ | g ' g oo Lf , Rgo_of Set
d,c) C[Ld', ¢T— d,'c, D[d’, Rc']

Example (Poset)

In the following we develop some properties of adjunctions in the special case
in which C and D are poset-categories and therefore the functors L and R are
monotone functions. Let us first observe that the triple (L, R, 1) is an adjunction iff
Ve, d. (Ld<c & d<Rc).39 :

(1) Every component of an adjunction determines the other.
Because: if L—R and L—R' then d<Rc & Ld<c <& d<R'c. Ford = Rc we get: Re<Rc
¢ Re<R'c. Hence ResR'c, and symmetrically R'c<Re. U

(2) The following conditions are equivalent for R: C—»D, and L: D—C.
(a) Ve, d. (Ld<c & d<Ro).
(b) L.R < Id¢, Idp < R.L.
(c) L.R = L.R.L.R £ Id¢c, Idp £ R.L = R.L.R.L.
Because: (a)=(b): LRc < ¢ & Rc < Re. (b)=(c): L.R.L.R 2 L.Id.R = LR, and
L.R.L.R < Id.L.R = L.R. (¢)=(a): Ld<c = d<RLd<Rc¢, dsRc¢ = Ld<LRc<c. U

~ (3) Observe that‘(cd, d<Fcq) is universal from d to F: C—»D if Vc'. (d<Fc' = cd<c).
If Vd. (cd, d<Fcd): d—F then we can define L(d) = c¢d, and L—F. '
Because: d<Fcd means d<FLd, and Ld<c¢' = d<FLd <Fc'. O

(4) Vice versa if LR, R: C—D, and L: D—C then (a) Vd. (Ld, d<RLd) is a
universal from d to R, and (b) Vc. (Rc, LRc<c) is a co-universal from c to L.

39A pair of monotone functions satisfying this property is also known as Galois connection.
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Because: it follows from (2-3). O

Exercise: The fdllowing generalizes point (1) of Poset. If L—R and L—R' then R and
R' are naturally isomorphic.

The following theorem points out a certain amount of structure associated to any .
adjunction and generalizes points (2-4) of Poset.

Theorem
An adjunction (L, R, T) determines:
(1) a natural transformation n: Idp—RL such that for each object de D, (Ld, ng) is
universal from d to R, and for each f: Ld—c 1(f) = R(f).ng: d—Rec. .
(2) a natural transformation & LR—Id¢ such that for each object ce C, (R, &) is co-
universal from c to L, and for éach g: d—»Rc tT1(g) = &..L(g): Ld—c.
(3) moreover the following diagrams commute:
_1’_]_13___> RLRL ‘ i» LRL_e_I:‘__>
R » R L > L

Idr Idy,

Exercises: Let C be a category. Then

(1) C has a terminal object iff the unique functor !: C—1 has a right adjoint.

(2) C has a binary products iff the diagonal functor A: C—CxC has a right adjoint.

(3) Given a graph I consider the category [[->C] of graphs and natural
transformations (observe that the definition of natural transformation does not
require I to be a category). Define a generalized diagonal functor Al: C—[I-C] and
show that C has limits of I-indexed diagrams iff the functor A1 has a right adjoint.
(4) Show that the left adjoint of the inclusion functor from complete metric spaces
to metric spaces builds the Cauchy completion. Analogously show that the left
adjoint to the forgetful functor from Z-algebras to Sets builds the free-algebra. O

The definition of adjunction hides some redundancy, the following
characterizations show different ways of optimizing it.

First Characterization. An adjunction L—R is completely determined by (i) a functor
L: D—C, (ii) a function R: Ob~—Obp,, and (iii) bijections T ¢ D[Ld,c]—>C[d,Rc] for all ,
d, such that for all f, g, h of appropriate types: 1(f)og=1(foL(g)).

(Hint: R is uniquely extended to a functor by setting Rh = t(hot-1(id)) .)

Second Characterization. An adjunction L—R is completely determined by (i) a
functor L: D—C, (ii) a function R: Ob-—Oby,, (iii) functions Tdc D[Ld,c]—>C[d,Rc] for
all ¢,d, and (iv) morphisms €.:L(Rc)—c (e for short) for all ¢, such that for all f, g of
appropriate types eoL(t(f))=f, g=1(e-Lg).
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(Hint: 1 is proved bijective by setting 7"(g)=eoLg. The naturality is also a consequence.)

Third Characterization. An adjunction L—R is determined by (i) a functor L: D—C,
(i) a function R: Ob-—Obp, (iii) morphisms arrows £:L(Rc)—c¢, for all ¢, such that for
all ¢, d, fe C[Ld,c], there exists a unique‘arrow, written 1(f), satisfying €oL(t(f))=f .

(Hint: The naturality of the € follows. Another way of saying this is that (R, €.) are
co-universal from ¢ to L. )

Fourth Characterization. An adjunction L—R is determined by (i) functors L: D—C,
R: C—D and (ii) natural transformations &: LR—Id, n: Id—RL such that: (eL)o(Ln)=Idy,
and (Re)o(MR)=IdR. ‘ '

5. Equivalences and Reflections

" The notion of functor isomorphism is often too strong to express the idea that
two categories enjoy the “same properties” (e.g. existence of limits). The followmg
weaker notion of equivalence is more useful.

Definition (equivalence of categories)
A functor F: C—D is an equivalence of categories if there is a functor G: D—C
such that FoG = Idp, and G¢F = Id¢, via natural isomorphisms.

Theorem . »
' The following properties of a functor F: C—D are equivalent:
(1) F is an equivalence of categories.
(2) F is part of an adjoint (F, G, 1, &) such that i and € are natural isomorphisms.
(3) Fis full and faithful and VdeD. 3ceC. d = Fc.

Exercise: Give examples of equivalent but not isomorphic pre-orders.

Reflection is a weaker condition than equivalence. The following example
“illustrates the idea in the poset case.

Example (Poset, continued)

(5) Suppose there is an adjunction L—R , R: C—D, and L: D—C where R is an
inclusion. Then: VXcC 3 MpX = IMcX A NeX =MpX. :
Because: (i) Vce X. (pX < c) = VeeX. (L(MpX) £ Lc = ¢).- (ii) VeeX. (y<c) A yeC =
y <MpX A yeC = y =Ly <L(lpX). g

Defmltlon
~ Given Incl: C-»D 1nclus1on functor, we say that Cis a reﬂectlve subcategory of D
if there is L such that L—Incl. L is also called the reflector functor.
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The point (4) of the following theorem generalizes the previous exarhple.

Theorem
~ For an adjunction (L, R, n, €) the following holds:
(1) R is faithful iff every component €. LR(C)—)C is an epi.
(2) R is full iff every component e_: LR(c)—)c is a spht mono (i.e. it has a left
inverse).
(3) Hence R is full and faithful iff LR(c)—)c is an iso.
(4) If R: C—D is the inclusion functor then for any diagram D: I-C one has:
JlimpD = JlimcD A limeD = limpD.

Examples: The full sub-category of separated topological spaces is reflective in the
category of topological spaces and continuous maps. The full subcategory of posets
is reflective in the category of preorders and monotone maps. On the other hand
the ideal completion of a poset to a directed complete poset does not provide a left
adjoint to the inclusion of directed complete posets into the category of posets and
monotone maps.

6. Adjoints and Limits
Given a functor F the existence of a left (right) adjoint 1mp11es the preservation
of limits (colimits). First consider the situation in Poset.

-Example (Poset, continued)

(6) If there is an adjunction L—R, R: C—D, and L: D—C then R preserves meets
(and L joins).
Because: suppose XcC, and 3 NX. Also assume VceX. (d < Rc). Then: VeeX. (Ld <
LRc < ¢). Hence: Ld <0X, that implies: d < RLd < RMX. d

The following theorem generalizes the previous example.

Theorem
If the functor R: C—D has a left adjoint then R preserves limits.

Vice versa one may wonder if the existence of limits helps in the construction of
an adjunction. Consider again the situation in Poset.

Example (Poset, continued)
(7) Suppose there is R: C—D and C has all meets. Then R has a left adjoint iff R

preserves meets.
Because: (=) follows by (6). (<) define L(d) = llc{c'l dsRc'}. Then d<Rc = Ld =
Nefc'l d<Rc'} € c. On the other hand: Ld<c = R(c{c'l d<Rc'}) <Rc = d < Ne{Rc'|

192



BASIC CATEGORY THEORY

d<Rc'}) <Rc. | 0

There are several results which generalize the previous example. We present
just one of them. Given a functor R: C—D, where C is small and has all limits the
following solution set condition plays an important role in establishing the
existence of a left adjoint.

vdeD. 3 {(c;, wi: d—>Reyhier set.
Vc'eC. VE: d-Rc. 313 f: ¢—c.
(f = Rf'ow;)

Exercise: Show that if D is small or R has a left adjoint then the solution set
condition is always satisfied.

This can be usefully understood as a weakening of the universal condition in the
definition of a universal arrow. Given an object de D we can find a set of objects

and maps that are enough to make commute, not in a unique way, every map f:
d—-Rc'. '

Theorem (Freyd)
 Let C be a category with all limits. Then a functor R: C—D has left adjoint 1ff R
preserves all limits and satisfies the Solution Set Condition.

7. Cartesian Closed Categories

Cartesian closure formalizes the idea of closure of a category under functional
space. Chapter 2 provides some intuition for the genesis of the notion and several
equivalent formalizations and examples. Here we just present the basic definition

~ and recall that small categories and presheaves are examples of CCC.

Definition (CCC)
A category C is cartesian closed if it has:

(i) A terminal object 1.

(ii) For each A, Be C a product that we denote with: A TA AxB —™B B such that
VCeC. Vf: C-»A.Vg: C-»B.3'h: C>AXB. |
(rA.h=f AmB.h=g), (h is often denoted by <f, g>).

(iii) For each A, BeC an exponent that we denote with: ev: BAXA — B such that:
VCeC. Vf: CxA—B. 3th: CHBA. ev . (hxid) =f, (h is often denoted by A(f) ).
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ev
BAXA » B
A(f)xid 7
CxA O

Example (Cat) The category of small categories and functors is cartesian closed.
The exponent object C=D, is given by the category of functors and natural
transformations. Then define:
ev(F,A)=FA , , ev(0,f)=Gfob , =8goFf (where 6:F—G, f:A—B).
A(F)AB=F(A,B), A(F)Af=F(id,f), A(F){B=F(f,idg). : a -

Example (Presheaves) Our next example of a CCC is SetC°F (or C°P=Set), for any
C. The cartesian structure 'is built “pointwise”, but this does not work for
exponents (try to take (F=G)A=Set(FA, GA), how do you define F=G on arrows?).
The solution is to use Yoneda Lemma. For F, G: C°P—Set, define F=G, ev and A(d)
(for &: HXF—G) by

(F=G) = Ac. Nat[C[_c]xF, G]

ev = AA(D,u). 85 (id 5, u)

A(®)=  Aaub(f,v). 6g(Hfu, v) (where ueHA, veFB, fB—>A) o

Exercise: If C is a preorder, we can recover a pointwise definition of F=G. Define
C[ A as the full subcategory of C with objects those B such that B<A. Given F:
CO°P—Set, define FIA : (C[A)°P—Set by restriction. Then show:
(F=G)A=Set(H A,G[A). O

Exercise CCC-0 : Let C be a CCC which has an initial object 0. Then show that for
any A: (i) OxA=0, (ii) C(A,0)#0 = A=0 (thus C(A,0) has at most one element). If
furthermore C has finite limits, show that, for any A, the unique arrow from 0 to
A is mono. Hint: C(0xA,B) = C(0,A=B), and consider in particular B=0xA.
Consider also !°Pon. Suppose f:A—0. Then consider 'o<f,id>.

Exercise CCC-—:Let C be a CCC, and 0 be an object such that the natural
transformation W Ax.x = Ax.(x=0)=0 defined by p=A(evo<n',m>) is iso. Show that
0 is initial and that C is a preorder. (This is an important negative fact: there is no
nontrivial categorical semantics of classical logic, thinking of 0 as absurdity and
(x=0)=0 as double negation.) Hint: (i) 0=>0=1 (indeed 1 = (1=0)=0, and 1=A =
A, for any A). (ii) for any A: C(0,A) = C(0,(A=0)=0) = C(0x(A=0),0) = C(A=0,0=0)
= C(A=0,1). (iii) for any A,B: C(A,B) = C(A,(B=0)=0) = C(Ax(B=0),0).
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8. Monads

The notion of monad (or triple) is an important category theoretic notion, we
refer to Barr&Wells[85] and MacLane[71] for more information and to chapter 4 for
several applications of this notion in computer science. ‘

Definition (monad)
A monad over a category C is a triple (T, n, p) where T: C—C is a functor, n:
Idc—T, w: T25T are natural transformations and the following diagrams
commute: v ' ’
3 HTA 2
T°A——T<A T

2 Na
TA —» T°A<€+—— TA

T“.A d uA ) 1)
m %A
TA :

T2A——u—>T_A
A

UEVN

Exercise: Show that if C is a poset then a monad can be characterized as .a closure,
~ie. T: C>C monotone, such that Id £ T = T.T.

Definition (category of T-algebras) '
Given a monad (T, m, u) a T-algebra is a morphism o: Td—d satisfying the
following conditions:

724 1% 14 ng
My o
idg *

The category T-alg has T-algebras as objects and as morphisms
T-alg[o: Td—d, B: Td'—=d'] £ {f: d—d' | B.f = Tf.a}

Definition (Kleisli category)
Given a monad (T, m, n) over the category D, Kleisli category Kr is defined as:
KrtD Ky[d, d'] 2 D[d, Td']
idg 2 ng: d—Td f.g 2 ug-.Tf.g, if gz d—d’, f: d'=d" in K.
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Theorem ,
(1) Every adjunction (L, R, n, €) gives rise to a monad T(L—R) & (RL, n, ReL).
(2) Given a'monad (T, 1, €), in the category D consider the category of T-algebras,
T-alg, then we can build an adjunction (LT, RT, nT, T) as follows:
LT(d) 2 (ug: T2d—>Td) LT(f: d—d') & T(f)
RT(o: Td—d) 2 d Ri(g:a—P)eg
nTan el(o: Td>d) 2 o .
Moreover the monad induced by this adjunction is again (T, 1, ).
(3) Given a monad (T, n, €), in the category D consider the Kleisli category Kt
then we can build an adjunction (LKT, RKT, nKT, yKT) as follows:

LKT(d) 2 d LKT(f: d—d') = ng-f
RKT(d) 2 Td RKT(f: d>Td') & pg..Tf
nKT & q eKTy 2 idpy .

Moreover the monad induced by this adjunction is again (T, 1, €).

We conclude by mentioning the special role played by Kleisli and T-algebras
adjunctions among the adjunctions generating a given monad.

Definition (Adj(T))
Given a monad T=(T,n,u) the category Adj(T) of T-adjunctions is defined as:
Ob gy = (L, R, 1, &) | L'—R' and T(L'—R’) = (R'L), n', Rel) = T.
Adj(T)[(L", R, n', €), (L", R", ", €")] = {® functor | ®L'=L" , R"P=R'}.

Fact Given a monad the Kleisli adjunction is initial and the T-algebra adjunction is
final in Adj(T).
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