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Abstract: In this report, we present an algorithm for solving directly linear Diophantine
systems of both equations and inequations. Here directly means without adding slack vari-
ables for encoding inequalities as equalities. This algorithm is an extension of the algorithm
due to Contejean and Devie [10] for solving linear Diophantine systems of equations, which
is itself a generalization of the algorithm of Fortenbacher [7] for solving a single linear Dio-
phantine equation. All the nice properties of the algorithm of Contejean and Devie are still
satisfied by the new algorithm: it is complete, i.e. provides a (finite) description of the
set of solutions, it can be implemented with a bounded stack, and it admits an incremental
version. All of these characteristics enable its easy integration in the CLP paradigm
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Résolution compléte de systémes d’équations et
d’inéquations Diophantiennes linéaires sans ajout de
variables

Résumé : Dans ce rapport, nous présentons un algorithme de résolution directe de sys-
témes Diophantiens linéaires d’équations et d’inéquations. Ici le mot directe veut dire que
nous ne transformons pas les inéquations en équations par I’ajout de variables auxiliaires.
Cet algorithme est une extension de celui d’E. Contejean et H. Devie [10] pour la résolu-
tion de systémes d’équations Diophantiennes linéaires qui est lui méme une généralisation
de algorithme de Fortenbacher [7] pour la résolution d’une seule équation Diophatienne li-
néaire. Toutes les bonnes propriétés de ’algorithme d’E. Contejean et H. Devie sont encore
satisfaites par le nouvel algorithme: il est complet, c’est-a-dire il calcule une description
finie de ’ensemble de toutes les solutions, on peut I'implanter par le biais d’une pile de taille
bornée, et il admet une version incrémentale. Toutes ces caractéristiques permettent son
intégration dans le cadre de la programmation logique avec contraintes.

Mots-clé : Contraintes, unification, résolveur, programmation avec contraintes, program-
mation linéaire.



1 Introduction

Research on algorithms for solving linear inequational and equational constraints, or systems
of them, has been widely investigated starting from the ancient Greeks. Such constraints
arise in various areas of computer science and efficient algorithms are well-known for solving
systems of linear constraints over reals, rational numbers [20, 19] and integers [6, 27]. Un-
fortunately, restricting the domain to the natural numbers makes the problem much more
difficult and the algorithms in the previous class are no longer suitable.

In the recent past, several works, related to the automatic deduction framework, have
shown the key role of solving systems of linear Diophantine ! equations for many impor-
tant unification problems: unification modulo associativity [23], modulo associativity and
commutativity [28, 16, 21, 5], modulo distributivity [9]. Hence solving such systems has
been widely investigated, and a large number of algorithms (see [3] for a survey) have been
proposed by numerous authors: G. Huet [17], J. L. Lambert [22], M. Clausen & A. Forten-
bacher [7], E. Contejean & H. Devie [10], J. F. Romeuf [25], A. P. Tomés & M. Filgueiras
[14], L. Pottier [24] and E. Domenjoud [11, 12]. All these algorithms compute a basis, i.e a
finite subset of solutions which provides a finite and complete representation of the set all
solutions: any non-negative solution is an N-linear combination of the solutions of the basis.
It should be noticed that in the case of systems of equations, the basis of solutions is the set
of minimal solutions. However, in [13] a kind of parametric representation is computed.

As for inequations, they are ubiquitous in several domains such as constraint logic pro-
gramming (CLP), integer linear programming, and operational research. In the above lite-
rature, the algorithms for solving linear inequations over natural numbers are not complete
but over finite domains [18] and they usually proceed by turning inequations into equations
by introducing new variables generally called slack [26]. Such methods yield voluminous pro-
blems, which is an handicap since the solving complexity is an exponential in the number
of variables.

It is therefore quite natural to investigate an appropriate solver for systems of linear
constraints AX = 0 A BX < 0 over natural numbers, which outputs a complete and a finite
representation of the set of all non-negative solutions and avoids adding new variables. One
year ago, Ajili has proposed such a solver for the case of a single inequation [4].

The set of all solutions of the system of linear Diophantine constraints
AX =0A BX <0 where X € N? is an additive submonoid of N? finitely generated by
the subset of non-decomposable solutions. An algorithm which computes such a subset is an
adequate and complete one. Since deciding the decomposability of a solution is not as easy
as deciding the minimality (¢f. the case of equations), we avoid the decomposability tests by
using the following remark: a solution Xy of AX = 0A BX <0 is non-decomposable if and
only if (Xo, —BXj) is a minimal solution of the system of equations AX = 0A BX + Z = 0.
Considering the tuple of new additional variables Z as a function of X (i.e. 7 = —BX)
and not as a tuple of plain variables enables us to avoid having to introduce and manipulate

1i.e. over natural numbers
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4 Farid AJILI , Evelyne CONTEJEAN

them explicitly. The same idea can be applied to improve the solving of equational system
of the form BX 4+ Z = 0, by removing the variables Z and solving BX < 0.

Inspired by the above ideas, in this report we give a complete solver for homogeneous
linear Diophantine systems of both equations and inequations. This solver can be extended
for solving heterogeneous systems in the same way as the complete solvers for systems
of equations [7, 9]. Thanks to its flexibility (solving inequations together with equations,
extension to the heterogeneous case, incrementality), this new solver has a wide range of
potential applications: it can be integrated in the CLP paradigm thanks to its ability to
test the satisfiability and to check constraint entailment. This work was firstly presented in
[2] and will appear in [1].

2 Basic Notions

2.1 Notations

As usually N denotes the set of non-negative numbers and e; denotes the 4** canonical tuple
of N?, that is

(j—1)times (g—j)times

- denotes the scalar product of two tuples of N? but it will sometimes be omitted for short.

Definition 1 (Length and Euclidean Norm) Let X = (z1,...,z,) be a tuple in N?. Its
length S _7_, x; ts denoted by | X| and its Buclidean norm /> i_, x? is denoted by || X||.

(3

Definition 2 (Orderings on N?) <, is the component-wise extension to N? of the usual
ordering < defined on N. <, is the strict ordering associated with <,.

Notice that <, is a partial ordering on N?. In the following, we shall freely use < and <
instead of <, and <, if there is no ambiguity.

Definition 3 (Linear Diophantine Systems) A linear Diophantine system of m constraints
in q unknowns can be written thanks to an mxq matriz C' = (Cij)lsiﬁmylstq and an m-tuple

d = (di)i<i<m (¢ij.di € Z) as follows:
CX <d,

where < belongs to {=,<}9, and X is the q-tuple of unknowns.

By reindexing the lines of C, the system CX < d can be decomposed into two parts,
the equational one and the inequational one as follows AX = aANBX <b. my and mp are
respectively the number of lines of A and B.

A non-negative solution of CX < d is said to be non-decomposable if it is non-null and
it cannot be written as the sum of two non-null solutions.

A linear Diophantine system C'X < d is homogeneous when d is null

INRIA



Sol(CX < 0) denotes the set of all non-negative solutions of CX < 0, and Bas(CX < 0)
denotes the set of all non-negative solutions of CX < 0 which are non-decomposable.
C; and CJ denote respectively the i** row and the j'* column of C.

In the following, we shall focus on homogeneous linear Diophantine systems.

2.2 Finite representation of the solutions

In general, the set Sol(CX < 0) is infinite, however one can represent it in a finite way.
Indeed in the homogeneous case, Sol(CX < 0) is closed under addition and contains 0,
hence it is an additive sub-monoid of N?. By the Hilbert basis theorem [8], Sol(CX < 0)
is generated by a finite basis which is exactly Bas(CX < 0), the set of non-decomposable
solutions of CX < 0. This basis provides a finite and a complete representation of Sol(CX <
0), in the sense that Sol(CX < 0) is the set of all N-linear combinations of elements in
Bas(CX < 0).

When a linear Diophantine system contains only equations, the non-decomposability of
a solution coincides with its minimality w.r.f. <,, but this is no longer true when the system
contains also some inequations. However, one can still check the non-decomposability of a
solution thanks to the following remark: the solutions of

AX=0ABX <0
are the projections over the first ¢ components of the solutions of the system of equations

AX =0ABX + 7 =0,

where Z is a mp-tuple whose ¥ component is the slack variable z;. This projection is ac-

tually a one-to-one mapping from Sol(AX = 0A BX + Z = 0) onto Sol(AX = 0A BX <0),
and its inverse maps a solution s € N? to (s, —Bs) € N5 A solution s of AX = 0A BX <0
is non-decomposable if and only if its associated solution of AX =0A BX 4+ Z = 0 is non-
decomposable, hence if and only if (s, —Bs) is minimal.

3 Solving homogeneous linear Diophantine systems of
equations

In ’89 Contejean and Devie [10] proposed an algorithm for solving a system of several linear
Diophantine equations AX = 0 as a whole, by computing its set of minimal solutions. It is
an extension of the algorithm of Fortenbacher [7] which solves a single linear Diophantine
equation. The basis ideas of both algorithms are the following:

o Search N?\ {0} for the minimal solutions starting from the canonical tuples e;s.

e Suppose that the current tuple is not yet a solution. It can be non deterministi-
cally increased component by component until it becomes a solution or greater than
a solution.

RT n0175
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Ae;

Ay

ANNNNN

Ay, Ae; €Z.

Figure 1: Geometric interpretation of Fortenbacher’s restriction.

y,Ae; € Z™

Aej

Figure 2: Geometric interpretation of Contejean and Devie’s generalized restriction.

e In order to insure the termination of the search, one adds a pruning criterion which
does not remove any minimal solution.

The new algorithms presented below (Subsections 4.1, 4.2) are also based on the same
principles.

The pruning criterion of Fortenbacher allows a non-solution y to be incremented on its
jt component only if the two integers? Ay and Ae; do not have the same sign.

Contejean and Devie have generalized this criterion for an arbitrary number of equations
thanks to a geometrical interpretation: Ay should not become too large, hence adding Ae;
to Ay should yield a new A(y + ¢;) "returning to the origin", that is lying in the half-space
delimited by the hyper-plan orthogonal to Ay and containing the origin. This condition can
be written Ay - Ae; < 0.

The pruning criterion ensures the termination when N? is searched breadth-first, and
yields the following algorithm working on two lists, the first one being the solutions already
found and the second one being the nodes already built, but not yet developed:

2Remember that there is only one equation.
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Initialization []; [e1;...;€q)
Solution M [yPl — yM] ;P if Ay=20
Leaf M; Pl — M ;P ifdseMs<,y
Develop M; WPl — M PQy+ej,,...,y+ej]
fAy#0,VseMs £,y
and {ej,,...,¢e;,} = {e; | Ay - Ae; < 0}

The breadth-first version of the algorithm of Contejean and Devie
for solving AX = 0.

Theorem 1 (Contejean and Devie) Given a system of ma homogeneous linear Dio-
phantine equations AX =0, the above procedure reaches in a finite time a normal form
(M), and M is exactly the set of minimal solutions of AX = 0.

The termination proof is quite delicate and based on compactness properties and topology
arguments. The soundness and completeness proofs are adapted from Fortenbacher’s ones.

The breadth-first version of the algorithm is quite easy to explain and to understand,
but one cannot guarantee that the size of the queue (that is the set of tuples waiting for
development) is bounded. This problem is overcome by a depth-first version of the algorithm
which can be implemented with a bounded stack.

One develops a forest (each tuple, but the roots, has exactly one father) and avoids
generating some redundant nodes with a mechanism freezing some of the components of
the youngest sons of a node. Assume that for each node y occurring in the graph built by
the algorithm, there is a total (arbitrary) ordering <, on its sons. For instance, one can
chose an ordering independent of y such as y +¢;, <, y + ¢;, if and only if j; < ja. If
y has two distinct sons y + ¢;,, and y + ¢;, such that y + ¢;, <, y + ¢;,, then the jo-th
component is frozen in the sub-graph rooted at y + €;,: it cannot be increased any more,
even if the geometrical condition expressed by the scalar product is satisfied. With such a
restriction, if a node u is greater than a solution, this solution occurs in the forest at the
left hand side of u. Searching the forest depth-first (from left to right) provides a complete
and terminating algorithm which builds a sub-forest of the original graph. Now the size of
the queue is bounded by the number of variables since a tuple at position [ in the queue has
exactly ¢ — [ frozen components.

Here is a formal description of the depth-first version of the algorithm working on two
lists, the first one being the solutions already found and the second one being the nodes
already built, but not yet developed, equipped with their list of frozen components (written
as an exponent):

RT n0175
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0; [e{jz,...,jq}, .t {}]

Initialization

; e, RN Iy if ej, <0 ... <0 €j,_, <o €j,
Solution M WP — [yM]; P if Ay=0
Leaf M; WP — M ;P ifIseMs<,y
Develop M WP — M v+ eiu{h"”’jl}, oLyt eﬁ]@?

ifAy#0,VseM s £, v,
{.71::]1}:{.7|AyAe]<0andj¢‘7:}
and y+ej, <y ... <y y+ej

The depth-first version of the algorithm of Contejean and Devie

4 Solving linear Diophantine systems of constraints
It is well-known that solving the system of both equations and inequations
AX=0ABX <0
is equivalent to solve the system of equations
AX =0ABX+7=0,

and then forget the variables Z by a projection. The key idea of the algorithms described
below is that this will be done in a single step, without introducing explicitly the additional
variables Z. The standard algorithm of Contejean and Devie will be applied, with the main
difference that a ¢-tuple y does not only represent itself but also a set of (¢ + mp)-tuples of
the form

(Y, u1, ..., umy) such that V1 < i <mp u; € {0,...,maz(0,—B;y)}.

Hence, the algorithm for solving systems of both equations and inequations can be
roughly described as follows:

e Search N7\ {0} for the non-decomposable solutions starting from the canonical tuples
€;58.

e Suppose that the current tuple can still provide some non-decomposable solutions.
It can be non deterministically increased component by component until it cannot
provide any non-decomposable solution.

INRIA



e In order to speed up the search, the new pruning criterion allows y to be incremented
on its j** component (1 < j < gq) only if there is a (g + mp)-tuple represented by y
which can be incremented on its j** component according to the former criterion.

Concerning the second point, the fundamental difference between solving a system of
equations and a system of both equations and inequations is that in the first case, a node y
greater than a solution cannot have some non-decomposable (i.e. minimal) solutions as des-
cendants, whereas it can in the second case. Of course, this is because non-decomposability
is not equivalent to minimality in this latter case as can be seen on the following example.

Example 2 Consider the inequation x — y < 0. Its set of solutions is equal to

{(n,n+n') | n,n € N}. This set is completely described as the N-linear combinations
of the non-decomposable solutions (1,1) and (0,1). However these solutions are comparable
with <g: (0,1) <2 (1,1). If we take into account the hidden component corresponding to
the additional variable z usually introduced for turning the inequation  — y < 0 into the
equation x —y+2z = 0, (1,1) and (0, 1) respectively correspond to (1,1,0) and (0,1,1) which
are no longer comparable.

However, we want to cut a DAG rooted at a node y as soon as possible if it does not
contain any non-decomposable solution. In the case of a system of both equations and
inequations AX = 0A BX <0, a sufficient criterion is that there exists a solution s of
AX = 0A BX = 0 such that (s5,0) <gymyz (y, —By).

Every descendant y + y' of y which is a solution of AX = 0 A BX <0 is decomposable
into s and y + ¥y — s: by hypothesis, s is a solution, and since s is smaller than y, y+v' — s
is in NY and moreover

Aly+y —s) = Aly+y)—As=0-0=0,
Bly+y —s)=By+y)—Bs=By+y)—-0<0.

Hence y + 3 — s is a solution of AX = 0A BX < 0. This remark leads to split the set of
Sol(AX = 0A BX <0) into two disjoint subsets, Sol(AX = 0A BX = 0) and

Sol(AX =0 A BX < 0), and only the first one will be used for stopping the development
of useless nodes.

Concerning the third point, that is the new pruning criterion, it is possible to express
it in a more formal way. It is possible to increment y on its j'* component (1 < j < q)
only if there is a (¢ + mp)-tuple (y, z) represented by y which can be incremented on its j*
component according to the former criterion, that is

dz e N"F 2 €{0,...,max(0,—B;y)} A (Ay-Ae;)+ ((By+2)-Be;) <0.

This is equivalent to the fact that the minimal value of (Ay - Ae;) + ((By + z) - Bej) wr.t
z on the domain D = {0,...,max(0, —Byy)} x ... x {0,...,max(0, —By,,y)} is negative.

RT n0175
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This value can be computed as follows:
min.ep(Ay - Aej) + ((By + 2) - Bej)
min, ep (574 (AiyAic;) + (S0 ((Biy + ) Bie;)
(T4 (AsyAies) + (ST min, o, masco oy (Biy + 20)Bie;)
(S (AryAses) + (S0 min(BeyBres, max(0, B Biey ).

Hence, the new pruning criterion (€C1) can be expressed by: [t is possible to increment y
on its j** component (1 < j < q) only if

ma mpB
Z(AiyAiej) + (Z min(B;yBje;, maz(0, B;y)Biej)) < 0.
i=1 i=1

Unfortunately, in the general case we do not succeed in proving the termination with
this criterion alone. We need to add another one, compatible with (C1), and which ensures
the termination. However, we can prove the termination with (C1) in the case of a single
inequation. The next subsection is devoted to this particular case, which is much simpler
than the general case treated in the subsection 4.2.

4.1 Solving a single linear Diophantine inequation

In the case of a single inequation B; X < 0, the inequality used by the criterion (C1):

ma mpB
Z(AiyAiej) + (Z min(B;yB;ej, max(0, B;y)B;ej)) < 0,
i=1 i=1

can be rewritten in a simpler way: indeed min(B;yB;e;, max(0, B1y)Bie;) < 0 is equivalent
to:
Bl yBl 6]' < 0

This can be seen by an elementary case reasoning on the sign of Byy.

Hence, the algorithm can be formally described thanks to three lists3, the first contains
the solutions of B; X = 0, the second one the solutions of B; X < 0, and the last one the
nodes to develop:

3In the case of systems of equations, two lists are enough: the list of the solutions and the list of the nodes
to develop, but in the case of inequations, we have to split the list of solutions ¢f. the remark concerning
the second point of the rough description of the general algorithm.

INRIA
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Initialization [, []; [e1;...;¢eq]

Solution—-  M_; M_; [y|P] — [yM_]; M. ;P ifBy=0

Leaf M_o; Mo [y|P] — Mo M. ;P ifdseM_os<,y
Solution, M_; M_; [y|P] — M_ ; [yIM.]; PQy+ej,,...,y+¢j]

1fV5€/\/l:5fq v,
Biy <0, Vs € M. (s, —Bis) £441 (y, —B1y)
and {ej,,...,¢e;,} = {e;j | BiyBiej < 0}
Develop Mo, Mo [yP] — Mo s Mo s PQy+ej,,...,y+ €]
if Vs e M_ s £, v,
(Biy £ 0or ds € M_ (s,—Bs) <g41 (y,—B1Yy))
and {ej,,...,e;,} = {ej | BiyBie; < 0}

The breadth-first version of the algorithm for solving a single inequation B; X < 0.

Theorem 3 (Soundness and completeness) Given an inequation By X < 0 the above

procedure reaches in a finite time a normal form (M_; M_;[]), and M_ U M_ is exactly
the set of non-decomposable solutions of B1 X < 0.

Proof. We denote by (C0) the criterion expressed by: It is possible to increment y on its gth
component (1 < j < q) only if
B, yB1€J <0

1. Completeness: Let s be a non-decomposable solution of B1 X < 0. We show that it is possible
to build a sequence of tuples

v =ejp <v2=v1+e; <v3...<vp < Vg1 =V +ej, < ...'U|S|_J < ’U|S| =3
such that at each step the pruning criterion CO allows to add ej, to vk and get viqa.

e k =1: we can choose as an e;, any e;, j € [1..q], such thate; < s.

o k — k+1: Suppose that we have already built a sequencevi, ..., v, and that v, < s. We
show by contradiction that there exists an ej, such that vi +e¢;, < s and ByviBie; < 0:
let us assume that there is not such an e;, . This means that

Ve; wvr+e; <s = BivgBie; >0

s — v can be written as Z{lek+ev<q} Ajej, A; € N\ {0}. Hence
§<s

BivpBi(s —wvx) = Z{lek+€]<} A; BiviBie;
20 >0

BivgBi(s—vr) > 0

RT n0175
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0

Bivy is actually an integer, hence we can perform a short case analysis on its sign. Here
lies the main difference between that case of a single inequation and the general case.

— Byvr < 0: This fact, together with ByvyB1(s — vx) > 0, imply that B1(s — v) < 0.

Hence
(vk, —Byvk) < (s, —Bis)

which contradicts the hypothesis that s is a non-decomposable solution.

— Byvr = 0: Again, we have (vi, —Byvi) = (vk,0) < (s, —Bis), which contradicts
the hypothesis that s is a non-decomposable solution.

— Byvr > 0: Together with BiviBi(s — vi) > 0, this implies that By(s — vx) > 0,
hence Bis > Bivi > 0, which contradicts the hypothesis that s is a solution.

Hence, viq1 can be constructed as viy1 = vk + e, .

. Soundness: By definition, any tuple in M_ U M_ is a solution of B1X < 0. We have to
show that any tuple in M_ U M_ is a non-decomposable solution of B1 X < 0. Let s be such
a tuple. Suppose that s s decomposable.

o If Bis < 0, there exists a non-decomposable solution s, such that (s, —Bi1s') < (s, —Bis)

and Bis' < 0. Since the procedure is complete, and s’ < s, when the rule Solution«
adds s to M., M_already contains s’. This is in contradiction with the condition

Vr € Mc (r,—Bir) £ (s, —Bis).
If Bis =0, let us consider a sequence of tuples built by the procedure

V1 = €5, <v2 =01 €5 <vz...<vp < Vkt1 =Vk+ €5, <...’U|S|_1 <’U|S| =3

such that at each step the pruning criterion CO allows to add ej, to vy and get viy:.
Since s 18 decomposable, Yls|-1 is greater or equal to a non-decomposable solution s,
and since Bis = 0, B1s’ = 0. Before the rule Solution— adds s to M_, there is a
step where Yls|-1 18 developed by the rule Develop. Since the procedure is complete,
and s’ < Vls|-17 at this step, M_already contains s'. This contradicts the condition

Vre M_ r &£ Y|s|-1-

To sum up, s cannot be decomposable.

It should be noticed that running this algorithm for solving B; X < 0 yields exactly the

same DAG as the algorithm of Fortenbacher for solving B1 X = 0, the only difference being
the way of checking the solutions: in both cases, the solutions of B; X = 0 are retained,
and in the case of an inequation, the solutions of B1 X < 0 are also retained but stored in
a second set not used for cutting the search-space by the rule Leaf. Hence the termination
of the algorithm is a corollary of the termination of the algorithm of Fortenbacher. The
fact that M_ U M_ contains only some solutions of B; X < 0 is obvious, and the proof of
completeness of the criterion (C1) (i.e. every non-decomposable solution is in M_ U M)
will be sketched in the section devoted to the general case.

INRIA
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Example 4 Consider the inequation
31‘1 + 2‘]32 — X3 — 2.734 S 0.

Running the algorithm yields the following DAG:

[s1(1,0,0,00  [J(0,1,0,00  [(0,0,1,00 [=](0,0,0,1)

|

[211,0,1,00  [J@001) [lo1,1,0 [l 1,01

[@,0,2,00  [l@,0,1,1) @002 [lo1,20 o111

[o1(1,0,3,0) (1,0,2,1) (2,0,0,2) (1,1,0,2)

S4 > S2 l \ > 81

L2012 [J(200,3)

> 83 Sy

In the small box at the left hand side of each node y = (y1,y2,Ys, ya), there is the value
3y1 + 2y — y3 — 2ya. The non-decomposable solutions have a double frame. The set M_ of
the minimal solutions of the associated equation 3x1 + 2x9 — 3 — 24 = 0 s equal to

M- =A(0,1,0,1);(1,0,1,1);(0,1,2,0); (1,0,3,0); (2,0,0,3)},

and the set M. of the other mnon-decomposable solutions of the inequation
3z + 2x5 — 23 — 224 < 0 is equal to

M. ={(0,0,1,0);(0,0,0,1);(1,0,0,2)}.

4.2 General case

In the case of a system containing a linear inequation together with at least another linear
constraint, the pruning criterion (C1) is complete. This means that

Proposition 1 (Completeness of (C1)) Running the procedure Proc(Cl) on a system
AX = 0A BX <0 yields in a finite number of steps a triple (M_, M_,P) such that the set
of non-decomposable solutions is exactly M_U M_.
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Initialization [, []; [e1;...;¢eq]

Solution- M_; M_; [y|77] —> [yM_] ; M. ;P ifAy=0ABy=0
Leaf M_o; Mo [y|P] — Mo M. ;P ifdseM_os<,y
Solution. M_; M_; [y|P] — M_ ;[yIM.]; PQy+ej,,...,y+e€j]

ifVvse M_s <,y
Ay=0ABy <0,VYs e M_ (s,—Bs) Lg+mp (¥, —By)
and {ej,, ..., €, } = {e; [ (C)}

Develop M_; M [y|P] — M ; M. ; PQly+ej,,...,y+ €]
ifVs e M_ s £, v,
(~(Ay=0ABy < 0)orIs € M_ (s,—Bs) <g4mz (y,—By))
and {ej,, ..., €, } = {e; [ (C)}

The procedure Proc(C) for solving a system AX = 0 A BX < 0 parameterised by a
pruning criterion (C).

Proof.
1. Completeness: Let s be a non-decomposable solution of AX = 0A BX < 0. We show that it
is possible to build a sequence of tuples
v =€jo <v2=v1+¢e5; <v3...<vp < Vpp1 =Vt e, < ...’U|s|_l < ’U|S| =3
such that at each step the pruning criterion C1 allows to add ej;, to vx and get viy:.

e k =1: we can choose as an ¢, any ¢;, 7 € [1..q], such that e; < s.

e k — k + 1: Suppose that we have already built a sequence v1,..., vk, and that vi < s.
We show by contradiction that there exists an e;, such that vy +¢;, < s and

ma mpg
Z(Ai'vaie]) + (E min(B;vgBiej, max(0, Bivi)Bie;)) < 0
=1 =1

Let us assume that there is not such an ej, . This means that

ma mpg
Ve; wvite;<s = E(Ai‘UkAifi]) + (Z min(B;vgBiej, max(0, Bivi)Biej)) > 0

=1 =1
(1)
Let us define three sets of indices:
J = {1€ll.glve+e; <s}
71 = {Z (S [1..177,3] | B;v > 0}
12 = {l = [1..177,]3] | Bivr < 0}

INRIA
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Since s — vr can be written as Z]ej Ajej, where A; € N\ {0}, and summing over the
index j € J with the coefficients A; the inequalities 1, we get

mpg
AvpA(s —ok) + Z Z Ajmin(B;vi Biej, max(Bjvg, 0)Bie;) > 0 (2)
JET i=1

Since s is a solution of AX = 0A BX <0, As = 0. Hence the inequality 2 yields

Z Z XjBivi Bie; > — Z Z A;min(Bivx Biey, 0) + || Avk || (3)

JET 1€l JET €12

>0

Since ||A‘Uk||2 > 0 and min(B;vx Bie;,0) <0, from 3, it is possible to deduce:

Z Bivi Bi(s — vx) = Z Z A;jBivgBie; > 0 (4)

i€Z1 JET €11
> BiBis> > (Bivk)® >0 (5)
1€71 1€T1

From the definition of Z1 and the hypothesis that s is a solution of AX =0A BX <0,
it follows that B;viB;s is non-positive for all : in Z1. Hence for all 2 in Z1, B;v; = 0.
To sum up,

Vi € [1..177,3] Biv <0 (6)

Hence max(B;vk,0) can be replaced by 0 in 2 and we obtain:

mp

AvpA(s — k) + Z Z Ajmin(B;vx Bie;, 0) > 0 (7)
JET 1=1

Since As = 0 and min(B;vrBie;,0) < 0, Avy = 0. Together with 6, this means that v
is a solution of AX = 0A BX < 0. Moreover, this yields

Vie[l.mp] Vj€J min(BviBie;,0)=0 (8)
Vie[l.mp] Vje€J BiviBie; >0 (9)
Vi € [1.mp] BivirBi(s —vx) >0 (10)

If sisin Z1, then —B;vy = 0 < —B;s. If 1isin Z2 then 10 implies that —B;v, < —B;s.
In any case, —B;vy < —B;s holds. As a conclusion, vy is a solution of AX =0ABX <0,
such that (vg, —Bwi) < (s,—Bs). This is a contradiction with the hypothesis that s is
a non-decomposable solution of AX =0A BX <0.

2. Soundness: the proof is similar to the case of a single inequation.

O

Unfortunately, (C1) does not ensure the termination, there are some systems such that
at any step P, the last component of the triple handled by the procedure, is not empty. This
is the case for the
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Example 5 Let us consider the system of inequations:

r1 — 3xz2 + 4x3 < 0,
21‘1 + Ty — 3 S 0.

The system of associated equations has no solutions, hence Solution— and Leaf will never
apply, and it can be seen by induction on n that the procedure builds an infinite sequence of
tuples
(0,
(0,

As we want to obtain a terminating algorithm for solving AX = 0A BX <0, we add
a second pruning criterion (€2) which ensures the termination. This is done in two steps.
First, we consider (€2) alone. Then, we consider (C2) together with (C1), and we shall prove
that they are compatible.

The criterion (C2) is based on the fact that the hidden part corresponding to the addi-
tional variables is bounded for the non-decomposable solutions of AX = 0A BX < 0. There
are some uniform bounds on the minimal solutions of a system of equations CX = 0, in
particular the following one proposed by Pottier [24]:

,0);(0,1,1);(0,2,1);(0,2,2);(0,2,3);(0,3,3);(0,4, 3);(0,4,4);(0,5,4)
5

1,0);
5,5);...;(0,n,n);(0,n+ 1,n);(0,n+ 1,n+1);...

Lemma 1 (Pottier) Let C be an n x q matriz of rank r. Every minimal solution m =

(mi,...,my) of CX =0 satisfies:

Zi,j |Cij|>r

mangjemyl < (n—r) (S5

Corollary 1 Let AX = 0A BX <0 be a system of linear Diophantine constraints, and r be
0 . Let s be a non-decomposable solution of AX =0ABX <0.

B I
Then the following inequalities hold:

the rank of the matriz

mari<i<mg|Bis| < Ba=(¢+mp—r)

(2,,jlaul+z,,jlbnl+ms)’“
r )

|Bs||> < B'y=mpBy”.

The criterion (C2) is expressed by: It is possible to increment y on its j'* component

(1<j<q)onlyif
Ay - Aej + By - Bej < B's.

Proposition 2 (Completeness of (C2)) Running the procedure Proc(C2) on a system
AX = 0A BX <0 yields in a finite number of steps a triple (M_, M_,P) such that the
set of non-decomposable solutions is exactly M_U M._.

INRIA
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Proof. The completeness proof of (€C2) is similar to the one of (C1): let us suppose that s is a
non-decomposable solution of AX =0 A BX <0, and that we have a sequence of tuples

€jo =01 <v2=v1+e; <v3...<vp <8,

such that at each step the pruning criterion (C2) is satisfied. If vy is not yet equal to s, we shall
build vx41 from v by adding an ej, such that e;, < s— vg. sis a solution, hence

Avg - A(s —vi) = —||A’Uk||2 since As = 0,
Avg - A(s —vr) < 0.

B(s —vk)+ Bvr + (—Bs) =0,
||B(s — vx) + Bor + (—BS)H2 =0,
1B(s— o) + [ Bogl* |~ Bo|F+2(B(s— s - Bog+ B(s—us) - (-Bs)+ Bug - (-Bs) =0,

>0

B(s — i) Bog + B(s — vi) - (—Bs) + Bui - (—Bs)) <0,
B(s — i) Bvg + Bs- (—Bs) <0,

B(s — i) Bop < ||Bs||2,

B(s —vk) - Bug < B's.

Avg - A(s —vg) + Buk - B(s — v) < B's.

There is necessarily a tuple e;, < s — vg such that Avi - Aej, + Buor - Bey, < B’y, otherwise the
equality Avg - A(s — vk) + Bvk - B(s — vx) < B'> cannot be satisfied. (€2) allows to add such an e},
to vx in order to build vgyq.. O

Proposition 3 (Termination of (C2)) Running the procedure Proc(C2) on a system
AX = 0A BX <0 terminates, i.e. yields in a finite number of steps a triple (M_, M_, ).

Proof.  Let Sup be the maximum of B'5°, the ||Ae,||*s and the ||Be,||*s. Let
v1,V2 = U1 +€5,,...,0k = Vg—1 + €k—1,Vk41 = Vk +€5,,...

be a sequence of tuples built according to the criterion (€2). We will show by an induction on &
that the following inequality holds:

||A‘Uk||2 + ||B’Uk||2 < 4kSup.

This is obvious when k is equal to 1. Let us assume that the inequality holds for &, then we can
prove that the inequality holds for k + 1:

[ Avir P+ Bos P = [lAvk]® + [ Bual +||Ae, 2 + || Be; |2 +2 (AveAe, + BuiBe,) < 4(k+1)Sup
—_—— —— ——

4kSup <Sup <Sup <B,22<Sup

A
B

to show that there exists a minimal solution s of AX =0A BX = 0 and an integer ko such that

Hence one can deduce that [ :| %—)k_)ooo. Using the same arguments as in [10], it is possible

Vk > ko, s <wg

Hence, an infinite sequence will never be produced by Proc(C2), since it will be cut by Leaf. O
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Proposition 4 (Completeness of (C1)A(C2)) Running the procedure Proc(CINC2) on a
system AX = 0A BX <0 yields in a finite number of steps a triple (M_, M, P) such that
the set of non-decomposable solutions is exactly M_ U M._.

Proof.  let us suppose that s is a non-decomposable solution of AX = 0A BX <0, and that we
have a sequence of tuples

€jo =01 <v2=v1+e; <v3...<vp <8,

such that at each step (C1)A(C2) is satisfied. If vy is not yet equal to s, we shall build vx41 from vg
by adding an ej, such that e;, < s — vg. (C1) is complete, hence there exists an e; < s — vy such
that

my mpg
E(Ai'ukAiej) + (E min(B;vxBiej, max(0, Bivi)Bie;)) < 0.
=1 =1

If Avy - Aej + Bug - Bey < B’y, then we can chose e; as ey, , otherwise, since
Avg - A(s — vg) + Bvg - B(s — vk) < B3,

there is necessarily another e;; < s — vy such that Avy - Ae;s + Bvg - Bejy < 0. Then we can chose
ej as ey, , since

ma mpg
Z(Ai'vaie]/) + (Z min(B;vgBie;, max(0, Bivg)Bie;1)) < Avy - Aejr + Buy - Bej.
=1 =1

In both cases, (C1)A(C2) allows to add e;, to vy for building vj, ,. O
Hence, we have designed a conjunction of criteria (C1)A(C2) which is complete and makes
the parameterised procedure terminating.

Theorem 6 Running the procedure Proc(CINC2) on a system AX = 0A BX <0 yields in
a finite number of steps a triple (M_, M _, () such that the set of non-decomposable solutions
s exactly M_UM_.

Example 7

{ X1 —|— 9 — 2;133

X1 — 9

(ANIVAN
o

(1’0’0) (07]¢0) (0,0,])
/

/
L]t01) [](0.1,1)

v

HEEE: ]0.2.1)
S

INRIA

L].21)
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In this example, the criterion (C2) (i.e. the bound) is not needed to ensure termination,
it’s satisfied in all the nodes. It should be noticed that solving the inequational system given
above with the algorithm of E. Contejean & H. Devie (with the stack version and by adding
slack variables) generates 18 nodes.

Example 8
rxr + y — 2z =0
— z = 0
-y + z < 0
2| (1,0,0) 2| (0,1,0) (0,0,1)

(0,1,1)

=4
=
>
=
H

(2,0,1) o|(1,1,1) (0,2,1)
I |
(2,1,1) (1,2,1)

> 8 > s

The unique non-decomposable solution of the system is (1,1,1). Again, the criterion (C2)
does not cut any sub-DAG. The algorithm of I. Contejean & H. Devie builds a DAG of 12

nodes for the same constraint system.

|HHD|

5 Some extensions

A depth-first version of the algorithm

As in the case of systems of equations, the algorithm admits a depth-first version based on a
freezing mechanism together with a total ordering for the set of sons of each node. The key
point here is that we only use the solutions of associated equational system for stopping the
development of useless nodes, and that if a node is greater than an "equational" solution,
this solution is at its left hand side in the DAG.
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Solving non-homogeneous linear Diophantine constraints

The representation of the solutions of AX = a A BX < b is a bit more complicated than in
the homogeneous case since its set of solutions is no longer a monoid. Let Sy be the set of
the non-decomposable solutions of the homogeneous system AX = 0A BX <0 and &; be
the set {s | (s,1) € Bas(AX —az =0A BX — bz <0)}. Any solution of AX =a ABX <b
is a sum of a solution in &; and an N-linear combination of solutions in Sg. Hence the
"homogeneous" solver may be extended to the heterogeneous case according to the lines of
T. Guckenbiehl & A. Herold [15] and E. Contejean [10]. The sets Sy and S can be obtained
by solving the homogeneous system AX —az = 0A BX — bz <0 by the latter algorithm
and freeze the new variable for each node as soon as it’s equal to 1. For any (s, z) in the set
M_UM_ returned by the algorithm, we test its last component: if z = 0 (resp z = 1) then
s belongs to Sy (resp S1).

6 Some potential applications

The solver in a CLP setting

In the constraint logic programming framework, the ability of testing the constraints’ en-
tailment and the satisfiability /unsatisfiability of a set of constraints (and eventually exhi-
biting a solution) is a crucial issue. Propagation based solvers, as for instance in the finite
domains’ case, are generally not highly efficient for testing constraint entailment and unsatis-
fiability because propagation only reasons with local consistency [29]. The solver presented
in this paper provides some effective means to decide unsatisfiability since it is complete and
terminates. Moreover, it also provides an algorithm for deciding entailment.

A constraint ¢ is entailed by a system of constraints C' if any solution of C' also satisfies
c. Entailment is used in the cc(FD) frame [30] for reducing an implication constraint ¢ — C
to C' if ¢ is entailed by the constraints’ store. If —c is entailed, then ¢ — C' is reduced to
True. Given a constraint system AX = 0 A BX < 0, the proposed solver returns the basis
of solutions {my1, .., my}. Any inequational constraint (or system of them) o- X <0, where
a, X € Z, is entailed by AX =0ABX <0 if and only if for all i € [1.u] : «-m; <0
holds. Indeed, any non-negative solution of AX = 0A BX < 0 is a N-linear combination of
{mi,..,my}. The strength of this procedure lies in the fact that it provides entailment in
the presence of infinite solution sets.

Solving some linear programs

Let’s take the integer linear program:

BX <0

X>0

Minimise(cX)

¢ =(¢i)i<i<q | Vi ¢; €N

LP =

INRIA
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In order to solve LP, some linear programming methods are characterised by constructing
a sequence of trial solutions that go through the interior of the solution space until reaching
an optimal one. Hence, the disadvantage of such methods is the need for a feasible solution
to start. If we note that the optimal solution of £LP must be a minimal one of BX < 0, then
the solver, presented here, can be applied to compute all the minimal solutions of BX < 0
and then, the one which minimises the objective function ¢X can be chosen.

7 Conclusion

We gave the first algorithm which computes the basis of a linear Diophantine system of both
equations and inequations without explicitly adding some extra variables. This algorithm
is actually an extension of the algorithm of E. Contejean & H. Devie, the main difference
between them being the pruning criterion. Hence the new algorithm inherits all the nice
characteristics of the former one: its depth-first version can be implemented with a bounded
stack, it is incremental and compatible with the propagation traditionally used by FD solvers.

In the future, we are willing to investigate the potential applications of the new solver.
This seems to be promising since many combinatorial and optimisation problems (scheduling,
planning, data dependence analysis...) can be formulated as: AX =0A BX < 0. An other
interesting further work is how can this solver make use of local propagation techniques
in order to prune as much as possible the search space (in our context the data structure
DAG). In particular, how can one design a cooperation between the latter algorithm and a
finite domain solver.
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