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Abstract— Recent proposals in multicast overlay construction conditions. In fact, during overlay growth or membership

have demonstrated the importance of exploiting underlying Changesy heavy control overhead is incurred due to
network topology. However, these topology-aware propossloften periodical structure quality maintenance and partition

rely on incremental and periodic refinements to improve the . fi On the other hand. hiaher f
system performance. These approaches are therefore neithecal- repairs operations. On the other hand, higher frequency

able, as they induce high communication cost due to refinemén Cont_rol messages is rquir_e-d to map the overlay to
overhead, nor efficient because long convergence time is mssary varying network characteristics.
to obtain a stabilized structure. In this paper, we propose eighly 2) Users attending a video conferencing session or an

scalable locating algorithm that gradually directs newconers to
their a set of their closest nodes without inducing high ovdread.
On the basis of this locating process, we build a robust and

event broadcast expect an acceptable quality as soon
as they join the multicast session. Since a multicast

scalable topology-aware clustered hierarchical overlay cheme, overlay delivery tree is typically studied to minimize
called LCC. We conducted both simulations and PlanetLab the average incurred delay observed by the receivers, we
experiments to evaluate the performance of LCC. Results sho consider that a delivery tree is “efficient” if the average

that the locating process entails modest resources in termef
time and bandwidth. Moreover, LCC demonstrates promising
performance to support large scale multicast applications

incurred delay is less than a threshold value. However,
one would expect that incremental refinements-based
approaches incur a long delay before the overlay delivery
I. INTRODUCTION tree converges to an efficient structure.

A key factor to “overlay networking” success is that an In this paper, we provide a practical solution for largelsca
overlay service can be quickly constructed and easily dend efficient multicast support. First, we propose a simpk a
ployed and upgraded. In particular, several overlays stppaccurate location-aware process for connecting new mesmber
multicast-style data dissemination service without reggi to the overlay network. The basic idea is to use the nodes in
the widespread deployment of IP multicast. However, suthe already constructed overlay to suggest candidate neigh
application-level multicast may suffer from poor performaa, that are close to a newcomer. The latter gradually requests
scale and cost problems when the delivery tree constructitve suggested nodes to refine its localization in the unuheyly
process ignores the topology and link characteristics ef thetwork. This locating process does not use virtual coatéin
underlying network. If an overlay is built in this way, negrb system embedding nor fixed landmarks measurements, and
nodes in the overlay network may actually be distant fronhheaaims to be accurate and scalable.

others in the underlying network. Recent proposals in wasti ~ second, we build a robust and scalable topology-aware

overlay construction [1-10] demonstrate the importance gfystered hierarchical overlay on the basis of the locating

exploiting underlying network topology. However, we claimygcess. We propose proactive mechanisms to react to cluste

that there are barriers for quality of service aspects, hameaaders failures, and to smoothly manage overlay topology

scalability and efficiency in existing topology-aware d#§r changes caused by crash scenarios or underlying network

multicast protocols: changes. Scalability is achieved by drastically reducimg t

1) Although decentralized protocols have been designediandwidth requirements for overlay maintenance. Robsstne

be scalable, by not relying on global knowledge, theig obtained by mitigating the effect of dynamic environment
often rely on periodic and incremental refinement pras most changes are quickly recovered and not seen beyond
cesses, which induce high overhead. In these protocolastered set of nodes. The proposed overlay multicast con-
such as [1] [2] [3] [4], nodes maintain their relativestruction scheme, called Locate, Cluster and Conquer (I.CC)
positions to the root of the delivery tree. Periodicallyhas been designed to address the aforementioned quality
each node tries to improve its on-tree position by findingf service issues. Intuitively, running the locating prese
a better parent, i.e. a non-descendant node that provitiefore that the node joins the overlay, and then clustering
a lower delay to the root. Therefore, these protocols anearby nodes should allow to perform fast convergence to an
generally not scalable to support large multicast groupsfficient multicast delivery tree. Furthermore, it wouldluee
Additional overhead is incurred in case of dynamicity ofnanagement overhead and delivery tree changes imposed due
either the overlay membership or the underlying netwotk periodical refinements. However, these enhancementd cou



be mitigated by the overhead of the locating process. build efficient overlay networks. However, these approache
Taking into account these considerations, we evaluated #igsume some assistance from the IP layer (routers sending
LCC scheme using two complementary evaluation method€MP messages, or BGP information access), which may be
simulations and experimentations over the PlanetLabadstbproblematic. LCC does not require any extra assistance from
Results show that LCC has low overhead upon the locatiegtities that do not belong to the overlay.
process and during the session. Compared to other initially Landmark clustering is a general concept to construct
randomly and topology-aware approaches, LCC achievegpology-aware overlays. Ratnasamy et al. [11] use such an
lower convergence time and performs less link adjustmeratpproach to build a multicast topology-aware CAN overlay
rate. At the same time, it performs well in terms of dataetwork. Prior to joining the overlay network, a newcomes ha
distribution efficiency even in large overlays. to measure its distance to each landmark. The node thersorder
The remainder of this paper is structured as follows. Sectithe landmarks according to its distance measurements. The
2 presents the related work. Section 3 provides an overviewrnain intuition is that nodes with the same landmark ordering
the LCC scheme. The locating process is detailed in Sectiorede also quite likely to be close to each other topologically
Then the clustering mechanism and its different componeimsmediate issue with such a landmark-based approach is that
are presented in Section 5. Experiments and simulations #@rean be rather coarse-grained depending on the number of
discussed in Section 6 and a comparison with various previdandmarks used and their distribution. Furthermore, réugia
approaches is provided. Finally, Section 7 concludes tpepa fixed set of landmarks known by all participating nodes resde

this approach unsuitable for dynamic networks.
1. RELATED WORK

There has been tremendous interest in the construction of 1. OVERVIEW OFLCC

overlays to provide application-level multicast. Badigalhe We have designed a two-level clustered overlay multicast
contributions can be categorized in two classes: ovedayer architecture (LCC) to provide scalable, efficient and robus
approach and P2P approach. multicast distribution service to end users. Basicallg, ECC

In the overlay-router approach such as OMNI [5] andverlay construction is divided into two processkecating
TOMA [6], reliable servers are installed across the netwodnd Clustering
to act as application-level multicast routers. The conient The locating processaims to direct newcomers to the
transmitted from the source to a set of receivers on a multiearest” cluster before they receive data on the delivery
cast tree consisting of the overlay servers. This approschtiee. A newcomer initiates the locating process by sending a
designed to be scalable since the receivers get the conttmicalization Request” to a randomly selected cluster leader
from the application-level routers, thus alleviating bafdth (denoted by boot node). According to its location-inforioat
demand at the source. However, it needs dedicated inftastrknowledge, the boot node selects a few cluster leaders (that
ture deployment and costly servers. we will denotethe queried nodgsthat it considers to be

The P2P approach requires no extra resources. Several piose to the newcomer. It asks them to probe the newcomer,
posals have been designed to handle small groups. NargdadbH gets each queried node’s answer. Then, it suggests to the
MeshTree [4], and Hostcast [3] are examples of distributedwcomer the possible closest nodes. By iteratively sendin
“mesh-first” algorithms where nodes arrange themselves irfLocalization Request” messages to the closest nodes (called
well-connected mesh on top of which a routing protocol is ruihe requested nodes the rest of the paper), the newcomer
to derive a delivery tree. These protocols rely on incremenis able to gradually locate nodes that are close by. Each
improvements over time by adding and removing mesh linkequested node uses a selection criterion to limit the nuwibe
based on an utility function. Although these protocols offenodes probing the newcomer, hence minimizing the locating
robustness properties (thanks to the mesh structure), tleserhead. The locating process ends by proposing one or more
do not scale to large population, due to excessive overhasshrby cluster leaders.
resulting from the improvement process. The objective oELC By grouping together nodes that are close to a cluster
is to locate the newcomer prior to joining the overlay ankbader, members are expected to be close to each other, which
hence process only a few number of refinements during tleads to low overhead of intra-cluster control messages. Th
multicast session. clustering processis initiated by every node once the locating

Other “tree-first” protocols like ZigZag [7] and NICE [8], process terminates. On the basis of their locating resoites
are topology-aware clustering-based protocols which ae dire partitioned into clusters of nodes. A maximum distance,
signed to support wide-area size multicast for low bandwidt?,, .., defines the interval in which other nodes are considered
application. However, they do not consider individual nodgearby”. This interval is called the cluster leadestope and
fan-out capability. Rather, they bound the overlay fan-odefines the clustering criterion. During the clusteringgess,
using a (global) cluster-size parameter. In particulagsiboth a node decides at which level it will join the overlay. If it
protocols only consider latency for cluster leader sebeGti creates its own cluster, it joins the “top-level” topologyda
they may experience problems if the cluster leader has-nssafarts an inter-cluster mesh construction. Otherwisedbimes
ficient fan-out. Other proposals exploit the AS-level [9]tbe a cluster member and joins an intra-cluster mesh in order to
router-level [10] underlying network topology informatido  derive its delivery tree.



Since a node could be in more than one cluster leadeotconnections that this node can establish with other nodes
scope, it could be member of more than one cluster. Sudfe assume that each node can estimate its connection type (eg
nodes are calleddge noded/Ne exploit edge nodes to improveADSL, 802.11, etc.), relying on system and user specifioatio
the overlay efficiency. In fact, the cluster leader is thenatiy Moreover, LCC can use a history of maximum throughput of
responsible of connecting its cluster to the top-level ayer the most recent downloads, as an indication of its effective
Nevertheless, edge nodes are also allowed to join the inteonnection speed. These fan-out estimation techniques are
cluster mesh at the top level. The main role of edge nodesuised in order to avoid each node to measure its available
to allow (if fan-out constraints are not violated) the cérst bandwidth, which may involve high overhead. We also define
members to derive their delivery tree considering the edgee cluster overall capacity 8s..", f/"** — m, wherem is
node as an alternative nearby source connected to the tth® number of members in the clusters. Next, we detail both
level topology. Moreover, these nodes may contribute in thiee locating and the clustering LCC processes.
overlay robustness in case of cluster leaders failurebofigh
edge nodes are attached to several meshes of differergrspust
they do not receive the data several times. In fact, as eaph ed LCC adopts a nodes’ positioning strategy similar to merid-
node derives a unique delivery tree from one of the existingn [12] to organize nodes into levels according to a distanc
intra-cluster mesh, it is then a child in this particularigesly metric. Typically, the distance between two nodes is thedou
tree. On the other hand, it could be a parent in several deriviegip network delay. Each LCC node keeps track of a fixed
delivery trees in other clusters. A high level picture of LC@umber of other nodes in its locating system. A locating
is illustrated in Fig.|]1. system is a set of non overlapping and exponentially inangas
levels, represented by intervals,r;1[, wherer; = ae'~!
fori > 1 andry = 0 (see Fig[|2). Nodes measure the distances

IV. THE LOCATING PROCESS

Top-Level Delivery Tree

® Cluster Leader

@ Edge Node EN; ; ] i—d-(B— (_‘):_(I(B_Dl:\_* :
O Cluster member | o WB, A1 ‘ i
[ 4 } } } . @ }
—— Top-level Link B ) A _ ¢ D .
1 I r; = oe? ry = 0e’
== - Cluster-level Link Level 1 Level 2 Level 3

Fig. 2. The locati t f node B.
Fig. 1. The two-level hierarchy of LCC. '9 € localing system of node

Note that LCC does not specify a new tree constructi(;(r% the set of nodes they are aware of, and assign each node a

) - osition in the correspondent level of their locating systEor
protocol; any existing protocol may be used on top of I'Cc'g'xample if the measured distandesatisfiesr; < d < 741,

In this paper, we choose to construct the LCC overlay . . . h :
running the MeshTree protocol [4] at both the top-level ar?de node is positioned in thé" level. All considered nodes

the intra-cluster level. MeshTree embeds the delivery tr|enethe_locat|ng sysFem are cluster Iea(_jers. In the following
) S . describe the locating process operations.
in a degree-bounded mesh containing many low-cost links:
The constructed mesh consists then of two main componems:Bootstrap and locating request
(i) a backbone structure, composed of a low-cost tree and

. . i Initially, a newcomer, say nodd, has to contact a global
connecting nodes that are topologically close togethet,(&n Y Y 9

. . . i "' well-known Rendezvous Poihtto obtain the identity of a
additional links to improve the delay properties. The daiyv randomly selected boot nod&. Node A measures t)rge dis-

tree is then derived from the mesh using a path-vector rgutipance from itself toB, d(A, B) and assignsB a level in

protocol. The “Flat” MeshTree first constructs a randomIP{s locating system, say level If A is in B's scope, i.e

connected overlay and relies on periodical adding/dq;]etil&(A B) < R the clustering criterion is met and the
links using a set of local rules. Unlike this approach, thﬂclocafting &ocezgmt,erminates arickends a request o joil’s

scheme,_ initially constr_ucts location-aware overlay basa cluster. Otherwised sendsB a “LocalizationRequest”. Upon
the locating and clustering processes. Top-level nodesdhe L .
receiving such request, the requested n&dsimultaneously

as_particulgr 'V'eShTTee nod_es, where other clusters remresc?ueries nodes that it considers as nearbylid’hese queried
neighbors in the derived delivery tree (S?e Fﬂg. D). odes have then to report the results back to the requested
In order to consiruct an overlay spanning free rooted at t Gde. If a gueried node is closer to the newcomer than the

'sAource.no?r(]as,t \tll\'l1e needc_i tolcotl)'lsulj(er ttg; dedgréﬁe COtnSt.ra'mrséquested node, it is considered as a candidate. A list that
ssuming that the media playback raterisand the oulgoing 40 wifies the set of candidate nodes is sent by the requested

access link capacity of any particular noges c;, the total node to the newcomed. Among this list, A initiates cluster
number of streams that the node can hand&'¥§ = [¢;/R].

The fan-out value of nodérepresents the maximum number *or any equivalent mechanism.



joining processes with all nodes that meet the clusterifjgorithm 1 Selection
criterion. If there are no such nodes in the list, nodes in tHIiE@qUifei LDitSfafnce ati dos ¢
. . . nsure: LISt Of representative nodes to query
pa}r]d|date list bepome possmlg requested nc.)des., sAnne Level — Assign_Level( Distance)
initiates the locating process with each node in this listesb Candidates «— Search_Nodes(Level)
in increasing distances. The list is updated at each respons 5" « Get_Distance_Matriz(Candidates)

. X i |Distance—rp eqyper| X Distance
from a requested node. This procedure is repeated until the 7/reshold — (rLevelr1)

i in i : o repeat
newcomer finds a cluste_r Igader in its scope. Fmally_, itis T pandom(Dimension(Stevel)
necessary to set a stop criterion to terminate the processwi V — Extract_Row(STevel )
a given time period by repeating the procedure at m@st for i € Dimension(S"**") do

if V(i) < Threshold then

tlmes_. If the algorlthm ends without satisfying the clusigr Represented — Represented U Indes_to_Node(i)
criterion, A creates its own cluster. end if

. ) end for
B. The selectlve-locatlng process Representative — Representative + Index_to_Node(j)

. . glevel . glevel \ Columns(Represented)
During the locating request, each requested node has t0 i giements(SEevel) — Representative

query a set of nodes. It then selects among them a list of ey representative
candidate nodes to send to the newcomer. In this subsectien;
we answer the following question: How queried nodes are

2 _
chosen by the requested node? rl(ode selects a random nod®y, from level i or adjacent

The basic solution would be that the requested node askSels. If Mi(j, k) = d(Ni, N} is less than the threshold
. 9 - 70 k

all the nodes in the same level than the newcomer and in

. i %
the adjacent levels, as potential queried nodes. To mbl\(alue%, then nodeN is represented byv;. Selected nodes

a reference, we consider this solution that we call the “nofj-c represented by a matrix, s&% which is initially equal to

selective” locating process. Although it has the advanta‘geﬂ/[ . At each iteration of the selection proceSs,s diminished

simplicity, this solution may induce high overhead. In facfJy the columns of nodes iff"* that can be represented by the

. . ) ) ,
while being in the same or adjacent levels than the newcom%?lea_ed nOdWJ’.' The selection a'go”thfn terminates whehn
htains only distances of representative nodes.

some queried nodes should not be taken into consideration 8
probing the newcomer, since they may be not closer to it than V. THE CLUSTERING PROCESS
the requested node.

We introduce theselection criterionin order to reduce
the number of useless probes during the locating proce
Basically, the “selective locating” consists in queryingly
specific representative nodes. Nodes that are close enowgh
representative node, randomly selected by the requestia] n
are not queried to measure their distancdtdhe less queried
nodes, the less measurements and control overhead.

Closeness is defined by a distance threshold valuehich
is a function of the distance between the newcomer and the Cluster Creation
requested nodé, If the newcomer is close to the level frontier | early stage of the overlay formation, new clusters are

or to the requested node, the latter should use a fine-graingdre frequently generated since few nodes exist. If the lo-
selection and a smalf; value should be used. If not, the 4ing hrocess ends with no leaders found in the newcomer's
requested node should use a greaferalue. In our algorithm, q.,he ‘the Jatter creates its proper cluster with a new esust
we choose: ID. It then contacts the closest cluster leaders that thetilog
process returns, to join the top-level topology. Contacied-

ter leaders inform their members by flooding a “N&hluster”

Nodes maintain for each level a square matrix,M*, message. Finally, members verify if they are in the new
representing learned distances of le#glnodes to each other, |eader’s scope, i.e. if they are potential edge nodes.

and to nodes in adjacent levels— 1 and i + 1. Values

in M are assigned as and when discovered through otffer Cluster Joining

nodes’ locating requests. If a distance is not known, it is A classical joining operation is initiated by a newcomer
set to a value large enough to discard the concerned nafigecting cluster leaders in its scope after the locating
from the selection. Each elemen(j, k) = d(N;f,N,i) in  process terminates. The newcomer sends simultaneously a
M corresponds to the distance between nodigsand N;. “Join_Request” message to all the detected cluster leaders. The
The j** row in M; represents the learned distances betweesquest contains its fan-out value and the set of otheresisisit
nodeN;f and other nodes in leveland adjacent levels. Themay belong to. Upon receiving “JaiNotification” messages,
selection algorithm run by a requested node is presenteditisends acknowledgement messages mentioning succgssfull
Algorithmﬂ and can be described as follows: Each request@ihed clusters.

In this section, we describe the protocol to form and
maintain clusters. In this work, we emphasize mechanisms to
&Rhance the overlay QoS by increasing scalability and tebus
ness. In particular, we propose a proactive algorithm toagan
failures of leaders, and new cluster formation afterwavis.

Iso propose new mechanisms to smoothly manage cluster
topology changes due to leadership or underlying network
changes.

d—r:
i:MXd
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In LCC, each top-level node has two types of neighborbecomes automatically the leader and sends out “kidee”
nodes in its own cluster and other top-level nodes. Sincass clmessages. If the second also fails, the third one will stamd u
ter leader has limited available bandwidth, it should adhgf etc. It is important to notice that for stability purposeggible
set its node degree to maintain a balance between connectinges that win the leader election at their joining process,
to other top-level nodes for better overall performance amdaintained at a second position in the local cache, untit the
serving as many nodes as possible in its own cluster. If thife time in the cluster reaches a greater value.
cluster overall capacity i& 1, the cluster leader accepts th%
newcomer. Note that the cluster overall capacity is nullllif a
nodes are edge nodes attached to the top-level topology. Sdn this subsection, we discuss the behavior of LCC in
considering the case where all of these nodes have a fan-@¥ge Of cluster members migration outside their cluster due
value of 1, this would lead to a saturated cluster. This sitna t0 new cluster election or underlying topology changes. We
can be recovered if the cluster leader requests an edge n@igéinguish three different clustering states:
to leave other cluster membership to serve a newcomer. « Stabilized state where the cluster leader is included in

If the newcomer is accepted , the cluster leader randomly the scope of each member of the cluster.
assigns it a cluster member to boot into the cluster-levalme « Temporary state: where at least one node have migrated
The newcomer gets cluster maintenance information from the outside its original cluster.

. Dynamic Clusters topology

cluster members. « Recovering state where during the temporary state, all
_ ) migrated nodes know about other migrated nodes, and
C. Cluster's member state and Information updating start to evolve towards a stabilized state.

Using “KeepAlive” messages exchanged by cluster memae introduce an algorithm that allows the migrated nodes to
bers allows to share cluster state, and to update clus¢gellaborate in order to create suitable new clusters after a
information. Information about other overlay nodes is olemporary state. It is based on the nodes’ rank in the local
tained using a simple gossip style node discovery technigégche. It consists in a recursive procedure, where a patenti
Basically, a nodej maintains a list of known nodes in theleader node asks subsequent nodes in the cache to join its
overlay. Periodically; randomly picks a node from the list, cluster, and triggers a recovering procedure for migratetes
say j and sends to it a randomly-constructed set of othgfat are not in its scope.
known members. Nodg¢ updates its own known nodes list Basically, nodes verify at each local cache update operatio
and replies using the same procedure. This simple infomatiyhether the current cluster leader is in their scope or rot. |
exchange allows nodes to maintain a minimal view of theot, they mark it as foreign cluster neighbor in th&iv” with
overlay membership. Next, we discuss how this knOWledeigrated =1. At each receive®V, a migrated node updates
affects the average locating process iterations. a set of other migrated nodes. The first ranked migrated node
initiates the process by creating a new cluster and by sgradin
“RecoveringRequest” to the next migrated node. The request

The cluster leader election is based on the value of prioriggntains identities of other nodes that are already in thikeiso
vectors (°V) used to maintain a nodes’ rank. Basicallf’®  scope. Hence, each node is able, through previous received
is defined asPV =< [, 2, T, &5, Migrated >, where requests, to determine migrated nodes that can still betead
DL stands for the node’s current perceived Latency in the-ntrgligible nodes). If the node is included in the requesting
cluster Delivery treeCL denotes the minimum distance fromnhode’s scope, it sends a positi#€K to join its cluster and
the node to a known foreign Cluster LeadErepresents how returns to a stabilized state. A node which sends a negative
long the node has stayed in the overlay, dMgrated is a ACK, verifies at each request if it has been contacted by
boolean indicating if the current cluster leader is inchiidie || prior ranked eligible nodes in the cache. In this case, it
the node’s scope. The priority value is computed as a line@comes a cluster leader and initiates its proper recayerin
combination of the first 4 ComponentsBIV with decreasing procedure by Sending requests to next nodes in the local
weights. These priorities are used to sort appropriatéd#ig cache. The recovering algorithm terminates when contgctin
nodes. the last ranked migrated node. It then informs its “new” us

Nodes update periodically theftV'. EachPV is distributed neighbors along with its previous cluster leader of thetelus

as part of “KeepAlive” messages. When receiving nodés’’,  split. Finally, it switches to a stabilized state and cornseo
a node sorts the cluster members with increasing priorities the top-level topology.

fact, cluster nodes construct a proactive rescue plan, evher

each node maintainslacal cachestoring shared information. VI. PERFORMANCEEVALUATION

The local cache consists in a sorted list of nodes that areTo evaluate and test the LCC scheme, we carried out
eligible to become cluster leaders. In a dynamic netwodimulations and PlanetLab [13] experiments. While the goal
environment, a cluster leader may depart unexpectedlyyat af simulation studies is to assess the effectiveness ofgsexb
time. If the leader fails, nodes will know it after a period otechniques for large scale overlays, the PlanetLab exjeeitsn
time as they do no more receive the “Ke@five” messages aim to illustrate the system performance under partic@dal-r
from the leader. Meanwhile, the second node in the ligtorld environments.

D. Leaders election



A. Simulations and Experimentations tions, we also compare LCC to two previously proposed mul-
ticast overlay structures: OMNI [5] as an infrastructueséd

1) Simulation Setup:Using the BRITE Internet topology i ) .
generator [14], we simulated up t®* nodes networks. We 255;8223 and ZIGZAG [7] as a topology-aware hierarchical

used a node bandwidth reference model based on the Gnuté
peer bandwidth distribution observed by Saroiu et al. [158. Performance Results

We modeled the node join using Poisson distribution with an | the following, we report both simulation and experimen-
average rate of 60 node joins per simulation tick. The domati 5| results.

distributions were modeled with an exponential distribatof 1) Control overhead:We ran simulations to evaluate the

0.01 as parameter. _ control traffic overhead in the overlay and analyzed the pro-
~ 2) Experimentations on PlanetLalWe implemented LCC +toco| behavior in large size overlays. We assumed a basic
ina C library, and built wrappers for well-known IP-multsta neader size of 40 bytes per IP-packet and we measured the

applications (vic/rat, vic) We tested the LCC overlay overgyerall control message traffic sent and received by eack nod
a set of 212 wide spread PlanetLab nodes. The set consjgtgughout a session. FifJ. 3

of 90 nodes in U.S, 90 nodes in Europe and 32 nodes in
Asia. All experiments were conducted over several days = ss
October 2005. In this paper, we discuss a representative se’
experimental results using “planetlabl.cs.cornell.eds’"the
data source. This source generates a 560 kbits/s (70 kB
data stream sent to all the other group members. Nodes @in-

——LCC Rmax =20 ms

—#-LCC Rmax = 50 ms

—&—LCC Rmax =100 ms

——LCC Rmax=50 ms Selection »

254 Criterion Disabled <

—#—Flat meshTree /%/‘»
) e -o-ZigZa
the top 20% and bottom 20% of the measurement results a§ | +O;ng ) ]
take the average of the remaining values. In practice, pin ) //%//l
have been conducted using ICMP ECHO messages, and g '° W

use 10 consecutive pings for latency measurements

per node (kbps)
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Message Over

3) Metrics: We evaluate the LCC scheme in terms of (1 " i
scalability, by studying the control overhead during botttad 5 ‘ ‘ ‘ ‘ ‘ ‘ ‘
distribution and overlay joining. We also observe the linl 32 64 128 256 512 1024 2048 4096 8192
adjustment frequency and the locating process resouregg us Overlay Size (log scale)

(time and number of nodes needed to locate a newcomer);
(2) efficiency, by measuring several common metrics that
characterize the multicast overlay. In particular, we meas
the Average Relative Delay Penalty R D P) which is defined

Fig. 3. Simulation of protocol overhead.

as the average ratio between the overlay del#ly 4nd the L4 ) ' ' '
shortest path delay in the underlying networ {rom s to 121 Selective Locating |
all other nodes:pty >V " i, where N is the number

of nodes in the overlay. By considering that the deliverg tre 1r 1
“converges” or becomes “efficient” when the&RDP is less 08l |

than a threshold value (say 2), we study the convergence tim
Then we plot theARDP and the stress on the link (which
represents the number of copies of an identical packet se
over a single link), varying the overlay size; (3) robustes
by verifying the scheme robustness to leaders failures &nd i
ability to recover in case of crash scenarios; (4) locatirgy p

0.6

0.4

0.2

Message Bverh@ad per node (kbps)

cess accuracy, by experimenting newcomers’ behavior gurin 0 : : : :
the locating process and their ability to locate their cébse 50 100_ 150 200
node in the underlying network, within a large overlay. Overlay Size (nodes)

4) Comparison: In order to compare LCC to initially
randomly-connected overlays relying on periodic refinetsien

we experiment a variant of LCC, disabling the locating pssce  shows the average overhead per node when varying the
and setting the scope value to zero, thus emulating MeshTeggrlay size. Control overhead of LCC is lower than those
behavior. We call this variant Flat MeshTree. In our simulaf Flat MeshTree and ZigZag, and is comparable to OMNI.
We note that the per node overhead in LCC, for different
2The LCC source code is available in the public domain and ocan tR values. is steady for small overlays The maximum
downloaded from [16]. maw ! RO
3Shen shows that latency measurements with 10 pings are isudic value reached for a 512 nodes overlay is 1.10 kbps for LCC

accurate [17]. with R, = 100ms, and control messages incur less than 2

Fig. 4. PlanetLab: LCC overhead during the joining process.



kbps message overhead, in a 8000-nodes overlay. OMNI not
obtain lower control overhead. Since it is the applicatievel i 7
multicast servers that are in charge of managing the dglive g i Time 120:ste 1 and 2refoin - - - LCC Rmax = 20ms

] . Time 122:site 3 and 4 rejoin

tree, nodes in OMNI exchange a minimum number of contr g so bt 20modesin7 T izestes.oana7gun| T MesHTIeR
messages to join the overlay. We note that the above rest § L AL Shestal at the i
include overheads due to network measurement, in particu Lo
during the locating process, as we consider these resakts fr
the instant the node contacts the Rendezvous Point.

To evaluate the cost of locating the closest cluster to joil
we measured on the PlanetLab testbed the average con |
traffic overhead (in kbps) generated during overlay joinin 3
for both the non-selective and selective locating procégs. O M .
observe in Fig[|4 the importance of the selection criterio 0 20 40 60 80 100 120 140 160 180
during the locating process. The per node overhead in t _ Time after 212 nodes join (mn)
selective locating process is reasonably small with about 0
Kbps for a 212 nodes overlay. In addition, it increases very
slowly with the number of members. The locating messagr-
are roughly 50% less frequent than those of a non-selecti o Rmax=40
localization. Not selecting nodes boosts the message eadrh _ 4 \ = Rmax=20 |
due to useless measurement operations. In this case, tedue = 35 - a o Flat MeshTree
nodes would contact all the nodes in the newcomer's lev g 5, M Zigzag = |
and the adjacent levels. These queried nodes will also meas »5 N‘\\{\\ﬂﬂ — OMNI

their distance to the newcomer, which would incrementally a M \\/\ ~ .
network overhead. However, we note that the selectiveilogat & 2° W—HA\/ o
15

process may require more time to locate the newcomer. In fa \\\/\\ e N e
10

by selecting representative nodes, the newcomer may neec
contact more requested nodes than the non-selective groc < "\-\\\ H_/k n—n
as discussed later and shown in Hig. 13. °

2) Link adjustment rate:Fig. B shows the LCC struc- o———— 7 T T
ture stability during membership changes. On the PlanetLi 0 40 8 120 160 200 _2_40 280

. . . R Simulations ticks after 2000-nodes join

testbed, we start tracking the link adjustment counts radtetr
the last node joined the overlay. Results are collected at 30 Fig. 6. Simulations: Link Adjustment rate results.
second intervals. We observe that the link adjustment rate
mostly falls below 5 per hour per node for the LCC overlay,
whereas it stabilizes at roughly 10 per node per hour for tla@ average link adjustment per node per tick of 12.9, with a
Flat MeshTree. To confirm that the LCC efficiency is robustninimum of 0.78. Nodes in LCCK,,,,.. = 20 ms) have an
in case of membership frequent changes and crash scenaawsrage of 11.4 adjustments per node per tick with a minimum
we inject a simultaneous 20-nodes failure in 7 differergssit links change of 1.4.
at the90*" minute and we let them rejoin the overlay at the 3) Convergence TimeThe refinement-based approaches
120" minute. We observe that the link adjustment activity fodepend on the choice of a refinement period, B4y A small
LCC is moderate (mostly under 5 per hour per node) duringl’ value reduces the convergence time, as more adjustment
the membership changes. After th¢0?” minute, the average procedures are processed within a short time, but may induce
link adjustment count falls around 2 per hour per node. Due high overhead. A largeRT may reduce overhead at the
randomness in initially connecting newcomers to the clssteexpense of increased convergence time. In the following ex-
the link adjustment rate of MeshTree is maintained at 10s Tiperiments, we set the improvement periBd’ to 30 seconds,
assesses our intuition that non-initially locating schemmay for each receiver, and study the convergence time metric
require high control messages for quality maintenance awthich describes the overlay structure evolution in time. Hi
structure repairs operations. illustrates the convergence time, showiAR D P versus the

The simulation results shown in Fiﬂ. 6 multicast session time in both simulations (Overlay size =

confirm the PlanetLab experiments conclusions. FI@000 nodes) and PlanetLab testbed. All nodes join the owerla
MeshTree suffers from high adjustment rate, almost mone thaithin the first 100 seconds.
20 links change per node per simulation tick. Compared toWe observe that in LCCARDP rapidly decreases to a
ZigZag, the LCC structure has a very low adjustment ratealue less than 2 after the first 400 seconds, i.e. less than 14
This rate is stabilized at less than 5 adjustments per nddgrovement rounds per node. For Flat MeshTree, it takes
per tick. Link changes in OMNI are less frequent than oth@enuch more time forARDP to stabilize with almost 1300
improvement-based overlay structures. OMNI nodes achieseconds. This shows the importance of pro-actively orgagiz

—— LCC Rmax = 40ms|

node per

hour
N
(2]
.
e

Delivery Tree links chang
N
o
e

Fig. 5. PlanetLab: experimentation results of Link Adjusthrate.
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Fig. 7. Convergence Time property. Fig. 9. Simulations: A zoomed in view of Average RDP variatio

the overlay, to converge very quickly to an efficient struetu 9roups (overlay size< 500 nodes). ZigZag maintains a stable
The ZigZag overlay reaches an acceptabRD P value much ARDP value while the overlay size is increasing but suffers
more quickly than MeshTree. Although stabilized, this ealu€latively poor performance wittl RDP > 2.5 in a 3000-

is more than 2, which is still inefficient to consider the dagr N0des overlay. To make it easier to read, we zoom in on a
converged. The convergence time of ZigZag is around 148@rtion of the graph in F'QD 9. We observe that th&D P
seconds whest RDP falls under 2. The reason why ZigZagPf LCC is about 60% of ZigZag. FoR,,.,=50 ms and 100
does not converge quickly is that during overlay grovvthS!ARDP values of LCC are roughly maintained at values
several group merges and splits are imposed to not exc&égween 1.4 and 2 for large overlays. OMNI has almost a
the maximal group size. This may induce several improveonstantARD P value (1.82) and performs on average better
ments rounds, and link adjustments. The OMNI server-basé@n LCC in 12000-nodes overlay. We also note that in large

structure is not affected by frequent membership changes &Yerlays, for clusters defined with 10 ms as node’s scope,
converges quickly, similarly to LCC. ARDP increases to reach 3, as nodes are more likely to be

4) The Average incurred delayie characterize the aVer‘.ﬂgécattered. Larger scopes are more efficient in this case.

incurred delay observed by the receivers in a large poplilate 5) Stress:Fig.[1 shows average physical network stress for
overlay by observing theARD P variation according to the

ize in Fi 8 . : . . .
overlay size in F|g[|8. LCG (Rmax = 50ms
OMNI ——
7 .
6.5 T T T Flat MeshTree—s—
OMNI ——
6 [ | 12}
55 1L LCC with Rmax=50ms—— A 4
s LCC with Rmax=100ms—e— &
g £ X
; =
45 | ZigZag —e— A %
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. Fig. 10. Simulations: Stress on the links.
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Fig. 8. Simulations: Average RDP property. each of the overlays, namely OMNI, ZigZag, Flat MeshTree

and LCC R.,.ax = 50ms) 2000 seconds after the last node

In Flat MeshTree, thel RD P increases drastically to morejoined. OMNI and ZIGZAG stress values stabilize between 6.5
than 4 demonstrating that this protocol does not scale daod 7. The Flat MeshTree overlay leads to somewhat lower

a few thousands of nodes. Nevertheless, we note that Faess than OMNI and ZIGZAG with stress highly oscillating
MeshTree has lowedRDP than LCC structures in small between 4 and 5 due to random connections established by



newcomers. We note finally that LCC has an impressively 12
low stress, 2 to 3 times less than other overlays, with a_

. ) 30 % leaders failure—e—
steady stress value between 2.5 and 2.8. Topology infoomati 2 10 20 % leaders failure—s—

is of paramount importance in this observation, as packet§
sent through the top-level hierarchy are sent to the clustes 8
leader and in some cases to potential edge nodes. Our clus-
tering process allows then to reduce the amount of redundast
flows entering each network, considering clusters as “loca$
networks”, and cluster leaders as “multicast-enablederstit & 4
6) RobustnessWhen a non-leaf node quits, the overlay &
needs to be reconstructed. So, it is important that this mode™ 2

children can quickly locate a new parent to resume the sessio

10 % leaders failure—— ' ' W

T

60 % leaders failure—e—

(2]

In addition, the recovery process should not result in adian- 0% 2 20 0 - 100
y|olat|pn in any node. In LCC, to recover from the failure of Session Time (seconds)

its neighbor a node has to redirect packet requests from that

neighbor to another nearby in its proper cluster. We compare Fig. 12. Simulations: Impact of Leaders failures.

LCC to thegrandparent recovery schenstudied in [18]. In

this scheme, the children of the node which departs try first t ) o )
attach to their grandparent provided that the latter hasigimo /) The locating process efficiencyo evaluate the behavior
capacity. Otherwise, they are redirected to its descesdave ©f néwcomers during the locating process, we observe the
instruct a number of randomly selected nodes in a 5000-nod¥§rage number of requested nodes contacted by a newcomer.
overlay to leave the session simultaneously. Then, we wbsef9- L3 depicts the average number of requested nodes versus
the recovery time of members, as the average time for the total number of known cluster leaders in each requested

affected node to resume the session. Results in[F]g. 11 shifgie’s locating system. The figure plots both PlanetLab re-
sults and simulations of 200 newcomers running the sekectiv

locating process, once the overlay size reaches respgctive
" Flat MeshTree—+— I 2000, 3000 and 4000 nodes, resp. denoted by Ov = 2000, Ov
= 3000 and Ov = 4000 in Fig. [L3.

14 T

12 ¢ LCC Rmax = 50 ms—=—
Grand Parent Recovery schemes—

25

. —a— (PlanetLab) LCC Rmax= 30 ms Selection Enabled
20 ."»‘ —=— (PlanetLab) LCC Rmax= 30 ms Selection Disabled
N .. (Simulation) LCC Rmax = 30 ms, Ov = 2000,
15 \‘ T . - — #— (Simulation) LCC Rmax = 30 ms, Ov = 3000.

Average Recovery time (seconds)

\\ \y\ . - - ®-- (Simulation) LCC Rmax = 30 ms, Ov = 4000,
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Average number of requested nodes

Fig. 11. Simulations: Failure Recovery time property.

50 90 130 170 210

Cluster leaeder's neighborhood

that LCC always yields a smaller recovery time than the tre
based grandparent recovery scheme. On average, LCC takes
3.85 seconds to recover from failures, which is about 35% les Fig. 13. Average number of requested nodes.

than for the grand-parent recovery scheme.

In Fig. , we study the capacity of the LCC overlay We expected that the selective locating process needs more
to recover from cluster leader failures. Each 10 secondsguested nodes than the non selective process. Indeed, sin
a set of randomly selected cluster leaders are instructedittqueried representative nodes at each iteration, it mdedse
simultaneously leave a 5000-nodes LCC overld, (., = accurate in one iteration, and hence requires to contace mor
50 ms). We observe that when 30% of cluster leaders faibdes afterwards. Results show however, that the selection
simultaneously, the recovery time is almgsR seconds. LCC has little impact on the locating efficiency. The selective
is robust thanks to: 1) the proactive rescue plan of leaddogating process performs almost as well as the non-sedecti
election and 2) the edge nodes connected to the top-lepebcess, with a maximum of 13 requested nodes in PlanetLab
topology, that allows to achieve data in case of leadersi daxperimentations. Moreover, curves are very close when the
disruption. number of known cluster leaders is large. We also observe
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that the locating process scales well to large overlays: In a
4000-nodes overlay, newcomers are located by contactigg |
than 12 requested nodes that know about only 60 nodesiioy
their locating system. The distribution of nodes depicted i
Fig. shows that more than 80% of a 2000-nodes overl%;l/]
are able to terminate the locating process by contactirg lgs]
than 15 requested nodes. On average the locating time in
the experiment is very low with a mean locating time 0613]
3.2 seconds, a maximum of 7.2 seconds and minimum [of]
1.8 seconds. Finally, we note that 98.4% of newcomers are
able to connect to their closest cluster upon their arri#@d 19
seconds after the last node joins the overlay, 99.3% of nodes
are connected to their closest node. This demonstrates [
locating process accuracy, which is one of the reasons ér h'
resulting promising performances of LCC. [18]

Fig. 14. Simulations: Distribution of nodes during the ltreg process.

VIl. CONCLUSION

In this paper, we proposed a practical solution to enhance
different QoS aspects of overlays, namely scalability and
efficiency. The overlay construction is initiated by a simpl
and scalable locating process that allows newcomers, after
contacting a few nodes, to locate the closest cluster in the
overlay. The locating process includes a selection algoriio
minimize measurement overhead. On the basis of the locating
process, we proposed an hierarchical topology-aware ayerl
construction. We introduced mechanisms to pro-activeBl de
with leaders failures and underlying topology charactiess
changes. Our PlanetLab and simulations experiments prove
that LCC incur low overhead during both localization and
data distribution. Compared to other enhancement-basgd an
topology-aware approaches, LCC achieves shorter conver-
gence time and performs less link adjustments rate. At the
same time, the scheme is robust to nodes’ failures and per-
forms well in terms of data distribution efficiency espelgial
in large overlays. In conclusion, we believe that LCC is very
suitable for large-scale applications such as event besddc
for thousands of attendees. In future works, we will focus on
ways to automatically tune different parameters such assiod

scope and stop criterion, through real-life tests. We wiba
i investigate techniques to secure the overlay and deteetpt
users from cheating.
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