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On-line identification of systems with delayed inputs

Lotfi Belkoura, Jean-Pierre Richard, and Michel Fliess

Abstract— This communication deals with on-line identifi- Il. MATHEMATICAL FRAMEWORK
cation of systems with delayed inputs. It is based on new non- .
asymptotic algebraic estimation techniques. A concrete case- A- Notations

study and an application to transmission delays are discussed.  \we recall here some standard definitions and results
fvﬁ\éerr]?)lisiuggtaassful numerical simulations are provided even from distribution theory [13] and fix the notations we
' shall use in the sequel. L& be an open subset d&.
. INTRODUCTION The space oC”-functions having compact support @

. y ) e
The delay phenomenon constitutes one of the majéTQ‘ denoted by2(Q), 2'(Q) is the space of distributions

complexity components of networked contral, since ac2" Q, i.e., the space of continuous linear functionals on

tuators, sensors, computers, field networks and wirele?s(Q)' The complement of the largest open subsefof

communications that are involved in feedback loops une, which a distributionT vanishes is called the support

i ; H ! i
avoidably introduce dead-times, which might even be timec-)f T and is written supP. Write 2, (resp. &) the

dependent. Despite numerous advances in this field, del ace of distributions with ;upport contamed_ [By00)
esp. compact support). It is an algebra with respect
0

remains a theoretical and practical challenge (see, e.d.

the survey [12]) for systems controlled over networks. convolution with identity §, the Dirac distribution.

Among the numerous open problems, the on-line dela hen co_ncen?rated ata p‘?“@?}* j[he I_atter_dlstnbunon
(t — 1) is written &;. A distribution is said to be of

identification is most crucial. On the one hand, variou . _ ; _
order r if it acts continuously onC'-functions but not

owerful control techniques (predictors, flatness-based . .
P d (P P n C'~1functions. Measures and functions are of order

dictive control, finite spectrum assignments, observers, . : R,
) may be applied if the dead-time is known. On the- Functions are considered through the distributions they

other hand, the existing identification techniques for timedef'r_le and are th_erefore mdeflmtely d|fferent|_abley I5a
gntmuous function except at a poiatwith a finite jump

delay systems (see, e.g., [11] for a modified least squar(é ) o ; o ..
technique, and a survey in [2]) generally suffer fromo® 't§ dfarlvgtlvedy/dt_ls dy/dt =Y+ 0a W*.‘e“?y IS
e distribution stemming from the usual derivative yof

poor speed performance. This communication is a first = =~ . X
step towards a delay-adaptation of the fast identificatio erivation, mtegranon anq tr?l?SIatlon can be formed from
techniques that were recently proposed [9] for linear,dinit the_convolutlor;] proogéf)ty': ?h *g’ . J %./: H ;fyt’h yg.—
dimensional models. Let us recall that those techniques a%__ 6T_*y' where IS the derivative of the Dirac
not asymptotic, and do not need any statistical knowled stribution, andH is the familiar Heaviside function. With

of the noises corrupting the data. (See, e.g., [10] fOertleI?ri]tte;t?[gzeinct);gr;g:;?glr]og?:a\r\:\:je r?:;?g ;Véﬁéltlaeklihe
licati t li tat timation, [5], [6] fordi . . ’
applications to nonlinear state estimation, [5], [6] ar terated convolution product of ordde For ST € 2/,

and nonlinear diagnosis, and [8] for signal processing. SeT S T wh h in the riaht
Several successful laboratory experiments have alrea pps* T C SUPpS+Suppl, where theé sum in the rig
nd side is defined byx+y; x € suppS, y € suppT }.

been performed; see, e.g., [3].) A concrete case-stu I th q ¢ fusi hall i
and a transmission delay are illustrating our results angna y, With no danger ot contusion, we shall Ssometimes

demonstrating their robustness with respect to noisy dat gnoteT(s), s€ C, the Laplace transform df.
See [14] for another most interesting application.

We adopt in this paper a distributional formulation T o )
(compare with [9]) from which the parameters as well as Multiplication of two distributions (saya and T) is
the input delays may be easily estimated. The identificatidhPt @lways defined. This operation makes however sense

procedure employs elementary input signals, i.e., pieswilf On€ of the two terms is a smooth function. Several
constant or polynomial time functions. properties can be derived from such products. The most
important ones here are given bellow. In particular, the
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B. Background



that, in forming the productr T, the delayrt involved in  for all t > 1, the delay is everywhere identifiable ¢n ).
the argument (t — 7) now appears also as a coefficient. We therefore obtain from (6):

t6=0, = M7 t>T @)
(t—T1)8 =0, H* (w1 +aw)
t2(t—1)(adM +bd) =0 where, by virtue of equation (2) and recalling the notation

N | . . .
The usual Leibniz ruléa T) = a’T +a T’ remains valid. 2 =ty of the previous Section, we set:

Thanks to Theorem 1 the statement for the proddctan wo = t3y? = _62+6 (1) _ 2
be extended t®' 5™ =0 for | > n, and 0 L1102 %
| , wi = t2y@ = —220+4z(11) _ zéz)
Lsi) _ 1yl ™ (n-1)
t' o\ =(-1) G 0"V 1<n (1) wo = t2y® :22172(21)
1
We shall make use of another property involving both wy = 3y :322_2(3)

multiplication byt" and the convolution product, in case

one of the two distributionsS(or T) is of compact support: These coefficients show thlat> 2 integrations are avoiding

any derivation in the delay identification. Figure 1 is
showing a partial realization scheme of the terms involved
in (8). See Figure 2 for a numerical simulation wikh- 2
integrations, and wherg(0) =0.3;a=2,7 = 0.6, yp =
The C,'§ are the familiar binomial coefficients. Combining2 b= 1, uy =1.

rules (1) and (2) withS= 6P and T =y allows us to y

transform terms of the forn"y(P into linear derivatives
sums of products¥y. Settingz =t'y yields

tn s*T:nc,'ﬁtks*t“*kT 2
(S«T) k; (t°S) = ( ) )

t2y2 =36 xy) = 62162 -2 (3)

Note that integrating twice this expression by considering
H2t3y(@ results in integration by parts formulae.

[
Ls| Ls|
ll. APPLICATION H%Wo — H3wo — H2wo
A. Identification Fig. 1. Realization scheme éfkwg
Consider a first order system with a delayed ifput T _
. Due to the non identifiability 0f0, 7), the delayr is set to
y+ay=y(0)d+yH +but—1) (4)  zero until the numerator or denominator in the right hand

wherey is a constant perturbation, b, andt are constant side of (8) reaches a significant nonzero value.

parameters. The coefficieatis assumed to be known for . —
the moment. Consider also a step input upH. A first osf (=]
order derivation yields osf

J+ay=go+163+buo (5) i
where ¢o = (y(0) + ay(0)) & +y(0) 6, of order 1 and il

04

support{0}, contains the contributions of the initial con-
ditions. By Theorem 1, multiplication by a functioa
such thata(0) = a’(0) = 0, a(t) = 0 yields interesting
simplifications. Setr(t) =t3 — 1t2:

0.3F

0.2

0.1f

0

ty+ay = tt*[y+ay (6)
bwt3d;, = buyTt?d; 7)

The delay T becomes available aftek > 1 successive The algorithm given in (8) only requires the values of
integrations. More precisely, since supfd; C (T,00), @ and of the outpuy. If ais a[so unknown,' the'gam.e
equation (7) shows that all the obtained functions will van@Pproach may be utilized for a simultaneous identification.
ish on (0, ) and the delay is consequently not identifiablel he following relation is easily derived from (6):

on this interval. Conversely, those functions being nomzer T(H*wy) + at(H w,) — a(Hkws) = Hwo ©)

Fig. 2. Delay identification from (8)

1Such systems, where the delays only appear in the contralblas, A i ith K .
are most common in practice. See [7] for their theoretical bamkad, Inear system with unknown parametefs,ar,a) IS

and their control. obtained by using different integration orders



1). The following simulations show favorable robustness

H2w; H2w, H2wg £ H2w, properties of the proposed delay identifier with respect to
H3w; H3w, H3ws ar | = | H3wp noise corrupted data. The input and output perturbation
HAw; H%W, Hws _4a H4wo noises powers were taken to be of amplitude 0 ° and

) ) . . o 4 x 1078 respectively, whiley = 2 was used for the filter.
The resulting numerical simulations are shown in Figure 3.

For the previous identifiability reason, the obtained Imea

i Trajectories
system may be not consistent foxc 7. Moreover, and 12 ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
unlike the single delay case, a local loss of identifiability 1
(see [1]) may occur fot > T as suggested in Figure 3 for 08}
t ~ 1.5s. 0.6
s - - - T T T T T 0.4r
2 0 0.2 0.4 0.6 0.8 1 12 1.4 16 1.8
8y | ] Delay identification
16 —al 1 T T T
14F 1 0.8
12f q 0.6
il 0.4f 1 (k=3)
il 02} T (k=4)

ws) |

0.6 i
0.4} i O \ ; ! !
0.2 i i i i i i i
o2r [OR. 0 0.2 0.4 0.6 0.8 1 1.2 1.4 16 1.8

0 0.2 0.4 0.6 0.8 1 12 1.4 16 18

Fig. 4. Delay identification with noise in the data
Fig. 3. Simultaneous identification from (9)

Remark 2:See [4] for a nonstandard analysis of noises

Multiplying (5) by otherC>®-functions permit the esti- which expla|.ns the above robustness r(_asults.
. S . Remark 3: Another possible explanation of the conver-
mation of other parameter combinations. By setting, for

instance,a(t) =t(t — 1) and by using the same previousgen.cf3 may be deduced via .the power spectrum .Of the
techniques we obtain additional terms that appear in (8) when the outpus

replaced by a measurement=y+ v. The contribution of
H t(y+ay) T+ H*1y(0) = H¥t?(y + ay) the noisev is made through terms of the forrf((tPv)(@)

f hich th t is gi b
from which both delay and initial condition may be identi- or Which The power spectrim IS given by

fied. The only coefficient for which the explicit value of q dPoyy (w)
is required is its associated parameieFinally, due to the dwP

fast convergence of the algorithms, we may also considengine noise spectrunp,, (w) is assumed to be constant on

;epargte procedure in which the undelayed tg(ms_are ﬁrsﬁysufﬁciently large strip-L < w < L (which is the case

identified and used again for the delay identification. ¢4 \white noise approximations), and by virtue of the strict
Remark 1:In case of step inputs with a time-varying casality obtained witlk > g, these quantities, and hence

delay 1(t), the algorithm (8) may still converge to a fixed e noise effects remain negligible.

value. Note that in this case, the contribution of the input

in (4) may be writterbuH o ¢, ¢(t) =t—1(t), whereo  |V. APPLICATION TO TRANSMISSION DELAYS

denotes the composition of functions4ifty) = 0, ¢ (to) #

0, and provided some smoothness assumptiorngnwe

obtain

T(jw)(je)

The input delay of the previous Section has been es-
timated because it also corresponded to the commutation
instant of the right hand sidggH + bwH (t — 7) of (4).
(Hog) =¢'H o =¢"d0¢ =(¢'/¢'(t0)) &, = & Based on this observation, our techniques may be extended
to a possible infinite numbé¢ of delays by means of one
of the three following approaches:

1) A multiplication with the C>-function t?(t —
hp)--- (t—hk), if K is finite,
2) a recursive identification,
B. Robustness 3) a local identification if one assumes a lower bound

As mentioned in Section II-B, iterated convolutions for two successive delays, i.dy. 1 —h > A.
using HX result in nothing but integration by part for- The first case may however lead to a large size linear
mulae. With noisy data, integration witd(s) = 1/s may system for which the delays remain unknown unt# hg,
be replaced by any strictly proper transfer function anevhile error propagations may result from the second case.
particularly by low pass filters such aB(s) = 1/(ys+ We next consider the next case.

The algorithm is converging tty. Although step inputs
are clearly inadequate for the identification of time-vagyi
delays, constant delays are, in some sense, particulas case
of the present approach.



Assume that a discrete reference sigfal} with fixed ‘
period T is sent from a Master to a continuous proces: - o
(Slave) for which each data is hold until the next step. Du 2
to the transmission line, the actual input of the procesk wi 0
consist in a piecewise constant signal of the form

Trajectories

a . 4

i

[oe]

Ua = z Uk Xk
k=0 Delays Identification

0.7 T T T

where xx denotes the characteristic function of the interva 0.6F T |
[KT + 1, (k+ 1)T + T,1). Based on the output observa- il ]
tions, we propose an on-line identification scheme of th 03f 1
time-instantkT + 1. By this way, if the period is known o2l H [_] I_] ﬂ ]
and if Master and Slave share the same time origin, the oL - - - . “5)10
the transmission delays become available on-line from

the only measurements ¢f For simplicity reasons, the Fig. 5. Trajectories and delays identification

process under consideration consists in a second order
linear system
) _ V. CONCLUSION
y+awy+aoy=go+yH+bla As in [5], [6], [8], [9], [10], the high speed convergence
where yoH is a constant perturbation, anf (of order 1 of our algorithms will permit to treat simultaneously the
and suppor{0}) contains the initial conditions. Following on-line identification and control of time-delay systems.

the previous section, derivation and multiplicationtgt —  Identifiability issues, joint estimations of delays andfeoe
A) yields ficients, multivariable systems with partial state measure

- ments as well as the extension to discrete-time processes
3t —A)(y® +ary® +agy) =b Z)Gk(h4 —Ah3)3, are under active investigations.
k=
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