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Modélisation synchrone d’applications de traitement de
données intensives

Résumé : Dans ce rapport, nous présentons les premiers résultate @wde sur la mo-
délisation d’applications paralleles de traitement dend@s intensives, basée sur I'approche
synchrone. Plus exactement, nous considérons I'exter3i@PARD d’ARRAY-OL, qui est
dédiée a la conception conjointe de systémes intégrés sear. plous définissons un modéle
flot de données synchrone équationnel associé, qui permlediier plusieurs questions liées
a la correction lors de la conception (par exemple, vérificatle contraintes de latence ou
de fréquence), en utilisant les outils et techniques fdesebfferts par la technologie syn-
chrone. Nous illustrons particulierement une analyse delspnisabilité en utilisant les sys-
temes d’horloges affines. Des perspectives sont ensuittaneaes concernantla modélisation
d’applications hiérarchiques, et I'ajout d’automates detmdle impliquant la vérification.

Mots-clés : Traitement de données intensives, modélisations@3RD, flot de données syn-
chrone
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4 Gamatié, Rutten, Yu, Boulet & Dekeyser

1 Introduction

Computing and analyzing large amounts of data play an isargh important role in em-
bedded systems. The concerned applications often perfaloualations on regular multidimen-
sional data structures. Typical examples are state-ckthmultimedia applications that require
high performance (e.g. high-definition TV, medical imagingdar or sonar signal processing,
telecommunications, etc. Highly desirable design apgreador such applications are those
providing users with well-adapted concepts to representiita manipulations, and techniques
that trustworthily guarantee important implementatioguieements.

A major goal of the @spPARD framework is to fill this demand. Its associated specifigatio
formalism, called &RRAY-OL [[7], has been originally proposed within an industrial @xtty
Thomson Marconi Sonar, for the description of data-intemapplications manipulating regular
multidimensional data structures. However®ay-OL does not allow to deal with non func-
tional issues, for instance, temporal constraints impasetie environment on applications, or
control of computations according to different modes orfigumations.

Motivations. We propose a synchronous model of data intensive applicatiased on
the GASPARD extension of ARRAY-OL, which manipulates data through multidimensional,
toroidal and possibly infinite arrays. The specificationsvied by this formalism express
data dependencies only based on values (i.e. true data dmpaes), thus yield a minimal
execution order. They adopt a single assignment style. dere they are independent from
architecture details. All these features confer ®RAY-OL a powerful expressiveness for data
manipulation. The model we propose aims at providing on tieeltand the same expressive-
ness as GSPARD descriptions, and on the other hand the possibility to deidd eontrol and
non functional constraints in data-intensive applicatiolt therefore allows us to explore at a
higher level different refinements of initial A&3PARD descriptions w.r.t. the constraints from
application environments or target implementation plaitfe. This exploration is supported by
the synchronous technology, which suits for the trustedgdedue to its mathematical foun-
dations. In particular, we address synchronizability éssin case of GSPARD models using
affine clock systems defined in the synchronous languagre/A& .

Outline. In the sequel, Sectidd 2 presents the general backgroundradtody. It first
provides an overview of GSPARD and ARRAY-OL, then introduces the basic synchronous
concepts for our models. Moreover, it gives some relatedksiorSectior B focuses on the
synchronous modeling of &PARD applications. The usefulness of such a modeling is carried
out in Sectiol . We show how existing results of the syncbusrapproach can help to deal
with critical design issues for &PARD applications. In Sectidd 5, we discuss our solution and
we detail some of the current challenges. Finally, concigdemarks are given in Sectigh 6.

2 Data-parallelism and synchronous models

2.1 Data-intensive applications andSASPARD

GAsPARD (Graphical Array Specification for Parallel and Distribdit@omputing)[21l] is an en-
vironment that implements a codesign methodology for $gst@-Chip, based on thidodel-
Driven Engineeringapproach as illustrated by Figurk 1. It proposesiaLprofile (integrated
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Synchronous Modeling of Data Intensive Applications 5

in the current OMG MRTE profile for real-time and embedded systems) allowing design
to model both data-intensive applications and their agchitres. An association mechanism is
provided for the two aspects, together with a set of tramsédgions for simulation and synthesis.
Our modeling approach aims at taking into account all theatufes of @SPARD so as to be
able to prove the correctness of the models manipulatedglits design methodology.

- Map application on
architecture independently
of targeted platforms

Association
PIM

Java Corba
PSM PSM

SystemC
PSM

produce
A A

Java code Corba SystemC
code

| | code
nterop Bridge
SystemC Verilog VHDL
PSM PSM PSM

code files. files
Interop Bridge

SystemC Verilog VHDL H

Figure 1: SoC design based om&rARD.

The underlying specification formalism ofASPARD, called ARRAY-OL (Array Oriented
Language)[I7][I20] allows one to model intensive signal pssing applications manipulating
large amounts of data in a regular way. It adopts multidirered representations that enable
to express the whole potential parallelism available igeaapplications. Data are structured
into arrays (that may be possibly infinite). A task consumes roduces arrays by “pieces”
of the same size callggatterns The different tasks are connected to each other thralagh
dependencieswhen a dependency is specified between two tasks, it meanerib of them
requires data to be produced by the other before executingsd dependencies initially yield
a minimal partial execution order. Applications can be &iehically composed at different
specification levels. In practice, their specification astsof aglobal modebnd aocal mode)
presented in the next sections.

2.1.1 The global model

The global model consists of a directed acyclic graph wheden represent tasks and edges
represent multidimensional arrays. There is no restmctio the number of incoming or out-
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6 Gamatié, Rutten, Yu, Boulet & Dekeyser

going arrays. These arrays are assumed timdal, i.e., their elements can be consumed or
produced modulo the array size. While the global model gtesinformation to schedule the
tasks, it does not express the data parallelism presenesettasks. This is described by the
local model.

2.1.2 The local model

> > Task T Array H PatternX Tiler

Figure 2: A local model in RRAY-OL.

The local model describes the data parallelism expressedpstitions(see Figurél2). A
task is defined by a repetition constructor, where task itmes$ (orinstanceyare independent
from each other. Every instance is applied to a subset oferiésn(i.e. patterns) from input
arrays to produce elements stored in output arrays. The wagkaconsumes and produces
arrays can be analyzed through a coufbesk array). Such couples are referred to laalf-
tasks Let (T, Ai) be a half-task. I#A is an input arrayT takes patterns fromd to achieve
its processing, otherwist stores its calculated patternsAq The size and shape of patterns
associated with an array are the same from one repetitiondtinar. Patterns can be themselves
multidimensional arrays. Their construction is achievedtiers, which contain the following
information: @ - the origin of the reference patterH - the shape of the pattern (size of all
its dimensions)P - the paving matrix (how patterns cover arrayBs); the fitting matrix (how
array elements fill patterns), amal- the shape of arrays (size of all its dimensions).

y
X X X X 6):(8)
P=(53)

Origin points

X

Figure 3: An array paving.

Each coupletask array) is therefore associated withtider. To enumerate the different
patterns, each half-task has, via its tilepaving matrix Pand a starting point represented by
theorigin 0. The paving matrix enables to identify the origin of everytpm, associated with
each task instance. Let us consider a two-dimensional avithy( §) as origin point and 3 3)
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Synchronous Modeling of Data Intensive Applications 7

as paving matrix. The pattern constructions start fromtmss noted “x” in figurdB.

Equatiorl states that the coordinates of each first pointptern are calculated as the
sum of the coordinates of the origin point and a linear coratim of paving vectors, the whole
modulo the size of the array (since arrays are toroidal).

V%, 0 <% < Q,fq=(0+Pxx;) modf (1)

Xq denotes a pattern with index We refer to asepetition spacethe set of all possible indices

. 6 contains the bounds of repetition for each vector of themqmwmatrix (i.e. it delimits the
repetition space). Finallyg represents the origin point of the pattég

7d7 ef 9 ik
albic a,c: e
Pattern 1 "~ Pattern 2
A B=(0) F=(13) T =(0) F=(26)
a[b[cldfe[f[a]n]i[i[k]
Array l

Figure 4: Fitting examples.

The fitting matrix allows one to determine array elements associated with pattkrn.
Figure [@ illustrates two simple examples using an monodsioeral array with(o) as origin,
where the associated pattern is a two-dimensional arrabra}jesa) = (g) A pattern can have
more dimensions than a consumed/produced array. In theisgt the fitting matrix i$1 3).
Each vector of this matrix is used to fill one dimension of tlagt@rn. In the second case, the
fitting matrix is(2 6). We observe that the elements associated with a patteroanecessarily
consecutive elements in an array. These elements are die¢erma the sum of the coordinates
of the first element of the pattern and a linear combinatiomhef fitting matrix, the whole
modulo the size of the array (see Equatidn. 2).

VX, 0 <%g< d,(Tg+Fx%)) modm )
Here, X3 denotes an element with indeln a pattern.

According to the specification of the local model, patteras be themselves multidimen-
sional arrays. This enablégerarchicaldefinitions of applications. For instance, the single task
T represented in Figuld 2 can be composed of sub-tasks whomeiing and outgoing arrays
are the patterng; of this task. In the next, we invariably useRRAY-OL and GASPARD to
designate the same models.

2.2 Synchronous models

Thesynchronous approadg] has been proposed in order to provide formal conceptdavar

the trusted design of embedded real-time systems. Its basiomption is that computation and
communication are instantaneous (referred to as “synghhgpothesis”). The execution of
a system is seen through the chronology and simultaneitypséiwved events. This is a main
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8 Gamatié, Rutten, Yu, Boulet & Dekeyser

difference from visions where the system execution is ratbasidered under its chronometric
aspect (i.e., duration has a significant role).

2.2.1 Synchronous dataflow models

Historically, the origin of dataflow languages can be as#ed with earlier studies on dataflow
models started in 70's[8[[11]123]. This is the case for deative synchronous languages
such as WSTRE [@], LuciD SYNCHRONE [B] or SIGNAL [I4]. While LusTRE and LucIiD
SYNCHRONE adopt a functional style, IBENAL is relational. In these languages, manipulated
data consist of unbounded sequences of values. A few operte provided to define how
these sequences are related to each other. This is baggallgssed using equations. In the
remainder of this paper, although the scope of our study ainsgnchronous dataflow models
in general, we mainly consider theGAL language for illustration.

An introduction to SIGNAL. The language handles unbounded series of typed véatiesy,
calledsignals denoted as and implicitly indexed by discrete time. At a given instaasignal
may be present, at which point it holds a value; or absent atedn.. The set of instants
where a signak is present represents itfock noted-x. Two signalsx andy, which have the
same clock are said to lynchronousnotedx ~= y. A processs a system of equations over
signals that specifies relations between values and cldake involved signals. Arogramis

a process. &NAL relies on a six primitive constructs used in equations devia:

def
e Relationsy:= f(x1,...,xn) = Vi Z1L X #£1& ... & xn #£1, and
Vi vy = f(X, ..., XM).

def

e Delay y:= x $ 1 init c=X%#lS AL, Vt >0y =X%_1,Yo=C.

i def . .
Undersamplingy:= x when b = y; = X if by =true, elsey; =_L. The expression
y:= when bis equivalenttg/:= b when b.

def

e Deterministic mergingz:= x default y = z =% If % #1, elsez = .
" def . .

e Composition(l P | Q |) = union of equations o andQ.

- def
* Hiding: P where x = x is local to the process.

These constructs are enough expressive to derive othetraotssfor comfort and struc-
turing. SGNAL also offers a process frame, which enables the definitiorubfmocesses
(declared in theshere sub-part, see Figurd$ 9 ahd 10 for example). Sub-procesaeare
only specified by an interface without internal behavior@sasidered as external, and may be
separately compiled processes or physical components.

2.2.2 The oversampling mechanism

A useful notion that will be considered to modeRRAY-OL specifications isoversampling
mechanism. It consists of a temporal refinement of a giveckag, which yields another clock
Cy, faster thanc; (i.e. ¢, contains more instants than). To define this mechanism, let us

INRIA



Synchronous Modeling of Data Intensive Applications 9

consider the following setsz = {ff, tt} (ff andtt respectively denotéalse andtrue); ¥ a
value domain (whergg C 7); andT a dense set associated with a partial order relatioifhe
elements ofl are calledtags Each pair of tagst;,to) € T? admits a lower bound. Aet of
observation points7 is a set of tags s.ti) 7 C T, ii) .7 is countableijii) each pair of tags
admits a lower bound 7. Finally, achain CC .7 is a totally ordered set, which admits a
lower bound.

Definition 1 (signal, clock, oversampling)

» A signal s is a partial function s .7 — ¥, which associates values with observation
points of a chain. A clock c is a special signal s.& & — {tt}.

 Letc denote a clock, the k-oversampling @tierives a clock £from ¢, noted ¢ = k T ¢y,
s.t. @ contains k instants per instant in,ovhere k is an integer.

: process k_0Overspl = {integer k;}
(? event cl; ! event c2; )
(I count:= (k-1 when cl1) default (pre_count-1)
| pre_count:= count $ 1 init O
| c1 ~= when (pre_count <= 0)
| ¢2:= when (“count)
(D)
where integer count, pre_count;
end; Yprocess k_0Overspl)

W o0 ~NO O WN =

clt: tt L L L tt L L L

count: 3 2 1 0 3 2 1 0
pre_count: O 3 2 1 0 3 2 1
c2: tt tt tt ot tt tt ottt

Figure 5: Clock oversampling, =41 ¢;.

In the SGNAL program given in FigurEl5, callekl Overspl, k is a constant integer pa-
rameter (linet). Signalsc1 andc?2 respectively denote input and output clocks (lix)ewhere
c2 is ak-oversampling ok1. Theevent type is associated with clocks. It is equivalent to a
boolean type where the only taken valué¢rie. The local signalgount andpre_count serve
as counter to definkinstants inc2 per instant inc1 (lines3 and4).

Note that the oversampling mechanism can be specifiedimih. SYNCHRONE, but not in
LUSTRE

2.2.3 Affine clocks

We introduce thaffine clocknotion, which allows one to deal with synchronizabilityuss in
a more relaxed way than usually in synchronous languégés [18

Definition 2 An affine transformation of parametefs, ¢,d) applied to a clock ¢ produces

a clock ¢ by inserting(n— 1) instants between any two successive instantg,oéied then
counting on this fictional set of instants each mhstant, starting with thes'" (see fig[Bp).

RR n° 5876



10 Gamatié, Rutten, Yu, Boulet & Dekeyser

o 1 2 3 4 5 6 7 8 9 10
c: tt L L t L L1 tt 1 L t 1
c: L tt 1 L 1 v 1 1 1 tt 1

Figure 6:cy andc; are in(3,1,4)-affine relation.

. . . . NoXs
Clockscy andc; are said to be irin, ¢, d)-affine relation, noted as (ned) Co.

Affine relations provide a relaxed vision of the usual symctous model in which different
signals are synchronous if and only if they have identicatks. In affine clock systems, two
different signals are said to be synchronizable if there datflow preserving way to make
them actually synchronous.

Affine transformations on ISNAL variables are mainly described using three derived oper-
ators:

 Affine undersamplingy:= affine_sample{@®,d} (x), where signals andy are of the
same typep € Z* andd € Z* — {0}. The signaly is defined as an undersampling with
phasep and periodd on the signak. In the following tracep = 2 andd = 3:

X2 Xp X1 X2 X3 X4 X5 Xg X7 X8 X9
y: L L x L 1 x L L1 xg 1

 Affine relation affine_clock_relation{n, ¢,d}(x, y), where signalx andy are
of any type,p € Z andn,d > 0. It defines &n, ¢, d)-affine relation between the clocks
of x andy.

« Affine oversamplingy:= affine_unsample{n, ¢} (x, z), where signals, y andz
are of the same typ@e,> 0 andg € Z. It definesy as an affine oversampling usizgand
z as illustrated by the following trace with= 3 andg = 2:

x X L xx L 1L x L 1 x 1
z. L 2o B 4 Z Zz 77 23
v L 2o X1  ZB X2 Zz Zg X3 Z3

Theaffine_clock_relationandaffine_unsample operators can be straightforwardly
expressed using thef f ine_samplingoperator[1B]. The &NAL clock calculugi.e. its static
analysis phase) has been extended in order to address sutdtr@yizability issues with the
associated compiler. Affine clock relations are only ald#an SGNAL. However, a notion of
periodic clock has been recently proposed indib SYNCHRONE [B]. It defines another vision
of synchronizability in synchronous dataflow models.

INRIA



Synchronous Modeling of Data Intensive Applications 11

2.3 Related works

In [I9], Smarandachet al. address the validation of real-time systems by considetieg
functional data parallel languageLAHA [I5] and SGNAL. In their approach, intensive nu-
merical computations are expressed ibPAA while the control (the clock constraints resulting
from ALPHA descriptions after transformations) is conveyed taN8\L. The regularity of
ALPHA makes it possible to identify affine relations between thecHjed clocks. The -
NAL compiler therefore enables to address synchronizabititgra based on such clock re-
lations. In Sectiofil4, we use the same criteria to analyze/engGAsPARD model. Similar
concepts can be found ifil[6] where a synchronous model isatkfim order to address the
correct-by-construction development of high performasiteam-processing applications. It
particularly relies on a domain specific knowledge consisbf periodic evolution of streams
This model allows to automatically synthesize communaretibetween processes with peri-
odic clocks that are not strictly synchronous.

Other languages such ag'@ E Mezzo [16] and SREAMIT [2Z] can be also mentioned.
The former allows to describe behaviors of dynamical systdiruses clock information in the
code generation (e.g. in C or towards a SIMD abstract maghire second language proposes
an efficient compilation technique of streaming applicasiand mapping to different kinds of
architectures (monoprocessor, grid-based processark, Both languages share features with
synchronous dataflow languages. Similarly to our approihely, aim at data-intensive applica-
tions.

Previous studies on the transformation af@ay-OL descriptions[[20][[B][[l] address com-
pilation issues for efficient code generation, and the i@labetween RRAY-OL and other
close models (e.g. Multidimensional Synchronous Datafload® of Leeet al. and Kahn
process networks). Finally, the earlier work of Labbahial. on the introduction of control
in GASPARD [[L3] can be noted. In this work, the authors discuss the digfimof instants at
which mode changes occur in data-intensive applicatiohg synchronous modeling of their
results will yield descriptions with conditioned compubais and transition systems, where
synchronous verification and compilation techniques caexpensively used.

3 Synchronous model ofGASPARD

We propose a modeling of &APARD applications using synchronous dataflow languages in or-
der to address correctness issues (synchronizabilitgtints on latencies, etc.).

Before exposing our approach, we make a few important obens. First, the models
we propose aim at taking into account refinement constraint&SASPARD models. These
constraints mainly include implementation propertiesatiorm and environment constraints.
In the first case, the fully parallel execution model adogtech the ARRAY-OL viewpoint is
broken at the implementation level since the number of alségl processors in a platform does
not often enable to achieve such parallel execution. As atreserialized execution models
become necessary. Second, the input/output data margdWgtapplications via infinite ar-
rays are produced/consumed by devices such as sensorstaatbexz The production and
consumption rates characterizing these devices représemajor part of what we refer to as
environment constraints. It therefore appears naturapoasent those infinite arrays by a flow
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12 Gamatié, Rutten, Yu, Boulet & Dekeyser

data (or arrays), which induces some logical time scale. rébalting model becomes richer
than a & sPARD model for analysis.

On the other hand, to define our models, we only consider egins that have been ini-
tially transformed using the so-callédsionalgorithm in ARRAY-OL [[]. Roughly speaking,
this algorithm aims at reducing a set of tasks into a singlk.t&he resulting task is hierarchical
and calls the initial tasks as subtasks (see Figure 11 fdhestration). Furthermore, it enables
to transform an incoming multidimensional infinite arraytla top level of the hierarchy into
a flow of incoming sub-arrays. This algorithm has been swgfuélg used to define projections
of ARRAY-OL specifications on Kahn process networks andB=mMY models.

In the sequel, we first show a synchronous model that fullggmees the parallelism of an
ARRAY-OL specification. This model can be used for formal verificatising classical syn-
chronous techniques (e.g. compilation, model-checkifilggén, we present a refined version of
such a model, where executions are sequential. This seésiot zan be typically associated
with a mono-processor execution. We briefly discuss the doation of both models. Envi-
ronment constraints will be addressed in Seclibn 4. Finfdlythe sake of clarity, we restrict
ourselves to the top level in the hierarchy of an applicasifiar having applied the fusion algo-
rithm. If we consider the RRAY-OL taskT depicted by FigurEl2 as such a top level task, two
possible models will be distinguishedparallel mode] which specifies exactly the same data-
parallelism asT (see Sectiof3l1), andserialized modelwhich sequentializes the execution
of T (see Sectioh312).

3.1 Parallel model

The synchronous dataflow models are quite close in strutiuiee GASPARD models. Hence,
the modeling of the latter in the former, using equations syrtthronous composition, is quite
simple.

3.1.1 Modeling of data

ARRAY-OL arrays are modeled into flows of array type. A particularifyaorays in ARRAY-
OL is that they can have (at most) one infinite dimension, anitiieae is no explicit represen-
tation of time whatsoever. It occurs that the infinite dimenof an array is the usual way to
represent an infinite flow of arrays of the remaining dimensiadrherefore, we will enforce this
representation concretely by going to array flows.

3.1.2 Modeling of one repetition in the repetition space

For a task transforming input data arrags and A, into an output data arrags, this can be
done by an equation of the following form:

Ag[< ind} >] 1= T (As[< ind! >],Ag[< ind] >]) ®)

WhereindiJ denotes indexes corresponding to a pgiimt the repetition space; arnidis the syn-
chronous model of the computation part, which can be seencai &0 an external function.
We also suppose that synchronous array flows can be assigribdibelements. For instance,
in SIGNAL, this can be expressed using the derived constieict [3].

INRIA



Synchronous Modeling of Data Intensive Applications 13

The modeling of a repeated computation then amounts to thehsgnous composition of
all the models of each point in the repetition space.

Another particularity is that RRAY-OL represents only data dependencies, hence leaving
all the potential parallelism in the specification. In pautar, repetitions on arrays describe how
many times, and according to what paving and fitting a contjmutahould be repeated, boot
in what order the array elements should be accessed. Inwtrds,any ordercould be adopted
in an iteration implementing such a repetition in the casa séquential implementation. We
are conforming to this property of RRAY-OL simply by using synchronous composition be-
tween models of all the repetitions, thereby inducing naeowhatsoever between them.

One can observe that it is possible to have a more compaca&sipn of this simple model,
according to the array-specific operators available in theadonal synchronous language con-
sidered. Amapof the functionT on the array enables a more compact notatioh [17]. It can
be noted that the model we present here is meant to be irtwtid simple, and is certainly
optimizable. However, the optimizations of the synchramequations can be quite different
according to the intended target operations, e.g. coderggoe or model-checking.

3.1.3 Restructuring the simple parallel model

This model can be restructured, in order to better map thiasit structure of RRAY-OL repet-
itive task, with input tilers, computations, and outpugtil. One advantage is to have a structural
transformation from &RRAY-OL to synchronous equations, which is implementable autemati
cally as a simple translator. Another advantage is relaigtie introduction of control, which

is a direct perspective of this work, following the preliraiy results in[[1B3]. Indeed, if one
considers controlling such a task with automata, wherettites correspond to a configuration
or a mode, and transitions switch between these modes whibhwe the same input-output
interface, then it is possible to have a control for each eftilers or computation components
of a task.

L\ (/P
| =A< !”d% >] 5 = T ] Ag[<ind} >] = p}
AL pZ = Ag[<indZ >] P SER 3 Ag[<ind3 >] = pj
i l
N ingk
P =Aul<ind; >] ok =) P Asl< inclk >] = p§
| P =Asl<ind} >] =
Ay | PE=Agl<ind >] P2
‘ l P
p'ﬁ =A< ind5 >]

L oS

Figure 7: Modeling of tilers and parallel tasks.

This restructuring relies on the fact that it is costlessntooduce intermediary signals, as
they can be compiled away by the compilers and optimizerd,aso on the properties of
synchronous composition, which is associative and comtiwatal he above equatidid 3 can be
separated in three parts, corresponding respectively to:
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14 Gamatié, Rutten, Yu, Boulet & Dekeyser

« the input tilers, composing together the equations periiog the extraction of the input
patterns for each point in the repetition spapk:= A [< ind] >] andp} := Ao[< ind} >].

* the computation, producing the output patterns for eadéhtpothe repetition space:
p3:=T(PL,Py)-

* the output tilers, composing together the equations peifay the insertion of the output
patterns for each point in the repetition spasgf< indé >| = pJ3.

This way, we obtain a model as illustrated in Figlire 7.

3.2 Serialized model

3.2.1 General view

Ali

Figure 8: A serialized model.

While the parallel model fully preserves the data-paralelpresent in KRAY-OL speci-
fications, the model introduced in this section providediaee view of such specifications. As
shown by Figur&l8, we distinguish three basic sub-partsglestask instanc& (which can be
still seen as an external function) and two kinds of comptsweierred to aérray to Flowand
Flow to Array. T receives its input patterns via a pattern flow fréimay to Flowand sends its
output patterns t&low to Array, also via a pattern flow of the same length as the one given by
Array to Flow.

In the next, we concentrate on the definitionfafay to Flow andFlow to Array compo-
nents, which play a central role in the serialized model.sTdefinition partially relies on the
oversampling mechanism introduced previously.

Let us consider that incoming arrags andA, are received at the instanft i } of a given
clockc;. Then, for eacht;, the pattern production algorithm is applied to the recgiggays:
the task instanc@ is provided with the pair or patterr(sp‘l, piz) and instantaneously produces
the patterrpi3. The resulting pattern flow is therefore associated withoglct, = k T ¢;. The
constant integel corresponds to the number of paving iterations specifieiteirst It is directly
derived from ARRAY-OL specifications.

Globally, the definition ofArray to FlowandFlow to Array components includes the fol-
lowing aspects:

INRIA
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: process Array2Flow =

: {integer k; type array_type, pattern_type;}
(? array_type a; ! pattern_type p; )

,,,,,,,,,,,,, (| clk_p := Clock{k}("a)

1
2
3
4:
} 5: | id := Seq(clk_p)
s ' 6:
: 7:
8

| p := Extract{array_type, pattern_type}(id, a)

Extract D)
inde; where
a Q Mem inde 3 P 9: event clk_p, integer id;
B 10: process Extract = {type array_type, pattern_type;}

11: (? integer id; array_type a; ! pattern_type p;);

index 12: process Seq =
13: (? event ¢ ! integer id);
14: process Clock = {integer k;}
15: (? event cl; ! event c2; )

16: end; Yprocess Array2Flowy,

Figure 9: Construction of pattern flows from arrays.

1. memorizationin Array to Flow, every incoming array must be made available at every
instant ofc, in order to extract the successive output patterns. SilpjiarFlow to Array,
the incoming patterns must be accumulated locally untikte&pected patterns become
available. Then the output array can be produced.

2. consumption and production rateg both components, we describe the frequencies at
which patterns and arrays are consumed or produced. Thasisdlly captured through
the clock information associated with the correspondiggais.

3. schedulingwe have to ensure the coherency between the pattern flowpedddyArray
to Flowand the one consumed Bjow to Array. Here, we consider a common sequencer
for both components, which decides the right patterns taccheduled every instamt of
the clock associated with a pattern flow.

3.2.2 Construction of pattern flows from arrays

TheArray to Flowcomponent is described by Figlile 9. The illustration giverite left-hand
side is encoded by thes@&NAL program shown on the right-hand side.

Three parts are distinguished. First, tbiEock sub-process (lind in the program) de-
fines the pattern production rate from the input array deshbiea. It basically consists of the
oversampling mechanism specified previously (i.e. proekeSserspl). Then, theExtract
sub-process (liné) is used to memorize an incoming array from which it extraletspatterns
p- Finally, theSeq sub-process (ling) describes in which order patterns are gathered from the
input array. It produces pattern identifieré at the same rate as the evenk_p defined by
Clock. These identifiers are used by tietract sub-process to produce patterns. The pattern
enumeration strategy adopteddaq can be decided from several viewpoints:

e Environmentthe presence of sensors/actuators imposes particulkarsiallowing which
data are received/produced.

 Application in some algorithms, each computation step requires thétsesbtained at
previous steps, hence leading to precedence constratatedretask instances. Operating
modes in some applications are also source of flowis [13].
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16 Gamatié, Rutten, Yu, Boulet & Dekeyser

« Architecture characteristics related to architecture devices suchi@epsor or memory
may also lead to particular scheduling/allocation striateg

1: process Flow2Array =

2: {integer k; type array_type, pattern_type; }

3: (7 pattern_type p; ! array_type a; )

4: (| clk_a := Clock{k}("p)

5: | id := Seq("p)

6 | tmp := Insert{array_type, pattern_type}(id, p)

7 | a := tmp when clk_a

8 1

9: where

10: integer id; event clk_a; array_type tmp;

11: process Insert = {type array_type, pattern_type; }
12: (? integer id; pattern_type p; ! array_type a;);
13: process Seq =

14: (? event ¢ ! integer id);

15: process Clock = {integer k; }

16: (? event cl; ! event c2; )

17: end; %process Flow2Arrayj,

Figure 10: Construction of arrays from a pattern flows.

3.2.3 Reconstruction of arrays from pattern flows

The description of th&low to Arraycomponent (see FiguEgl10) is obtained in a similar way as
Array to Flow. We distinguish similar parts asrray to Flow.

Here, in theClock sub-process, there is no need to use the oversampling msohatiow-
ever, we have to define the instant at which the output arrpyoiduced. This is represented by
the signalc1k_a, which occurs whenever input patterns are received. Every input pattern is
immediately stored in the memorized local artayp within the Insert sub-process. Thgeq
sub-process is the same as previously. It defines the wagrpatire organized within the local
array by indicating the suitable indexd) associated with them.

From the above description, we observe that the parallebanidlized models are correct-
by-construction. They offer the bases to represexs GRD applications from high-level views
(i.e. with a maximal parallelism) to more refined views (ivéth sequential execution). More
generally, one can imagine mixed models that combine thertaaels. These models can there-
fore be considered for further refinements, which take irdooant environment constraints.
This issue is addressed in the next section.

4 Dealing with validation issues

We present how the synchronous models obtained from théqu®section are used to address
design correctness issues forn&ARD models.
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4.1 Synchronizability analysis using affine clocks

We experiment affine clock systems, introduced in Sefi@2on a simple application exam-
ple in order to analyze constraints on data consumption aodijgtion rates.

1R

Px Im
-©-Q1L-R-6-
Figure 11: A hierarchical application model.

In Figure[Tl, we have illustrated aASPARD application, which is dedicated to image
processing. It takes pixels from an infinite array of pixalerfoted byPX), then performs a
treatment on these pixels, and finally produces transfonomegls, which are combined to de-
fine an infinite array of images (denoted by). The application consists of a hierarchical
GAsSPARD model obtained after thieisiontransformation([iL]. The resulting model allows us to
consider flows of input and output arrays in the applicatidere, the inpupl, and outpufp? re-
spectively denote blocks of pixels (represented by arragajculations are performed on such
arrays in the lower layers of the hierarchy. Thia @ ARD description can be straightforwardly
modeled by using exclusively or by combining the serialiaad parallel synchronous models.
So, we rather focus on the analysis of the resulting modeaking into account environment
constraints.

O © S

sensor T display |

Figure 12: Application with its environment.

Let us consider the application from a refined point of viewere its environment is also
modeled. We have to precise how input pixels and output imageproduced. This is typically
what GASPARD cannot currently enable to describe because of its assommti the availability
of the whole infinite array®8x andIm (see Figur€l1l). For a more realistic model of the appli-
cation, we have to take into account external constraintgixel and image production rates.
For instancePx andIm can be respectively seen as the outputssdrasorand adisplay, which
may havea priori different clock rates (see Figurel12). Our initial descdptof the application
can be consequently enhanced by composing its associatedreyous model with models of
sensor and display. The clocs, ca andc; respectively provide the pixel production rate in the
sensor, the bloc computation frequency within the appticaand the image production rate in
the display. The resulting model becomes enough relevare tmonsidered for analysis. From
this model, we can derive the following constraints:
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18 Gamatié, Rutten, Yu, Boulet & Dekeyser

» Cy: cais an affine undersampling of, since every input of the global tagkconsists of
a block of pixels with the same size, mﬂdl) Ca,
e Cy: ¢ is an affine undersampling @f, since images are produced periodically by the

display, from the same number of blocks of pixels (emitted hyc, (L42%0) Gi;

Now, let us consider a given external constra@it, which imposes a particular image pro-

duction rate, denoted by a new clogkfrom cp, such thatcy - cl.

The synchronizability between clocksandc; remains to be established w.r.t. the above
constraints. It can be addressed using affine clock systemsiC;, C; andCs, this synchro-
nizability is checked by using the following property (peakin [18], and now implemented in
the SGNAL compiler):

G+ =

4
didy =ds @)

¢/ and g are synchronizable= {

The steps of the clock, correspond to the paving iterations of the global taskSo, given
some fixed values of the frequency of clodgsandc; (imposed by the application environment)
verifying constrainCs, the wayc, is defined must allow to satisfy Equatidn 4 in order to ensure
the synchronizability betwees) andc;. This issue can be solved quite easily with synchronous
models while it is not possible with & PARD only. The result of this analysis can be therefore
used to adjust paving iteration properties so as to satisfirenment constraints.

Note that in addition to the above synchronizability analythere is similar analysis pro-
posed in lucib SYNCHRONE [B]. However, a notion of periodic clocks is considered éast of
affine clocks. SynchronousASPARD models defined in LCID SYNCHRONE make it possible
to access this facility.

4.2 Other analysis

Among the other available techniques that are very usef@A8PARD applications, we men-
tion performance evaluatiofor temporal validation. In &NAL, a technique has been imple-
mented within its associated design environment, whiabwalto compute temporal informa-
tion corresponding to execution timés]12]. It first consist deriving from a given program
another $GNAL program, termed the “temporal interpretation”, which catgs timestamps
associated with the variables of the initial one. The coedittion of both programs therefore
provides at the same time the value of each variable thaesepit and its current timestamp (or
availability date). These timing information are used tonpuite different latencies allowing
one to calculate an approximation of the program executina.tSuch an evaluation technique
becomes very desirable forASPARD in order to make architecture exploration possible early
within its design flow.

Finally, we mention the possibility to observe the functibimehavior of given @sPARDap-
plications. This is achieved by using the simulation codmmatically generated by syn-
chronous tools from the associated models.

All these features of the synchronous technology combinid @AsPARD facilities pro-
mote a trustworthy design activity for data-intensive aggtlons.
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5 Discussions

The approach presented in this paper exposes our first semulinodeling and validation of
data-intensive applications using concepts of the symaus approach. These results are very
promising. They provide an interesting basis to relate twml& of specification models: the
ARRAY-OL data-parallel language and synchronous dataflow languaesse models offer
altogether powerful concepts to cope with massively pelralbplications. &RRAY-OL is very
expressive and allows to define system architecture wittis @ RD, while synchronous lan-
guages favor formal validation for the trusted design.

In the current status of our approach, the proposed modelapplied after a specific
transformation of &RRAY-OL specifications, called fusion. This permits to build cotfeg-
construction models. However, for generality, it will bedresting to explore how to define
an equivalent model without assuming such a transformaifibis leads to a very challenging
question concerning the link between the fusion and symaus clock calculi. It seems that the
repetition of the task hierarchy resulting from the fusicamsformation in &RRAY-OL matches
the multidimensional time model proposed by Feautfiel [10) the best of our knowledge,
such a time model is not currently available in any synchusrlanguage.

The second challenging issue concerns the introductionaafenautomata in our models.
Existing work [13] identified the basic concepts to be taketo iaccount. In particular, the
granularity of the control, and the fine grain control of tHeand computations, can produce
quite complex models. This is where we will have clocks witladety of conditioned relations,
and transition systems that fully take advantage of the lmymous analysis, compilation, and
verification techniques.

6 Conclusions

In this study, we propose a synchronous model for data-giterapplications within the &s-
PARD environment, which is dedicated to system-on-chip codesitne GASPARD underlying
specification language, #RAY-OL, adopts a particular style where infinite multidimensional
arrays are manipulated. We show how models described usitly & language can be mod-
eled using synchronous dataflow languages. A major advarnisathat the resulting models
enable to formally check the correctness afSPARD models, which is necessary before going
through the next steps of its associated design methoddigy simulation, synthesis). We
illustrate a synchronizability analysis on a simple apgiicn example for correctness issues.
This study is the first attempt to relate explicitly multiddmsional data structures to the syn-
chronous paradigm.

Several issues remain to be explored in future works amamigist:

* investigating the relationship between, on the one hare ARRAY-OL expressiveness
concerning regular massive parallelism, and on the othad kgnchronous clock calculi,
especially when they are extended with affine or periodickdo

« introducing control in QSPARD applications, at different levels of granularity, in order
to exploit synchronous clock calculi and model-checkindiscrete controller synthesis.
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