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Abstract— This paper examines a novel approach for temporal
calibration of a 3D freehand ultrasound (US) system. A localiza-
tion system fixed on the probe gives the position and orientation
of the probe. For quantitative use, calibration is needed to
correctly localize a B-scan in 4D (3D+t) space. Temporal latency
estimation is defined in a general robust formulation using no
specific probe motion constraints. Experiments were performed
on synthetic and real data using a 3D freehand ultrasound system.
The achieved precision is lower than the image acquisition rate
(40ms). A validation study using a calibration phantom has been
performed to evaluate the influence of incorrect latency estima-
tion on the 3D reconstruction procedure. We showed that for
latency estimation errors less than40ms, the 3D reconstruction
errors are negligible for volume estimation.

Index Terms— 3D Freehand Ultrasound, Temporal Calibration

I. I NTRODUCTION

Conventional ultrasound exams are limited by 2D viewing,
and follow-up studies are not easily reproducible [1]. 3D
ultrasound imaging overcomes these limitations and allows
quantitative accurate morphometric studies. One of the most
flexible solutions for 3D ultrasound is a 3D freehand system
[2]. This solution consists of fixing a localization system on the
probe, which continuously gives the position and orientation of
the probe [2], [3]. In this paper, we consider thus this type of
acquisition system. The localization system can be magnetic,
optic, acoustic or mechanical [1]. Knowing positions and
orientations of each B-scan, a 3D image can be reconstructed.

Calibration is required to correctly localize a B-scan in 4D
(3D+t) space and includes temporal and spatial calibration.
The aim of temporal calibration is to match the position
information with the echographic frames. Spatial calibration
consists of determining the transformation between pixelsin
the US image and points in the 3D space [3], [4]. Calibration
is crucial because it has a significant impact on the quality of
the reconstruction. In addition, the calibration procedure has
to be as easy as possible to work in a clinical context, i.e., it
needs to be automatic, user friendly, easy to operate, robust
and fast.

Temporal calibration, which is the focus of this work,
consists of estimating the latency between the position sensor
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timestamps and ultrasound image timestamps. Temporal cal-
ibration depends on the experimental setup, including video
grabber and PC used, echographic machine and video transfer
format, position sensor and transfer rate, image quality ofthe
phantom used for calibration. Therefore, temporal calibration
is specific to each experimental setup. Temporal calibration
has previously been achieved by estimating the latency using
visual criteria for augmented reality [5]. Jacobs et al. [5]
have shown that the latency estimation is a crucial problem.
Their system is composed of an ultrasound probe held with
a mechanical arm and a virtual reality helmet tracked by a
magnetic sensor. For images acquired at 10Hz, the measured
latency was220ms.

In freehand 3D ultrasound, the StradX software [3] is
considered as one of the state-of-the-art approaches. It en-
compasses two temporal calibration methods. The principleis
to match changes appearing in ultrasound images and changes
in position data. The first method is based on break detection
while the second method uses parametric regression [6].

Finally, Nakamotoet al. [7] proposed a temporal calibration
method using a point based phantom. Latency estimation is
performed with a least-square minimization of the distance
between the phantom point and the estimated position of this
point.

For 3D quantitative studies, temporal calibration is needed
if latency is significant. The method suggested by Nakamoto
seems to provide a reliable estimate of latency. However,
point based phantoms are not easy to use. The plane phantom
is attractive because it is very simple to build and easy
to use. From our experience, StradX line detection can fail
for noisy sequences. The motivation of this work is two-
fold: firstly, we propose an alternative method to solve the
latency estimation problem. Our method uses a robust and
automatic line detection algorithm and a general formulation
of the latency problem estimation for 3D freehand ultrasound.
Secondly, we aim at estimating the impact of temporal mis-
calibration on 3D quantitative measurements.

II. M ETHOD

With the aim of proposing a simple and automatic temporal
calibration, we have chosen to use a plane phantom. Figure 1
shows this phantom which consists of a plexiglas plate in a
water bath. This type of phantom is easy to build and to use.



Line extraction is performed using an automatic and robust
algorithm [4]. A general formulation of latency estimationis
proposed in order to handle any image sequences without any
probe motion constraints. The basic idea of this work is to fit
a parametric model to the position signal and the position of
extracted lines. We then estimate a temporal calibration that
matches the break detections in these two signals.

(a) (b)

Fig. 1. In (a), plane phantom used to estimate temporal latency; in (b),
typical ultrasound image of the phantom.

A. Line Detection Algorithm

This work is built on our previous work where we presented
a reliable line detection method [4]. In each B-scan, we
extract points of interest belonging to the line produced by
the water bath, using gradient and luminance information. The
consistency of the extraction is checked successively using 2D
information (Hough transform) and 3D information (spatio-
temporal continuity of the point set).

To reject outliers in each image , the Hough transform is
used to extract lines in ultrasound images [8]. The estimated
line is defined with the following equation:x cos θ + y sin θ−
ρ = 0, whereρ is the length of a normal from the origin to
this line andθ is the orientation ofρ with respect to the X-axis
in the B-scan. A distance criterion between the estimated line
and the point set is used to reject possible outliers.

(a) (b)

Fig. 2. Evolution of the line parameters estimated using the Hough transform.
(a): cos θ

sin θ
and (b): −ρ

sin θ
.

Continuity of probe motion should lead to a smooth vari-
ation of line parameters. Using the assumption of spatio-
temporal continuity of the point set, we reject images where
the line extraction is not correct. We use a parametrizationof
the line using a couple of parameters( cos θ

sin θ
, −ρ

sin θ
). Figure 2

plots the couple evolution for a sequence. First, B-spline ap-
proximation of the evolution of line parameters is performed.
Let T = {τi, i = 1 . . . , n} denote the knot set. Am order
B-spline is defined as [9]:

Bi(t) = (τi+m+2 − τi)

m+2
∑

j=0

(

(τi+j − t)m+1
+

∏m+2

l=0:l 6=j(τi+j − τi+l)

)

with

(τi+j − t)m+1
+ =

{

(τi+j − t)m+1 if t ≤ τ
0 if t > τ.

The approximation model is the following:Yi = g(ti) +
Wi, with g(ti) =

∑q+1

j=0
βjBj(ti) where Yi is the raw

signal,g is the regression spline,Wi are independent random
variables andBj are the B-splines. In our case, we used cubic
B-splines (m = 3) with equidistant knots. Then, in order
to reject line outliers, a statistical test is performed on the
differences between these approximations and line parameter
evolutions.

This line detection algorithm has been used previously for
spatial calibration [4] and has been shown to be reliable and
robust.

B. Latency Estimation

The latency is estimated by matching the position sensor
signals with the line parameters. Figures 2 and 3 show
evolutions of line parameters and positions provided by the
localization system throughout an image sequence. Using
a plane phantom, some degenerate motion is possible, i.e.
motion that will not lead to a variation of the plane seen in
the images. For instance, a rotation around the probe depth
axe will cause little change in the images. However, this
assertion is not symmetric: a significant change of the line
position in the image surely corresponds to a variation of the
probe motion. We will exploit this asymmetry and match line
position ruptures with changes in the signal position.

Fig. 3. The position sensor signal (3 translations and 3 rotations).



We detect changes in both signals (image signals and
position signals) and match them. For the image signals,
two features are available: the slope and the intercept. We
experienced that the intercept signal−ρ

sin θ
is less noisy and

variations are larger than for the signalcos θ
sin θ

related to the
line slope. Therefore we will retain the intercept and denote
sr = −ρ

sin θ
the “reference signal”. The latency estimation is

carried out by matching extrema of the position signals with
the extrema of the reference signal.

Let sr denote the reference signal andspi the position
sensor signals,i ∈ {1, . . . , 6} (3 translations and 3 rotations).
Let G be the point set for which gradient ofsr is zero:
G = {x, dsr

dt
(x) = 0}. Latency L is estimated so as to

minimize the sum of gradient for the points inG. We thus
minimize:

L = arg min
u

∑

x∈G

6
∑

i=1

(

dspi

dt
(x + u)

)2

(1)

The position sensor signals and reference signal are noisy.
A Gaussian filtering is applied to remove high frequency
variations (standard deviationσ = 1). Then each signal is
approximated using B-splines. Accurate gradient estimation
is performed using the analytical formulation of every signal
obtained from B-spline parametrization. Figure 4 illustrates
the filtering procedure and the zero gradient point extraction
for the reference signal. The continuous parametrization of the
signals allows the estimated latency to be lower than the image
acquisition rate.

Fig. 4. Reference signal smoothing and zero gradient point extraction. (a):
raw reference signal, (b): smoothed reference signal and break detection. We
manage to detect accurately the major (or relevant) signal changes.

As outliers may perturb the latency estimation, robust

estimators are introduced in order to reject points with high
gradient value for all position signals. The robust formulation
takes into account only the position signals which take part
into the visible changes in the image and thus in the reference
signal variations. We chose to use M-estimators for their
proven effectiveness. Lety = {yi, 1 ≤ i ≤ m} be the data set
with yi = f(θ, xi)+ri. Parametersθ are estimated taking into
account the dataxi and the noiseri. The principle of these
estimators consists of minimizing the sum of the residuals:θ̂ =
arg minθ E(θ) with E(θ) =

∑

i ρ(yi−f(θ, xi)). The function
ρ is called M-estimator. Additional details about properties of
M-estimators can be found in [10]. Six weights are therefore
attributed to each point (one weight for each position signal).
In practice, the parameter of the robust functionσ is fixed
arbitrarily at 5. We experienced that the method leads to
comparable results for a large range of variation of parameter
σ.

In addition, we introduce a confidence measure for the
points of interest. Basically, we aim at retaining only peaks, i.e.
points that are significantly informative. This is motivated by
the complexity of the image sequences (noise and low frame
rate). A quality measure of the points of interest is proposed
to improve the robustness and is defined as:

q(x) =
1

n

n
∑

i=1

(

dsr

dt
(x) −

dsr

dt
(xi)

)2

where xi is a neighbor ofx, n is the number of neighbors
considered (typically,n = 6). The largerq(x), the more
interestingx. A small q(x) corresponds to a flat area which is
not relevant for matching. The zero gradient point selection is
carried out by retaining only points for which theq value is
large, corresponding to ”peaks”. The threshold is a percentage
of the set of the extracted points of interest.

III. E XPERIMENTS

A. Synthetic Data

To generate synthetic data, let us consider a reference
signal (line intercept parameter) extracted from a real sequence
composed of800 images. A rupture of the reference signal (x
(i.e. x ∈ G)) surely corresponds to a rupture of the position
signal. From this reference signal, several position signals are
simulated as follows:

Several points belonging toG are randomly chosen. The
percentage of chosen points is calledtc. In order to preserve a
zero gradient for these points, the latter and their neighborhood
are not modified. The other points of the curve are disturbed
with trigonometrical functions. Figure 5 illustrates the result
obtained by preserving 20 % of points belonging toG.

For these experiments, the latency is zero. The figure 6
illustrates the cost function variation with a fixed value of
tc (tc = 10%) for different random position signals. The
cost function (see equation 1) at zero may only be a local
minimum. This is due to the nature of the cost function: for
a given current estimate of the latencyl, the cost is the sum
of all signal gradients at points(x + l). However, a signal
rupture (i.e., a point x in the setG) might not correspond to
a rupture for the six position signals. One or more non-zero



Fig. 5. Synthetic position sensor position (gray) generated using a reference
signal (black). Zero gradient points detected are illustrated with stars.

partial derivatives of the signal might cause the presence of
local minima.
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Fig. 6. Top: cost function variation with a fixedtc value (tc = 10%)
according to random position signal. Abscissa: latency. Each cost function
curve corresponds to one simulation.

The robust formulation allows us to overcome this critical
difficulty. Figure 7 illustrates the cost function variation by
using M-estimators withtc equal to 10%. A global minimum
is now clearly defined, even with lowtc.

The latency domain of interest is relatively small:[−1s, 1s].
For a maximum acquisition rate set to 25 images per seconds,
this interval corresponds to 50 images. A very rough initializa-
tion is obtained by a rapid exhaustive search. Accurate latency
is then estimated using Powell’s optimization algorithm [11].

B. Real Sequences

A Sonosite180PLUS ultrasound machine (Bothell, USA)
and aC60/5−2 curved probe (depth12cm) were used for the
experiments. The probe was tracked using an electromagnetic
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Fig. 7. Cost function evolution w.r.t. latency with a fixedtc value (tc = 10%)
using robust estimator according to random position signal.Each cost function
curve corresponds to one simulation.

Bird system (Ascension Technology Corporation, Burlington,
USA) mounted on it. The ultrasound B-scans were acquired on
a Linux PC using a mvDELTA (Matrix Vision, Oppenweiler,
Germany) acquisition video card. The StradX software [3] was
used to acquire images and 3D position data provided by the
Bird system.

We evaluated our algorithm using two types of sequences
called “vertical translational” and “rotational”. The first se-
quences are oscillation sequences obtained by maintainingthe
probe perpendicular to the plane phantom and by applying an
oscillatory vertical motion. This is similar to the type of se-
quence needed for the StradX calibration facility. “Rotational”
sequences are obtained by applying an oscillatory rotation
(rotation around the axis perpendicular to the ultrasound
imaging plane). In both cases, The acquisition rate was25Hz
i.e., the time between two images is40ms. For each motion,
20 image sequences were acquired.

The figure 8 shows that even using simple “oscillation”
sequences, the line extraction stage can be difficult. In par-
ticular, the contrast of the plane in the ultrasound image
decreases when the motion magnitude increases. The robust
line extraction was able to handle this type of sequence.

(a) (b)

Fig. 8. Ultrasound images of an “oscillation” sequence. (a): first image, (b):
image acquired with a vertical probe motion.

The proposed method was compared with the StradX tem-



poral calibration method [3]. A temporal calibration of StradX
is based on5 estimates (i.e.,5 image sequences). In this work,
50 image sequences were used and the solution retained for
each sequence. Results are presented in table I.

TABLE I

TEMPORAL CALIBRATION (LATENCY IN ms) WITH THE PROPOSED

METHOD (“ TRANSLATIONAL” AND “ ROTATIONAL” SEQUENCES) AND THE

STRADX CALIBRATION RESULTS). THE FIRST TWO ROWS PRESENT THE

RESULTS FOR A GIVEN MOTION TYPE. THE THIRD ROW PRESENTS THE

RESULTS OF ALL SEQUENCES, WHILE THE LAST ROW PRESENTS THE

STRADX RESULTS. THE PROPOSED METHOD IS MORE ROBUST AND LEADS

TO A LOWER STANDARD DEVIATION OF THE ESTIMATES.

method mean median std. dev. bounds
“translation” seq. −17.7 −17.0 20.0 [−74, 12]
“rotation” seq. −22.9 −23.6 15.8 [−48, 7.6]
All sequences -20.4 21.2 18 [−74, 12]

StradX −4.1 −2 30.8 [−160, 52]

Estimated latency is small and lower than the image acqui-
sition rate (40ms). The latency is negative which means that
the ultrasound images were received after the position sensor
signals. The proposed method is more robust and leads to a
lower standard deviation of the estimates. Figure 9 presents the
histograms of the estimates with our method and the StradX
method. The estimation bias is lower for the proposed method.
The mean estimated latency is slightly different for the two
methods. The difference is approximately16ms, which is well
below the time difference between two images of the sequence
(40ms). This difference is not related to the way images were
acquired, since the StradX software was used in both cases.
We suspect that a slight error in line extraction might be the
cause of such an error.

(a) (b)

Fig. 9. Histograms of the latency estimates with the proposed method (a) and
the StradX method (b). The bias of the estimation is lower with the proposed
method. In addition, the true temporal calibration is negative in our case,
since images arrive after the position signal (the magnetic position sensor has
a much higher rate as the ultrasound machine).

IV. D ISCUSSION

A. Validation

The estimated latency of our 3D freehand ultrasound system
is lower than 40ms (image acquisition rate). It appeared
more complex to estimate latency using “spatial calibration”
sequences and this for two reasons. Firstly, the probe motion

is less constrained for a “spatial calibration” sequence. The
probe motion changes may not be clearly detected. The
second reason refers to the image acquisition rate. Considering
an acquisition rate equal to 25 images per second and an
acquisition time of 30s, the size of a “spatial calibration”
sequence is approximately equal to200MB. This volume of
data is significant whereas the acquisition time is short. Then,
the image acquisition rate is set to 5 images per second for
spatial calibration sequences. This under-sampling obviously
downgrades the latency estimation.

B. Latency influence on 3D freehand ultrasound accuracy

The estimated latency of our 3D freehand system is low, but
is it negligible? To evaluate latency influence on reconstruction
accuracy, a 3D US calibration phantom was scanned (CIRS,
model 55. http://www.cirsinc.com). A test object with known
volume provided by the manufacturer (6.6162mm3), was
reconstructed. Figure 10 shows one B-scan of the phantom.
Therefore, we compared the volume given by the manufacturer
with the estimated volume for different latency values. For
image acquisition of this phantom, the depth was10cm, and
two different probe motions were used: translational motion
and fan-like motion. The image acquisition rate used was 25
images per second. Volume estimation was performed using
the manual segmentation tool of StradX. Spatial calibration
was done using the method described in [4].

(a) (b)

Fig. 10. Validation with calibration phantom. (a): Image of phantom B-scans,
(b): Latency influence on volume estimation (depth10cm).

We simulated errors in latency estimation up to−240ms.
3D volumes were reconstructed with this temporal mis-
calibration. Figure 10 shows the impact on volume estimation.
Small latencies (about−40ms) do not disturb in a significant
way the volume estimation. Such a result could be predicted
because during acquisitions, the probe motion was very slow.
Norms of the translation vector between two images are
approximately equal to0.2mm, which is lower than the
localization system precision. These experiments show that a
small latency about40ms does not introduce a significant error
into volume estimation procedure. However, Jacobs reported
a latency of220ms [5]. Our study shows that such a large
mis-calibration causes an inaccuracy of5% on the 3D volume
estimation and cannot be neglected.



C. Conclusion

We proposed a new approach for temporal calibration for
3D ultrasound systems. The formulation of latency estimation
is very general and does not introduce any constraints on probe
motion. Latency estimation is stated as a robust minimization
issue. Experiments have shown that accurate latency estima-
tion is preferably conducted using ”oscillation” sequences.
Experiments have shown that inaccurate latency estimation
may induce significant errors in 3D reconstruction.

A future direction is the possibility to perform jointly the
temporal and spatial calibration. In effect, this would provide
a simple calibration procedure easy to use for 3D freehand
ultrasound.
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