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Abstract— In this work, we propose to use parametric models
for the estimation of arterial tree input impedance. The results
of this new method are compared with those of the standard
method based on the Fast Fourier Transform (FFT). The
comparison is first made with pressure and flow measurements
on a calf, then with human blood pressure measurements com-
pleted by blood flow data simulated from a soliton+windkessel
model. The input impedance is calculated both at aorta and
finger. As illustrated by the numerical results, the advantage
of the proposed parametric method is its smooth impedance
estimations, whereas the standard FFT method yields more
disturbed results.

I. INTRODUCTION

Nowadays, the cardiovascular diseases constitute one

of the most important causes of mortality in the world.

Therefore, many studies have been devoted for modeling

the cardiovascular system in order to understand and assess

the behavior of this complex system both in normal and

pathological cases and to develop efficiency diagnosis

methods.

Like the electrical impedance defined for electrical

circuits, the vascular impedance describes the relation

between the arterial pressure and flow in a vessel. There

are three kinds of vascular impedances [3], [9], [22] : (a)

longitudinal impedance which describes the relation between

the pressure drop in a vessel and the flow ; (b) the input

impedance which is obtained by the blood pressure and

flow measurements at the same point of the vessel ; (c) the

impedance of the aorta called the characteristic impedance.

Impedance is a convenient concept for the description

of linear dynamic systems through the input-output

relationship. By studying the input impedance of the

systemic circulation, it is implicitly assumed that the linear

relationship is an sufficient approximation for the purpose

of the study [13], [24]. Indeed this method has led to

fruitful results for studying the characteristics of systemic

arteries and the effect of physiological and pathological

conditions of the arteries on the left ventricle. It can also

provide information about the physical state of the arteries,

an assessment of the external ”after load” faced by the

left ventricle and complete data for calculating the external

work of the ventricle [13]. Changes in the systemic input
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impedance and the characteristic impedance were related

to many factors such as pathological conditions and age [13].

Both frequency techniques and time domain methods have

been proposed for input impedance estimation [6], [7], [9],

[21], [22]. The standard approach is based on the Fourier

analysis [9], [13], [15], [19], [24]. Blood pressure and

flow are expressed as a linear superposition of sinusoidal

waveforms using Fourier Transform. Only few harmonics

are necessary for a good description of these waveforms.

In this article, we propose to calculate the vascular input

impedance by using parametric models. In particular the

ARMAX (Auto-Regressive Moving Average eXogenous

input) and OE (Output Equation) models will be used.

The main advantage of the model-based approach is the

estimated smooth impedance. It also offers the possibility

to choose noise models. In section II, we will briefly

recall the basic principles of the Fourier analysis, and then

in section III we will present the model-based method.

Section IV contains the numerical results established from

measured data. Finally, a discussion comparing the two

approaches is presented in section V.

II. INPUT IMPEDANCE COMPUTED BY FFT

The relation between the arterial pressure and flow can

be illustrated by Fig.1 where the arterial flow Q(t) and

pressure P (t) are respectively considered as the input and

output, Zin(t) denotes the impulse response of the system.

Assume that this system is linear and time invariant, then

P (t) = Zin(t) ∗ Q(t), (1)

where “*” denotes the convolution. Let Q̂(ω), P̂ (ω) and

Ẑin(ω) be respectively the Fourier transforms of Q(t), P (t)
and Zin(t), then equation (1) is simply written in the

frequency domain as

P̂ (ω) = Ẑin(ω)Q̂(ω), (2)

Fig. 1. Vascular input impedance.



The frequency domain notation Ẑin(ω) is also known as the

impedance of the system. Q̂(ω), P̂ (ω) and Ẑin(ω) are all

complex functions of the frequency ω. Usually Ẑin(ω) is

represented by its modulus |Ẑin(ω)| and its phase φ(ω) :

Ẑin(ω) = |Ẑin(ω)| exp (iφ(ω)). (3)

For each harmonic, the impedance modulus is given by the

ratio of the amplitudes of the pressure and flow harmonics

and the phase angle by the difference between their phases :

|Ẑin(ω)| =
|P̂ (ω)|

|Q̂(ω)|
, (4)

φ(ω) = φP (ω) − φQ(ω). (5)

We notice that the phase is negative when the flow leads

the pressure.

To calculate the pressure and flow harmonics Q̂(ω)
and P̂ (ω), typically the Fast Fourier Transform (FFT) is

used. About 20 harmonics are usually sufficient for a good

reconstruction of the pressure and flow signals.

Many studies have estimated the input impedance of the

systemic circulation, the femoral artery and the pulmonary

artery for dogs [2], [14], [15] and for men [10], [11],

[13]. The forcing impedance which relates the ventricular

pressure to the aortic flow was also estimated for dogs in

[1] and the results were compared to the input impedance

of the systemic tree. In [12], [16], [23], it has been

studied the input impedance in different physiological and

physiopathological conditions.

From the systemic input impedance, it is possible to find

the peripheral resistance which is the value of the modulus

at frequency zero and the characteristic impedance which is,

in general, estimated by averaging the impedance modulus

at high frequencies. Mean aortic pressure divided by mean

aortic flow only gives information on peripheral resistance

if, over the period of determination, the peripheral resistance

does not vary.

After having calculated P̂ (ω) and Q̂(ω) by using the

FFT, the modulus and phase of the impedance can be

computed, at each frequency, following equations (4) and

(5). In section IV, we will present results for the input

impedances at aorta level for a calf and at aorta and finger

levels for a human.

Remark that the model (1) (or (2)) has been formulated

under the assumption of a perfect linear relationship. In

reality this model is only approximatively true, because

of measurement errors and the nonlinear behavior of the

system. When the computed impedance Ẑin(ω) is truncated

to keep the lowest frequencies only, the result is equivalent

to the application of a low-pass filter. In other words,

such an approach assumes that modeling and measurement

uncertainties are located at high frequencies only. In practice,

uncertainties appear also in lower frequencies, therefore the

truncated impedance often exhibits irregularities.

III. PARAMETRIC MODELS FOR IMPEDANCE

ESTIMATION

In order to improve the irregular aspect of impedance

estimation, in this section we propose a model-based

estimation method. Inspired by the theory of linear system

identification [8], ARMAX (Auto-Regressive Moving

Average eXogenous input) and OE (Output Error) models

will be considered. The use of such models implies two

choices : rational approximation of the impulse response (or

transfer function) and rational approximation of modeling

and measured uncertainties (generally called noises as in

the system identification literature). System identification

generally consists of the following steps :

– Collecting input/output data.

– Choosing model structure.

– Adjusting the model parameters with a chosen cost

function.

For a brief recall of linear system identification with

parametric models, let us follow the typical notation of the

literature : u(t), y(t) and e(t) are respectively the input, the

output and a white noise in discrete time. Though usually

the input and output signals are continuous functions of

time (like Q(t) and P (t)). With digital signal processing

techniques, continuous time signals are typically sampled

at discrete time instants. For presentation simplicity, let us

assume the sampling instants t = 1, 2, 3, . . . . Let q be the

shift operator, i.e qu(t) = u(t + 1) and q−1u(t) = u(t− 1).
Define the polynomial operators :

A(q) = 1 + a1q
(−1) + · · · + anaq(−na),

B(q) = b1q
(−1) + · · · + bnbq

(−nb),

C(q) = 1 + c1q
(−1) + · · · + cncq

(−nc),

F (q) = 1 + f1q
(−1) + · · · + fnfq(−nf),

D(q) = 1 + d1q
(−1) + · · · + dndq

(−nd),

where ai, bi, ci, fi and di are constant coefficients and na,

nb, nc, nf and nd are the degrees of the polynomials. With

these notations, the most commonly used parametric models

are :

1) ARX (Auto-Regressive eXogenous input) : it is used

when the structure has an input excitation, which is

the blood flow in our case. The basic equation for the

ARX model is given by :

y(t) =
B(q)

A(q)
u(t) +

1

A(q)
e(t). (6)

The first term at the right hand side of this equation

involves the transfer function from the input u(t) to



the output y(t) and the second term corresponds to

the noise model. The input/output and noise/output

transfer functions have the same dynamic. Therefore,

in this model there is no flexibility for the choice of

the noise transfer function. Nevertheless, this model

is frequently used for its simple estimation algorithm.

2) ARMAX (Auto-Regressive Moving Average eXoge-

nous input) : this model is often the preferred model

since it gives extra flexibility to handle disturbance

with its C polynomial. The basic equation for the

ARMAX model is given by :

y(t) =
B(q)

A(q)
u(t) +

C(q)

A(q)
e(t). (7)

This model has a more flexible noise transfer function

with the free C(q) polynomial, compared to the ARX

model.

3) OE (Output Error) described by the following equa-

tion :

y(t) =
B(q)

F (q)
u(t) + e(t). (8)

This model assumes that the only uncertainty is an

additive white noise, typically measurement noise.

4) BJ (Box & Jenkins) which is given by :

y(t) =
B(q)

F (q)
u(t) +

C(q)

D(q)
e(t). (9)

This model offers a better flexibility for noise transfer

function, with free denominator and numerator

polynomials.

The use of a rational transfer function (of moderate order)

implies a regularity assumption. Consequently, the resulting

impedance estimation has a smooth aspect, which will be

illustrated in the following section.

In our study, we will focus on the use of ARMAX and

OE models. So we propose to derive the transfer function

Ẑin(ω) of the system described in Fig.1 using ARMAX and

OE models and to compare the results to those obtained

using the FFT approach.

Assume that P (t) and Q(t) are respectively the pressure

and flow data. We suppose that the relation between P (t) and

Q(t) can be described first by an ARMAX model then by

an OE model. Therefore, we must identify the polynomials

defining these structures. One of the most important aspects

of the use of these models is the selection of the model

order. Much work has been done by various investigators on

this problem and many experimental results have been given

in the literature. The purpose is to get a simple model that

depends on small number of parameters and which describes

the input/output behavior of the system well. The ARMAX’s

and OE’s equations in this study are given respectively by :

P (t) =
B(q)

A(q)
Q(t) +

C(q)

A(q)
e(t), (10)

P (t) =
B(q)

F (q)
Q(t) + e(t), (11)

A(q), B(q), C(q) and F (q) are polynomials which must be

identified.

After the determination of the different degrees and

coefficients, we calculate the frequency response of the

transfer function which is the corresponding impedance.

The results are illustrated in the next section.

IV. NUMERICAL RESULTS

Calf pressure and flow measurements in the descending

aorta where used. We also used blood pressure measurements

for human at aortic and finger levels. The pressure at the

finger has been measured using the FINAPRES device [20]

and the aortic pressure has been measured using a catheter

(invasive method). The human flow has been simulated with

a soliton+windkessel model [4], [5].

The parameters of the predictive models were estimated

using the MATLAB toolbox for identification. The

identification may be done either by writing commands

or by using the graphical user interface of the System

Identification Toolbox. The graphical user interface is

started by writing at the command prompt ident. To get

more reliable results, it is useful to split the data into two

sequences ; one for identification and one for verification.

The commands ARMAX and OE can be used to estimate

respectively the ARMAX and OE models. Matlab uses

the least squares algorithm update the model parameters.

The least square algorithm takes the model structure and

input/output data from the process and estimates the model

parameters. The degrees of the different polynomials of the

ARMAX and OE models are presented respectively in the

tables (I) and (II).

TABLE I

ARMAX MODEL

ARMAX na nb nc result (%)

Human aorta 2 2 1 85.47%

Human finger 2 2 2 90.87%

Calf aorta 4 4 3 90.26%

TABLE II

OE MODEL

OE nb nf result (%)

Human aorta 2 2 86.29%

Human finger 2 2 91.91%

Calf aorta 4 5 94.37%



We notice that a two degree model is sufficient for a

good reconstruction of the human pressure. This result is in

agreement with the 4-element windkessel model [18]. For

the Calf data, we obtain a fourth order model.

The figures (2)-(16) illustrate the reconstructed pressure

and the input impedance using the FFT approach, the

ARMAX and OE models at calf aorta, human aorta and at

human finger respectively.

We notice that the shape of the input impedance obtained

are similar to the examples published previously [9], [13],

[15]. The modulus is high at low frequencies then decreases

rapidly to be constant at higher frequencies. On the other

hand, the phase is negative at low frequencies (denoting

that flow leads pressure) and increases at higher frequencies

[9], [13].

The shape of the input impedance can be explained

by the windkessel theory [17], [22]. For a resistant flow,

the phase angle is zero and the amplitude constant. For

a compliant artery, the flow is advanced with respect to

pressure, it behaves like an integrator with a decrease in the

amplitude and a phase equals to -90˚. For an inertance, the

flow is delayed, the amplitude increases and the phase is

equal to +90˚. In the case of large arteries like aorta where

we define the characteristic impedance, the mass effects

and compliance interact in such a way that the pressure and

flow waves are in phase and their ratio is constant. This

means that large vessels behave like a resistance.

The estimated input impedances by the two approaches

look very similar at the finger level but some differences are

noticed at aorta particularly in high frequencies. This can

be due to the errors of measurements. It is noticed also that

the parametric models give smooth estimation comparing to

the FFT-based approach.

V. CONCLUSION

Because the concept of impedance has been originally

defined in the frequency domain, it is natural to use FFT for
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Fig. 2. Reconstructed calf pressure at the aorta level using the FFT
approach.
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Fig. 3. Reconstructed calf pressure at the aorta level using an ARMAX
model.
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Fig. 4. Input impedance at the calf aorta : ARMAX and FFT approaches.
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Fig. 5. Reconstructed calf pressure at aorta level using an OE model.
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Fig. 6. Input impedance at calf aorta : OE and FFT approaches.
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Fig. 7. Reconstructed human pressure at the aorta level using the FFT
approach.
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Fig. 8. Reconstructed human pressure at the aorta level using an ARMAX
model.
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Fig. 9. Input impedance at human aorta : ARMAX and FFT approaches.
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Fig. 10. Reconstructed human pressure at the aorta level using an OE
model.
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Fig. 11. Input impedance at human aorta : OE and FFT approaches.
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Fig. 12. Reconstructed human pressure at the finger level using the FFT
approach.
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Fig. 13. Reconstructed human pressure at the finger level using an ARMAX
model.
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Fig. 14. Input impedance at human finger : ARMAX and FFT approaches.
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Fig. 15. Reconstructed human pressure at the finger level using an OE
model.
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Fig. 16. Input impedance at human finger : OE and FFT approaches.

its estimation. However, due to modeling and measurement

uncertainties, the impedance estimated by FFT has an

irregular aspect. The application of frequency domain

filtering (with low-pass or band-pass filters) corresponds to

the truncation of certain frequency components, thus not

efficient in presence of large band disturbances. On the

other hand, the model-based methods produce more smooth

impedance estimation and provides a simple interpolation

for continuous spectral estimation. However, this method is

more time consuming than the FFT based method.
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