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Abstract. In this paper, we present an evolutionary approach to dis-
cover candidate haplotypes in a linkage disequilibrium study. This work
takes place into the study of factor involved in multi-factorial diseases
such as diabetes and obesity. A first study on the linkage disequilib-
rium problem structure led us to use a genetic algorithm to solve it.
Due to the particular but classical evaluation function given by the bi-
ologists, we design our genetic algorithm with several populations. This
model lead us to implement different cooperative operators as mutations
and crossovers. Those mechanisms have their probabilities of applica-
tion which are set adaptively. In order to introduce some diversity, we
also implement a random immigrant strategy and to cover up the cost
of the evaluation we parallelize it in a master / slave model. Different
combinations of the presented mechanisms are tested on real data and
compared in term of robustness and evaluation cost. We show that the
most complete strategy is able to find the best solutions and is the most
robust.

1 Introduction

Using single-nucleotide polymorphisms (SNPs) is currently a major way in the
search for genes involved in complex diseases. In order to find candidate hap-
lotypes of SNPs for multi-factorial diseases such as diabetes and obesity, we
develop a study with the multi-factorial Disease Laboratory of Lille (France).
In this study, we have to look for disease-associated haplotypes in a very large
number of loci on different chromosomes. This generates a lot of data.

On a previous study of the problem structure [5], we have shown that classical
algorithms are not adapted to deal with this search and that it is paramount to
develop a method which is able to deal with a very large search space and which
have a good exploration potential.

In this work, we propose to solve this problem with a dedicated genetic algorithm
which is based on several subpopulations because of the biological problem. This
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particular model lead us to use cooperative operators which are set adaptively.
As the evaluation process imposed by biologists is time consuming, we also pro-
posed a parallel implementation.

This paper is organized as follows. The second section of this paper will give
some biological definitions, presents the data and the biological problem with
its particular evaluation function. In the third section, the dedicated genetic
algorithm and its specificities will be presented. Then, the fourth section will
present results obtained thanks to this algorithm. Finally the conclusion will
give indications about exploitation of the results.

2 The biological problem

This work deals with the linkage disequilibrium for multi-factorial diseases and
in particular with the studies of factors that are implied in diseases such as
diabetes and obesity. We will firstly introduce some notions of biology [1, 9] that
are necessary to understand the problem and show what kind of data we have
to exploit. Then we will formulate the biological problem.

2.1 Definitions and Data

Genetic markers are alleles of genes, or DNA polymorphisms, that are used as
experimental probes to keep track of an individual, a tissue, a cell, a nucleus,
a chromosome, or a gene. Stated another way, any character that acts as a
signpost or signal of the presence or location of a gene or heredity characteristic
for an individual in a population. There are 4 chromosome changes that do
occur from generation to generation, and these are known as markers: indel,
snips (SNP’s), micro-satellites and mini-satellite. In our case we are interested
in single nucleotide polymorphisms (SNPs).
SNPs are DNA sequence variations that occur when a single nucleotide (A,T,C,
or G) in the genome sequence is changed. Most SNPs, actually about two of every
three SNPs, involve the replacement of cytosine (C) with thymine (T). SNPs
occur every 100 to 300 bases along the human genome. SNPs are stable from
an evolutionarily standpoint —not changing much from generation to generation
—making them easier to follow in population studies.
Data available for our study are, for all the individuals that have been examined,
the form of all their SNPs and their status (affected / not affected) (see table 1).
Then in order to discover associations between SNPs and the disease, we know
for all the SNPs the mean frequency of each alternative (1 and 2) (see table 2).
An haplotype is a set of closely linked alleles (genes or DNA polymorphisms)
inherited as a unit and is a contraction of the phrase "haploid genotype”. Differ-
ent combinations of polymorphisms are known as haplotypes. Two reasons lead
us to use multi-locus analysis. First, haplotype are more specific of the ancestral
chromosome where the mutation occurred. Moreover, it is possible that several
loci (SNPs) have an effect on the disease risk.
Two alleles are said in linkage equilibrium if for all SNP A and SNP B which



Table 1. Data on individuals.

|Individual SNP|[|[SNP;|..[SNP,| STATUS ]

IND,; 11 |...| 22 |Not affected
IND, 11 |[...] 12 Affected
INDy 12 |...] 22 |Not affected
IND; 11 |...| 22 Unknown

Table 2. Frequencies of SNPs. Table 3. Disequilibrium between SNPs.

[SNP|[Freq. of 1[Freq. of 2] [SNPL[SNP;[[Disequilibrium]

1 0.997 0.003 1 2 -1.00
2 0.856 0.144 1 3 0.67
n-1 0.576 0.424 n-1 n 0.42

n 0.389 0.611

are between these two loci the frequency of the haplotype AB is equal to the
product of the frequencies of the SNPs A and B. In the other case, we will talk
about linkage disequilibrium.

For example, let us compute the linkage disequilibrium for HLA (Human Leuko-
cyte Antigen). The HLA has four markers (A, B, C and D) that have several
forms. Let the frequencies F(HLA — A) and F(HLA — C) be the frequencies
for markers A and C of HLA. F(HLA — A) = 0.161 and F(HLA — C) =
0.153. The frequency of HLA-A / HLA-C with no linkage disequilibrium is :
0.161 x 0.153 = 0.0246 but the observed frequency is 0.089. So the linkage dise-
quilibrium is D = 0.089 — 0.0246 and equals to 0.064. The linkage disequilibrium
is then tested with a x? test for evaluating the relevance of the frequencies dif-
ference. In our study, we know for all pairs of SNPs their linkage disequilibrium
(see table 3). This disequilibrium belongs to the interval in [-1,1] where -1 and
1 signify a huge disequilibrium whereas a value near 0 signifies no linkage dise-
quilibrium.

2.2 Description of the problem

The objective of our application is to find haplotypes that are able to explain
the disease under study. Two SNPs of an haplotype must verify two properties
(to be in disequilibrium). Firstly, their two by two disequilibrium must be less
than a threshold S;. Secondly, the difference between the smaller frequencies of
the two alternatives must be greater than a threshold S;. There will be several
haplotypes that verify these constraints. In order to evaluate the quality of an
haplotype biologists often use the two procedures EH-DIALL [10] and CLUMP
EH-DIALL (EH is for Estimated Haplotype) is a procedure that determines the



most probable distribution of alleles in an haplotype according to values of the
SNPs. Given a sample consisting on a large number of individuals collected at
random from the population (see table 1), EH-DIALL program estimates allele
frequencies for each marker. Haplotype frequencies are estimated with allelic as-
sociation (Hypothesis Hy) and without allelic association (Hypothesis Hp).

CLUMP is a program designed to assess the significance of the departure of
observed values in a contingency table from the expected values conditional on
the marginal totals [3]. CLUMP produces several statistics. The one that corre-
sponds to our problem is referred to as Ti. A good haplotype is an haplotype
that is highly correlated with the disease, which corresponds to a high value of T;.

The whole evaluation process for an haplotype is:

— Starting from a set of candidate SNPs forming an haplotype, estimate inde-
pendently, for affected and unaffected people, the distribution of alleles in
the haplotype thanks to EH-DIALL.

— Use CLUMP to evaluate the association haplotype-disease.

This process allows us to evaluate the quality of an haplotype in biological terms
and our objective will be to find haplotypes that maximize this criterion of
quality. We will consider this problem as a combinatorial optimization problem
where the search space is composed of all the combinations of SNPs and the
objective function is the maximization of the quality describes above.

3 The specific genetic algorithm

We will present our steady state genetic algorithm to discover designed can-
didate haplotypes that are able to explain the disease. The general scheme of
the algorithm is given in figure 1. To present the genetic algorithm adapted to
this problem, we have to define the encoding, operators and advanced search
mechanisms that are used.

3.1 Encoding

The encoding is very intuitive: an individual represents an haplotype (a set of
SNPs). It is encoded with a structure that stores the size of the haplotype, a
table of the SNPs that compose it and its fitness.

3.2 Multi-Populations

A charasteritic of this problem is that haplotypes of different sizes are not di-
rectly comparable between them. For example, for one of the dataset, the best
haplotypes of size 3 has a fitness of 58.81 and the best haplotype of size 4 has
a fitness of 84.85. These values have been found thanks to a complete enumer-
ation of haplotypes of size three and four. Hence the global population will be
divided into several subpopulations, where each subpopulation corresponds to a



Random Immigrant

Set of Haplotype:

Fig. 1. The general scheme of our genetic algorithm.

given size of haplotype. The number of individuals in each subpopulation are not
equal and increase with the size of the haplotypes in order to follow the growth
of the size of the search space related to each size (see figure 2). Using some
genetic operators, some cooperations between subpopulations will occur during
mutation and crossover.

Fig. 2. An example of subpopulations repartition.

3.3 Operators

Mutation: We implement three kinds of mutation operators that sightly mod-
ify an individual:

— Mutation of a SNP: we randomly choose a SNP of the individual and re-
place it by another randomly chosen SNP. This process is similar to a local



search which allows to explore the neighborhood of the solution. We use this
mutation several times in parallel and keep the best individual found.

— Reduction Mutation: we randomly choose a SNP of the individual and re-
move it. The individual has now a lower size. This operator allows to move in-
dividuals from a subpopulation to another. This operator constructs smaller
haplotype and tries to generalize the association.

— Augmentation Mutation: we add a randomly chosen SNP. This mutation
constructs increasingly large size haplotypes and specialize the association
of SNPs.

Probabilities of mutation are hard to set when we have several mutation
operators and are often set them experimentally. To overcome this problem,
we implement an adaptive strategy for calculating the rate of each mutation
operator. Many authors have worked on setting automatically probabilities of
applying operator [2,8,6]. In [7], authors proposed to compute the new rate of
mutation by calculating the progress of the j* application of mutation M;, for
an individual ind mutated into an individual mut as follows:

progress;(M;) = Maz(fitness(ind), fitness(mut)) — fitness(ind)

But we have mutation operators that increase or decrease the number of SNPs
and we saw that the fitness function gave by the biologists is correlated to the
number of SNPs. In order to adapt the notion of progress to our problem, we
normalize the progress with the best individual and the worst of the subpopula-
tion corresponding to the individual (the best and the worst individuals of the
same size). The progress is:

progress;(M;) = Maz(norm(ind), norm(mut)) — norm(ind)
Then for each mutation operator M;, assume Nb_mut(M;) applications of the
mutation are done during a given generation (j = 1,.., Nbyut(M;)). Then we

can compute the profit of a mutation My, :

>, progress;(My) /Nb.mut(My)
> > jprogress; (M;)/Nb_mut(M;))

Profit(My) =

We set a minimum rate § and a global mutation rate p,yutation for N mutation
operators to apply. The new mutation ratio for each M; is calculated using the
following formula [7]:

p(Mz) = PTOf’L't(Mi) X (pmutation — N x 6) +4

The sum of all the mutation rates is equal to the global rate of mutation
Dmautation- Lhe initial rate of each mutation operator is set t0 pmutation/N-



Parents ‘A‘B‘C‘D‘E‘ ‘F‘G‘H‘l“]‘

>

Offsprings ‘F‘B‘H‘I‘E‘ ‘A‘G‘C‘D“]‘

Fig. 3. Uniform crossover of individuals of size 5.

Crossover: We use an uniform quadratic crossover: take the two strings of
SNPs of the parents and create two children by randomly shuffling the variables
corresponding to the SNP at each site (see figure 3). Then we calculate the
number of SNPs and the score.

We use two kinds of crossovers:

— Intra-population: only crossovers between individuals of a same subpopula-
tion are allowed

— Inter-population: crossovers between individuals of different subpopulations
are allowed.

The probabilities of application of each kind of crossover are also set in an
adaptive manor. We use the same strategy used for mutation (see 3.3) to the
case of the quadratic crossover. We define the improvement of a child e with
regards to its parents p; and ps for intra-population crossover as:

Maz(fitness(p1),fitness(e))— fitness(pi)
best_of _size(e.size)

2 x Improvernira(e,p1,p2) = +
Maz(fitness(p2),fitness(e))— fitness(pa)
best_of_size(e.size)

In this case, the three individuals e, p; and p, are of the same size. They can be
compared.

We define the improvement for the inter-population crossover by only com-
paring the improvement between a child e and its parent of the same size:

Maz(fitness(p1),fitness(c))— fitness(p1)

best_of_si .81
ImpTo’UeInter(e:ph]D) = { Ma:c(fitneszfpg?ffziﬁggz(iﬁii)fitness(pz)
best_of_size(e.size)

If size.p; = size.e

If size.py = size.e

Hence, the intra-improvement considers two comparisons and the inter-improvement
only one. This is the reason why we must divide by two the intra-improvement.

So the global function for the improvement is:

Improve(e, p1,p2) = Improvernira(€,p1,p2) OR Improverpier(e,p1,p2)



The progress of the jt* application of each crossover C;, which mates two indi-
viduals p; and p2 to obtain two children e; and e is:

progress;(C;) = Improve;(ex, p1,p2) + Improve;(e2, p1,p2)

Then for all the crossover operators C;, assume Nb_cross(C;) applications of the
crossover are made during a given generation. Then the profit of a crossover Cj,
is:

>_;progress;(Cr) [Nb_cross(Cy)
> (X, progress;(Ci) /[Nb_cross(C;))

We set a minimum rate § and a global crossover rate perossover fOor N crossover
operators to apply. The new crossover ratio for each C; is calculated using the
same formula than in the paragraph 3.3 for the mutation by replacing putation

by pC’I’OSSO’UCT‘ .

Profit(Cy) =

3.4 Random Immigrant

We use random immigrant to introduce some diversity in the search and to avoid
premature convergence. This mechanism replaces all the individuals that have
a fitness under the mean fitness of the population by new generated individuals
and it is setting off when the best individual has not been improved in a given
number of generations.

3.5 Parallel implementation

The evaluation function of the problem is time consuming. In order to run the
algorithm in a reasonable time, we have made a synchronous parallel implemen-
tation of the evaluation phase.

The implementation is based on a master / slaves model. The slaves are initiated
at the beginning and access only once to the data. During the evaluation phase,
the master gives each slave an individual to evaluate. Then the slave computes
the fitness of this individual and send it back to the master.

The programming environment used is C/PVM (Parallel Virtual Machine) on a
network of PC under Linux [4].

4 Results

Table 4 presents the results obtained by different combinations of the mecha-
nisms explain above. For each combination we made five runs and we indicate
the best haplotype found over the five runs, its size and fitness. We also report
the mean fitness and its standard deviation (Dev.) for the five runs. Finally, we
give the minimum number of required evaluations to obtain the solution and the
mean over the five runs.

We highlight in grey, the best haplotype found over the five runs when it does



not correspond to the optimal one. So, for combinations 1. and 3., the best hap-
lotype of size four has not been found in any of the five runs.

The column Dev. gives the standard deviation of the fitness found for the five
runs. A zero indicates that each run has found the same solution. We can see
that for combination 1. to 5., this deviation is not always equal to zero. Only
combination 6. allows to find at each run and for the different size the best so-
lution.

Moreover, the last column shows that the number of evaluations required for
each combination is of the same range. This indicates that introducing complex
mechanisms does not penalize the search time.

All these experiments show that the complete version (combination 6.) is the
most interesting (best result in reasonable time).

Table 4. Comparison of results obtained by the GA.

Scheme Best Haplotype | Size | Fitness Mean Dev Min Nb. | Mean
of Eval.

1. Simple GA 81215 3 58.814 58.8146 0 175 766
without cooperative 6 816 31 4 80.631 78.942 5.908 1938 2714.6
operators 81216 33 43 5 123.108 123.108 0 2581 4271
81215213243 | 6 | 161.252 || 158.818 | 2.444 3762 11307.8

2. Simple GA 81215 3 58.814 58.814 0 167 354.6

+ Random Immigrant 8 18 26 50 4 84.856 82.478 2.372 1287 2254.8
812 16 33 43 5 |123.108 || 123.108 0 1375 4410.6

81215213243 | 6 | 161.252 || 160.282 0.98 6051 9074

3. Simple GA 81215 3 58.814 58.8146 0 187 425.8
with cooperative 6816 31 4 80.631 79.2622 5.58 644 3584
non adaptive 812 16 33 43 5 |[123.108 || 123.108 0 1778 6749
operators 81215213243 | 6 | 161.252 || 161.252 0 6676 11620

4. Adaptive Mutation 81215 3 58.814 58.814 0 302 603.6
+ Crossover intra 8 18 26 50 4 84.856 82.478 2.371 375 3164.8
population 812 16 33 43 5 | 123.108 || 123.108 0 2397 4737.8
81215213243 | 6 | 161.252 || 161.252 0 3364 10074

5. Adaptive Mutation 81215 3 58.814 58.814 0 207 1110.2
+ Adaptive crossover 8 18 26 50 4 84.856 83.162 1.688 426 2809.6
812 16 33 43 5 |123.108 || 123.108 0 2227 3474.2

81215213243 | 6 | 161.252 || 161.252 0 4455 9851.2

6. Adaptive Mutation 81215 3 58.814 58.814 0 317 587.4
+ Adaptive crossover 8 18 26 50 4 84.856 84.856 0 1111 3238.2
+ Random Immigrant 812 16 33 43 5 |123.108 || 123.108 0 2994 5615.2
81215213243 | 6 | 161.252 || 161.252 0 11573 | 15464.6




5 Conclusion

In this paper, we have presented a parallel multi-populations genetic algorithm
for the search of candidate haplotypes in linkage disequilibrium study of multi-
factorial diseases. Our aim was to respect the constraints given by the biologists
and in particular to use a dedicated evaluation function. This function and its
particularity of no possible comparison between haplotypes of different size lead
us to design a multi-populations genetic algorithm. We have implemented coop-
erative operators (mutations and crossovers) that allow individual of different
sizes to cooperate whose rates are set adaptively and used also a random immi-
grant strategy. We have shown their performances on real datasets by comparing
different combinations of operators and mechanisms. The complexity of the eval-
uation function has lead us to a parallel implementation of the algorithm which
is based on a master / slave model.

Thanks to this method, biologists are able to test different data sets and to
formulate hypotheses on genetic factors involved in diseases under study.
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