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ideal fluid

Jean-Gabriel Houot* Alexandre Munnier®

April 21, 2006

Abstract

In this paper we study a coupled system of partial differential equations
and ordinary differential equations. This system is a model for the 3d inter-
active free motion of rigid bodies immersed in an ideal fluid. Applying the
least action principle of Lagrangian mechanics, we prove that the solids de-
grees of freedom, solve a second order system of nonlinear ordinary differential
equations. Under suitable smoothness assumptions on the solids and on the
fluid’s domain boundaries, we prove the existence and C'° regularity, up to
a collision between solids or between a solid with the boundary of the fluid
domain, of solids motion. The case of an infinite cylinder surrounded by a
fluid occupying an half space, we prove that collisions with non zero relative
velocity can occur.

Keywords and Phrases: Fluid-solid interaction, ideal fluid, Lagrangian me-
chanics, collisions, PDE-ODE coupled system.

AMS Subject Classification: 35Q35, 35R35, 34A34, 34A12, 76B99.

1 Introduction and main results

1.1 Modelling

This paper deals with the free motion of rigid bodies in an incompressible, inviscid
and irrotational fluid flow in R3. We denote by S(t) = U?,S%(t) the domain
occupied by a collection of n solids at the instant ¢ > 0 and by Q(¢) the domain of
the surrounding fluid. We set ©(0) = Q and S*(0) = S*. The boundary of Q(t) can
be decomposed into T'y = 9Q(t) \ S(¢) and Ta(t) = UM Th(t) with Th(¢) = 9S(¢)
(see figure 1). We will assume in all the paper that I'y is either bounded, either an
hyperplan. The center of mass of the i—th solid occupies the position h(t) and we
denote h?(0) = h{. By the definition of a rigid motion, for any i = 1,...,n and for
any t > 0, there exists an orthogonal matrix [R(¢t)] € SO(3) (the rotation group)
such that the position x() of a point occupying the position x} € S* at instant
t=0is:

X (1) = [R(£))(x — hh) + b (). (1.1)
Thus, at any time, the position of the i—th solid is described by a couple P? =
([RY],h?%) € SO(3) x R? and we denote P = (P!,...,P") € (SO(3) x R®)". The
SO(3) group being an indefinitely differentiable 3—dimensional sub-manifold of
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Figure 1: The rigid bodies S¢(t) and the fluid domain Q(#).

M(3) (the vector space of the 3 x 3 matrices), (SO(3) x R3)" is a 6n—dimensional
sub-manifold of (M(3) x R?)™. We denote P the open subset of (SO(3) x R3)" of all

the physicaly admissible positions of the solids. For any given P € P, there exists
an open subset Qp of (R®)™ and an indefinitely differentiable diffeomorphism Ag

from Qp onto a neighborhood of P (ic. (Qp,Ap) is alocal chart of P). We call the
elements Q of Qp the local coordinates and we denote generically ¢; (1 < i < 6n)
the coordinates of Q. The Lagrangian E(Q,Q) of the fluid-solids system solves,
according to the least action principle, the system of ordinary differential equations

d oL , . oL , .

We shall prove that there exists a 6n x 6n symmetric matrix [K(Q)], called the
virtual mass matrix (or the kinetic energy metric) such that £(Q, Q) = (1/2)Q -
[K (Q)}Q Assuming this matrix to be differentiable with respect to Q and after
straightforward computations, we deduce that the Euler-Lagrange system of ODE’s
(1.2) reads:

[K(Q)]Q+([T(Q)], Q. Q) = Oy, (1.3)
where [T(Q)] is the 6n x 6n x 6n three rank tensor defined by:

1 (0K, ; 0K,; 0K ;
T (Q) = - 111Q)+ —2(Q) — —12(Q 1<4,51,j2 <6n. (14
1]1.72( ) 2<8q]2( ) aq]l( ) aql ( ))7 _Zajla.]2_6n ( )

Various fluid-solids interaction models were studied during the last years. We refer
for example to [15] for a precise bibliography on this topic. The first works on solids
dynamics in a frictionless fluid go back to Thomson, Tait and Kirchhoff. They were
also the firsts who introduced the generalized coordinates and the Euler-Lagrange
equations to study this kind of problems. For the particular case of one rigid body
and the system fluid-rigid filling the whole space, the analysis of the model is well
understood (see Lamb, in [14]). Indeed, in this case, the derivatives with respect
to Q and Q in (1.2) can be explicitly computed and we obtain a system of ODE’s
satisfying the assumptions of the Cauchy-Lipschitz Theorem. The situation gets
more complicated in the case of several rigid bodies or in the presence of boundaries
(which is the case, for instance, if the system fluid-rigids fills a bounded domain
of R3). Our first contribution lies in showing that, also in this case, £ is twice
differentiable with respect to Q and Q, so that we still can apply the Cauchy-
Lipschitz Theorem. The proof of this fact is based on shape sensitivity analysis



technics. Our second contribution is that we show that shocks (i.e. contacts with
non zero velocity) can occur within this model. This situation heavily contrasts to
that encountered for viscous fluids (see [16] [17], [13], [12]).

1.2 Statement of the mains results

The first Theorem concerns the existence, uniqueness and regularity of local solu-
tions for the Euler-Lagrange system of ODE’s (1.2):

Theorem 1.1 Assume that 0 is Lipschitz continuous. Then, for any time t>0,

any admissible position of the solids P c P and any imitial data (Q, Q) € 9p X
(RO)™, there exists an interval (t1,f2) C R containing t and a unique solution

t e (t,t2) — Q.*(t,f,'é,(i) € Qp to the ODE (1.2) satisfying Q*(41,Q,Q) = Q

and Q*(f, t, Q, Q) = Q Moreover, the function Q*(-,t, Q, Q) is indefinitely differ-
entiable.

Denoting T'SO(3) the tangent bundle to SO(3), [I3] the identity 3 x 3 matrix and
combining the Theorem above with an a priori estimate, it allows us to prove:

Corollary 1.1 Assume that OS2 is Lipschitz continuous. Then, for any initial data
(), [RE]) - .., (L], [g)) € (TSO(3))" and (B, BY),.... (b hy)) € (RS x RY)"
(initial positions and initial velocities of the solids), there exists a times T* > 0 and
a unique indefinitely differentiable function:

P*:[0,T") — P
t— (([R'(®)], ' (1)), ..., ([R"(1)],h" (1)),

and such that the trajectory of a point x'(t), occupying the position x{, € S* at the
instant t = 0 be given by (1.1).
The time T™ corresponds to the time of the first collision between two solids

or between a solid with the fluid domain boundary. If there is no collision, then
T = 0.

A particular case of interest concerns the vertical fall of an infinite cylinder of radius
1 in an half space. For symmetry reasons, the problem reduces to be planar and the
solid to be a disk. The Lagrangian E(h, h) depends only on the vertical position h of
the center of the disk and on its velocity i. The virtual mass matrix is a scalar k(h)
and the Lagrangian reads £(h, h) = (1/2)|h|2k(h). Then the system (1.2) reduces

to the ode : L
hk(h) + 5|h\2k’(h) =0,

which leads, after integrating, to h/hg = \/k(ho)/k(h), where hy and hq are the
given initial position and velocity of the disk. We shall prove that k(h) tends to a
positive constant when h — 1 and hence that

Theorem 1.2 If we specify the solid to be an infinite cylinder and the domain of
the fluid to be an half space, then there exist initial data such that the cylinder
collides with the boundary in finite time with non zero relative velocity.

Going back to the general case considered in the Theorems 1.1 and in the Corol-
lary 1.1 and assuming additional regularity on 0f2, we shall give an explicit ex-
pression for the tensor [7(Q)] involved in the equation (1.3). This is done in the
Theorem 6.1 latter in.



1.3 Outline of the paper

This paper is organized as follows : the following section is devoted to the notations
and the computation of the virtual mass matrix. In section 3 we deal with a generic
problem of shape sensitivity analysis. The results are used in section 4 for the proofs
of Theorem 1.1, Corollary 1.1 and in section 6 for Theorem 6.1. Then, in section 5,
specifying the solid to be an infinite cylinder and the domain occupied by the fluid
to be an half space, we shall prove that finite time collisions happen. In the same
section, we will also study the behavior of the solid just before the collision time.
In the last section, going back to the general case, we give the explicit form of the
system of ODE’s (1.2). The appendix contains the proofs of technical Propositions.

2 Notation and preliminaries

2.1 Notation

Throughout this article, we shall use bold print notations for vectors like x, h, Q
whereas we keep the usual characters for their coordinates x;, i, ¢; and in a general
way for any real valued functions like ¢, ¢. The canonical basis of the physical space
R? is {e1,eq, e3} and the canonical basis of the 6n dimensional space of the local
coordinates Q is {el,.... et e?,... €2, ... el ... e}}.

A matrix is denoted in square brackets [M], its entries are M, j;,, [M]" is the
transposed matrix and [I,] is the identity matrix of R?. The Jacobian matrix of a
differentiable function ¢ is [De].

We use double square brackets for three-rank tensors like [T7]. Its entries are
T, jsjs- We use the convention ([T]Q)j,5, = >, Tjijajatis and ([T],P,Q));, =
> is 2js TirjajsPia4js» Where ¢; and p; are the coordinates of Q and P.

In section 5, we will identify R? with the complex plane C and any vector
X = (x1,72)" with the complex number z; + izy where i> = —1. Due to this
identification and according to the rules of notations above, we shall use bold print
notations for complex numbers z = 1 + iz2. In the same way, we will make no
difference between a complex valued function f(z1+ize) = f1(x1+ixe)+ifo(x+izs)
and the vector valued one f(x1,12) = (f1(71,22), fo(x1,22))".

2.2 Admissible positions of the solids, global and local coor-
dinates

For any P* = ([R],h?) € SO(3) x R3, we denote S*(P?) = [R!]S*+h and I'y(P?) =
S (PY). We call P = (P,... P") € (SO(3) x R?)" the global coordinates of the
solids and we introduce

P ={Pc (SOB)xR)"|S"(P)HNSI(P?) =S (P)HNT1 =0, V1 <i,j<n,i#j}

the set of the admissible positions of the solids. In order to build a local coordinate
chart of P, let us introduce the skew-symmetric tensors:

[Al] =e3®e; —ex@e3, [Ao]=e ®e3—e3®e;, [Az]l=exRe —e; ®es.

For any given rotation matrix [ﬁ] € SO(3), we set the mapping:

R : R® — SO(3), (2.1a)
0 = (01,0,05)" 1= R (6) = " [l 1l bl Al ). (2.1b)
Denoting U =] — w,7w[x] — 7/2,7/2[x] — 7, 7, the couple (U, R) is a local C*

chart of SO(3) and R/j 1s an indefinitely differentiable diffeomorphism from 2/ onto



a neighborhood of [R] € SO(3). The coordinates 0, are the so-called Euler angles
(with the “ayz” (pitch-roll-yaw) convention, see [9] page 603).

With the notation above, for any given P = (([R],h'),...,[R"],h")) € P and
any Q = ((8',h'), ..., (6", h")) € (R%)", we define the function

As(Q) = (R (8"),hY),..., (R(7.,(8"),h")) € (SO(3) x R?)", (2.2)

and the set Qp = (U x R®*)" N AZ'(P). One can easily checks that (Qp,Az) is
a local chart of P and A13 is a C}go diffeormorphism from the neighborhood Qf,
of Q = ((03,h?),...,(05,h™)) onto a neighborhood of P, satisfying Af,(é) = P.
Therefore:
A - {(QP7AP)7 Pc P}7

is an atlas of P. The tangent space to P at P is denoted TP(P) and 8A§/8Q(€2)
is an isomorphism from (R®)" onto TP(P). ‘

For any Q € Qp and any i = 1,...,n, we denote Q" = (6", h’) and A%(Qi) =
(R[Ri](Hl),hi), so that Q = (Q',...,Q") and A5(Q) = (A%(Ql), L AR Q).

To avoid to overload notations and if no confusion is possible, we shall denote
merely Q instead of Qp and R(6) instead of Rii (0). In the same way, in local

coordinates, S*(Q") will stand for S'(A5(Q’)), T5(Q") for TH(A5(Q")), I'2(Q) =
UL T5(Q7) and (Q) for Q(Ap(Q)).

2.3 Computation of the virtual mass matrix

By deriving (1.1) with respect to ¢ we obtain:

3
(1) = 2 04(0) 30 (0°) 0~ ) + K (),

where 0°(t) = (0i(t),04(t),05(t))T = R™Y([R'(t)]). Defining for all & € U the

vectors:
wi(0) =e;, w2(0)= e, w3(0) = el gf2l42]g,

and the 3 x 3 matrix [w(0)] as the horizontal concatenation of the column vectors
wi(0) for k =1,2,3, the following formula holds:

STR(O)R(H)TX =wp(@)Ax, VxeR) VOcU, VEk=1,23. (2.3)
k
The Eulerian velocity v'(¢,x) at a point x of S%(t) is given by:

vi(t,x) = [w(09)]0' A (x — hi) + k. (2.4)

To simplify notation, we set wi = wi,(0%), k = 1,2,3 and [w'] = [w(0")].
Fori=1,...,n, p' stands for the density of the solid 5%, m* > 0 is its mass and
[J%] is its inertia tensor defined by:

7= [ 9" (= BP0 = (= i) @ (x = b)) dx

The kinetic energy of the solid S% is K(Q', Q") = (1/2) fsi(Qi) pHvi(t,x)|? dx. De-
noting [M?] the 3 x 3 diagonal matrix diag(m?, m?,m?), and [T*(Q?)] = [w’] " [J!][w]
this expression can be rewritten:

K(Q,Q) = (9. [71(Q))0" +h- [Mi]hi) .

DN | =



Setting then the 6n x 6n bloc-diagonal matrix

[Ks(Q)] = diag([7"(QN], [M'], [7(Q*)], [M?],.... [7"(QM)], M), (2.5)

the total kinetic energy of the n solids reads:
Ks(Q.Q) =) K(Q.Q") = ;Q [Ks(Q)Q.
i=1

The Eulerian velocity u(t, -) of the fluid in Q(Q(t)) is given by:

u(t’ ) = V@(t, ')7

where ¢(t, ) is the harmonic potential. It decomposes into ¢(t,-) = 7" | ©*(¢,"),
each function (¢, -) being harmonic in Q(Q(t)) and satisfying the Neumann bound-
aries conditions:

D0 =V m@ ) on T@Q),
=0 on T Uy TH(Q (1),

where the velocity vi(t) is given by (2.4) and the vector n*(Q¢(t)) stands for the unit
normal to I'4(Q(t)) directed towards the exterior of the fluid. According to (2.4),
©'(t,) is a linear combination of the functions ¢} (Q(t),-),i=1,...,n, k=1,....6
defined, for any Q € Q as the solution (in a sense that will be made precise later
in) of:

0 o o
gff Q) = g(Q)) on T(Q), (2.6b)
8834;12 (Q,-)=0 on I'y Ujz F%(Qj), (2.6¢)

where g};(Qi,-) = ((.a}g A (x—hi)) -1 (Qt,-) for k = 1,2,3 and g§+k(Qi,-) = ey -
n’(Q?,.) for k=1,2,3.

Thusa denoting Sol(Q? ) = (SOEL[(Q7 ')7 ey SOZG(Q7 '))T’ and SO(Qa ) the vertical
concatenation of ¢(Q,-), i =1,...,n, we obtain the formula:

Pl(t) = Q') - @' (Q), ), @l(t-) = Q(t) - p(Q(1), ). (2.7)
The kinetic energy of the fluid which is assumed to be of constant density pp is

ICF(Q,Q) = (1/2)pr fQ(Q) lu(t)]?dx = (1/2)pr fQ(Q) |Vo(t,x)|?dx. Taking into
account (2.7), we define for all Q € Q the 6n x 6n matrix:

Kr(Q)] = pr / o [PP(@ D@ ) dx

We obtain that: 1
Kr(Q,Q) = §Q [ [Kr(Q)]Q.

Following Lamb [14], we will derive the governing equations for the solids motion
by using Lagrangian mechanics. In the absence of body forces, the Lagrangian of
the system is the sum of the kinetic energy of the fluid and the kinetic energy of
the solids:

£(Q.Q) = JQ- (Ks(Q) + [Kr Q)& (28)
The matrix [K(Q)] = [Ks(Q)] + [Kr(Q)] is called the virtual mass matrix of the

system fluid-solids. With the above notation, the equations of the motion are given
by (1.2) (see [3] page 53).



3 Shape sensitivity analysis

3.1 The context

Let € be an open connected subset of R?. We denote I' = 92 and we assume that

I =T,UTy, I'1NTy = 0, Ty is bounded and T'; is either bounded

either an hyperplan. (H1)

Following A. Henrot and M. Pierre in [11], we introduce for all m > 1 the Banach
spaces C™>°(R3,R3) = C™(R3,R?) N W™>°(R3, R3) endowed with the norm:

1Olln = Y DOl e@ms), VO € C™<(R*R?),

laf<m

a = (a1,az,a3) € N3 and |a| = a1 + a2 + az. We consider also Cj"*(R3,R?) the
subset of the functions compactly supported in C">°(R3,R?). In this section, U
stands for a neighborhood of [I3] in C**°(R? R?) such that the mapping © € U —
[DO]~! € L>(R3, M(3)) is well defined (and indefinitely differentiable).

Let now Q be an open subset of R” (p > 1) containing 0, and consider a C*
mapping (a > 1):

Q=(q1,---,qp)" € Q ¢(Q,") € C™>(R*R?), (3.1)
such that the following hypothesis be fulfilled:

,Forall Q € 9 6(Q.) € U, ¢(Q,) - [Is] € C;"(R*R?) and

For all Q € Q, ¢(Q,-) is the identity in a neighborhood of I'; and
#(Q,+) is a rigid motion in a neighborhood of T's.

We denote Q(Q) = ¢(Q,Q), I'(Q) = ¢(Q,T') and I'z(Q) = ¢(Q,T'2) and we define
for all Q € Q:

[A(Q, )] = [D(Q. )] [DH(Q, )] ' | det[Dg(Q, )]| € L™(R?, M(3)).

The hypothesis (Hy) leads to [A(0,,-)] = [I3] and [A(Q,-)] — [I3] € C;"™° (R, R3)
and (Hs) ensures that [A(Q)] = [I3] in a neighborhood of I'. Let 0 < § < 1 and
choose Q small enough such that:

11AQ, )] — 3]l Lo m3.m3)) <6, YQe€ Q. (Hy)

For any Q € Q, we consider the solutions (in a sense that will be made precise later
in) u1(Q,-) and u2(Q,-), of the following Neumann problems:

(Ha)

(Hs)

—Aui(Q,-) =0 in Q(Q), (3.2a)
2L Q)= 0@ ) onT(@Q), k=12 (3.20)

where ¢1(Q,-) and ¢2(Q,-) are given functions on I'(Q). We are interested in
studying the sensitivity with respect to Q of the functional:

T(Q) = . Vui(Q,x) - Vu(Q, x) dx. (3.3)



3.2 Some function spaces

We denote D’(Q) the distribution space and:

L*(I) = {G e L*(I) | G|r, =0, /F G(x)do, = 0},
H'Y?(I') = L*(T) n H'/*(I), 2
and the weighted Lebesgue spaces:
L£2Q) ={ueD(Q)|(1+x[*)?u e L*(Q)}, when Q is not bounded,
L3(Q) = {ue L*(Q)| /Qu(x) dx = 0}, when  is bounded.
We define also:
V= {u e D'(R%) |u/(1 + |x?)/? € L*(R3), Vu € L2(R3,R3)}7
and, if € is bounded, we set for all Q € Q the quotient space:
VHQ) = {u e D'(QQ))|u e L*(Q)), Vu € L*(2(Q),R%)} /R.
If € is not bounded, the definition above turns into:
VHQ) = {u e D(QAQ)) |u/(1+[x)!/? € LH(QAQ)), Vu € L*(AQ),R?) | .
At last, we will need:
V2= {ue V(1 + [x) /2D € L*®R?, M(3)) },
and

V(Q) = {u € VH(Q) | (1 + |x[*)"/2[D%] € L*(Q(Q), M(3)),

Vu-n=0onTy, [ Vu-ndo, =0,
r2(Q)

where [D?u] stands for the Hessian matrix of u. We denote merely V! = V1(0,)
and V? = V2(0,). The spaces V}(Q) and V?(Q) are endowed respectively with the
scalar products:

(u,v)y1(qQ) = Vu - Vudx,
Q(Q)
mmm@=WMw@+A@P%ywwu+m%@.

We refer to [4], [1], [2] for details about these spaces and for the proof of the following
Lemma when € is not bounded. The case € bounded is classical (see [5]).

Lemma 3.1 Assume that T' is lipschitz continuous and that m =1 in (3.1). Then

for any g(Q,-) (k = 1,2) on T(Q) such that gx(Q,6(Q.")) € L3(T), the system
(3.2) admits in V(Q) a unique weak solution ui(Q,-) defined by:

Vuaqﬂo-v@wwm::/' (Qx) p(x) doy, Yo EVHQ).  (3.4)

Q(Q) ()]

If T is of class CY and gi(Q, (Q, ) € HY/2(T) the solution ux(Q,-) is in V2(Q)
(k=1,2).



3.3 Regularity results
From now on we shall denote G1(Q, -) = g1(Q, #(Q,-)) and U (Q, -) = ur(Q, ¢(Q,-))
foral Qe Q, k=1,2.
Proposition 3.1 Assume that T is Lipschitz continuous, m = 1 in (3.1) and that
Q< 9 Gi(Q,-) € LAT) is of class CP, 3 > 1. Then, the mappings:

Qe Q- Ui(Q.) eV, QeQ—T(Q)ER,

are of class C™™8} in 4 neighborhood of Q = 0,.
If T is of class C*', m = 2 in (3.1) and Q € Q — Gx(Q,-) € HY(T) is of
class C*, then:
Qe Q~Ur(Q,) eV?
is of class C' in a neighborhood of Q = 0,. Furthermore, for all compact set
K C Q, there exists a neighborhood Qx of Q = 0, in Q such that ¢(Q, K) C ,
for all Q € Qi and the mappings:

Qe 9k — u(Q,) |x € L*(K), Q€ Qx— Vur(Q,")|x € L*(K,R?),
are also of class C', with the following reqularity for the derivatives:

Ouy, 1 O(Vuy)
dq; (0p,-) € V7, dq;

(0,,-) € LH(QR%) Vi=1,...,p.

The local results of this Proposition which are available only in a neighborhood of
Q = 0, can easily be extended to the whole set Q. Indeed, denoting Q2 = ¢(Q, )
for any Q € Q and defining, for all Q in a neighborhood of Q = 0,, the function

5(Q7 ) = ¢(Q + Qa ¢_1(Qv ))a

there is only to apply the Proposition with the function 5 to obtain the same
results in a neighborhood of Q = Q. Therefore, it makes sense to define, for all

Q = (Q17«-~7Qn)—r S Q:
0q; 9q;

Assuming additional regularity for I'; it is possible to compute explicitly the expres-
sions of the partial derivatives of T with respect to ¢;:

(Q,)) € VY(Q) and (Q,-) € L*(QUQ),R?), i=1,...p.

Proposition 3.2 Assume that T' is of class Ctl m=2in (3.1) and Q € Q —
Gr(Q,-) € HY2(T) is of class C. Then, we have:

oY
0q;

Q= - / Vi (Q) - Vun(Q)(VH(Q) - n) dor,
2 (Q)

Gy, , 4 B i . )
*/m(Q)(aqi (671(Q) = V-1 (Q) V(Q)> 2(Q) do,

S o -V U o
+/r2<q>(aqi (¢#7(Q)) = Vr02(Q) V(Q)> 1(Q) do,

1o / 01(Q)g2(Q)(VH(Q) - m) dor,
r'2(Q)

- /F(g)(Q) +#2(Q))(91(Q)u2(Q) + 92(Q)u1(Q))(V'(Q) - m) dor,

092
0q;

o1

r, 9g; (Qu1(Q) do, (3.5)

+

(Qu2(Q) +




where k1(Q) and k2(Q) stand for the principal curvatures of the surface I'2(Q) (we
refer to [7], page 129 for a definition), V. is the tangential gradient and

99
0q;

VI(Qa) = (Q7¢_1(Qa'))7 i=1,...,p. (36)

The proofs of the Propositions are given in the Appendix.

4 Existence, uniqueness and regularity of the solids
trajectories

4.1 The problem in local coordinates

Considering the expression (2.8) of the Lagrangian and taking into account the
symmetry of the matrices, we deduce easily that £ is analytic with respect to Q
and that

oL

ﬁ(Q) = ([Ks(Q)] + [Kr(Q)Q.

Assuming for a while the matrix [K(Q)] = [Ks(Q)] + [Kr(Q)] to be derivable with
respect to Q and applying the chain rule

© o - (TEQ)
)= (5 Q).

we obtain that:

d oL oL 5 JOKQ)] s\ 1o /OEQ] \
el bt b 7 - AT N Q. 1
56~ og - wana+ (5L o) oo (TR e
The Euler-Lagrange system of ODE’s (1.2) can formally be rewritten under the
normal form:

qa [ Q ] _
at | Q |~
-1 IK(Q) ~\ ~ 1.7 /0K(Q) \ -
K@) (o) 1| - (2EQI g\ 4 Logm (ARQI N g
[ (03] [Ig]‘| < 0Q > Q2 < 0Q > . (4.2)

To study this system, we begin with the:

Lemma 4.1 Denote \; > 0 the smallest eigenvalue of the inertia tensor [J'] (see
[9] page 195) and
a=min{\;,m;,i=1,...,n},

where we recall that m; is the mass of the i—th solid. Then o > 0 and
XTK(QX = [[K(Q)X]* = ofX[*, VX e (R®)",VQeQ. (4.3)
In particular, the matriz [K(Q)] is invertible for all Q € Q.

Proof : The matrix [K(Q)] is the sum of [Kr(Q)] which is positive and [Ks(Q)]
which is definite positive for all Q € Q. Indeed, [Ks(Q)] is a bloc diagonal matrix,
each bloc being either a 3 x 3 diagonal matrix diag(m?, m¢, m*) with m® > 0 for all
i =1,...,n, either a matrix [w’]"[J?][w’]. The matrix [J] is definite positive and
simple computations yield det[w?] = cos(#3) # 0 because 8" = (0,605,007 e U =
| —m w[x]—7/2,7/2[x] —m,x[. A
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In order to apply the Cauchy-Lipschitz Theorem to the ODE (4.2), the key point
consists in proving that 9[K(Q)]/0Q is well defined and to determine its regularity
with respect to Q. This task will be achieved using arguments of shape sensitivity
analysis developed in section 3.

According to the definition (2.5) of [Ks(Q)], the mapping:

Q€ @~ [Ks(Q)] € M(6n),

is analytic. Moreover, the simple formula,

Owy | wi(@) Awi(8), fl1<j<k<3,
o6, ©) ‘{ 0a, if1<k<j<3, (44)
leads to:
Olw? . . . . Alw? . _
[w‘] =e® (W] Awj) +e3® (w] Aws), [w] =e3®(wyAws), Vi=1,...,n
20 00}

The differential of the matrix [w’] with respect to Q is therefore the three-rank
tensor:

88[;31] =e® (Wi Awh)®e +e3® (Wi Awh)®e, +e3® (wh Awh) @ es.
After some algebra, one obtains that:

where the three-rank tensor [T°(Q?)] arising in the right hand side is defined by:

—_

Tlijljg (Qi) =3 [(‘*’fnin{jl,p} A wfnax{jl,jQ})[‘]i}w?@ + (‘*’;‘1 A "-’Z)[Ji}wéz
+ (wé»2 A w};)[Ji]wél], (4.5)

if 1< k,ji,j> <3and Tf, ; (Q) = 0if 4 < k,j1, 5> < 6. Thus, ([T°(Q")], Q",Q’)
yields a 6—length column vector. With the tensors [T (8")], we build the three-rank
6n x 61 x 6n tensor defined for all (Q, Q) € Q x (RY)" by:

o ([T"(Q"]. Q" Q")
(I75(Q)]. Q. Q) = : : (4.6)

([(Q"1,Q", Q")

We get finally the equality:

(g a)a-sar (Pl o n@rae. )

It is clear that [Ts(Q)] is analytic with respect to Q.

The use of the Proposition 3.1 will allow us to prove that [Kr(Q)] is indefinitely
differentiable with respect to Q if 92 is Lipschitz continuous. Nevertheless, the
computation of I[Kr(Q)]/0Q is only possible when 9 is of class C1'l. Each
entries of the matrix [Kp(Q)] has the form of the functional Y defined by (3.3) in
section 3. We define the function ¢ arising in (3.1) as follows: let O° be an open
set such that I'y € O°. For each S’ it is possible to find an open set O such that

11



St c O, O compact, O NOY =P foralli=1,...,nand O'NOJ = 0 if i # j.
We consider then a C°° partition of unity {¢°, ¢!, i = 1,...,n} such that ¢! =
in 0", i =0,1,...,n. For any Q in a neighborhood of ((03,h}),...,(03,h%)) in Q,
the function

$(Q,x) = "(x)x + Zci(xxR(e”)(x —hj) +h),

lies in C°°°°(R3,R3) and satisfies the hypothesis (Hz) and (Hs) of section 3. Then

we introduce, for all i = 1,...,n, the following vectorial fields on T'(Q):
Vi(Q',x) =wi A(x—h'), E=1,2,3 onI'y(QY), (4.8a)
};+3(Qi,x) =e!, kE=1,2,3 onI'y(QY), (4.8b)
Vi(Q',x) = 03, k=1,...,6 onT(Q)\T5(Q"). (4.8¢)

The boundaries values of ¢} /On in the system (2.6) read for all i = 1,...,n and
k=1,...,6:

9:(Q,x) = n'(Q',x) - Vi(Q', x), on I'y(Q"), (4.9a)
9 (Q',x) =0, on T(Q) \ Iy (Q"), (4.9b)

and the functions G (Q,-) = g.(Q%, ¢(Q,-)) are:
GL(Q',x) =" (R(6")"w}) A (x — hg)), (4.102)
5(Q1x) =n' - R(0) ey, onTy, 1<k<3, (4.10b)
Gi(QY,x) =0, on T\ T%, 1<k <6. (4.10c)

Since GL(Q',) € ZZ(F) for all Q € Q, the Lemma 3.1 applies. It ensures the
existence and uniqueness of the functions cp}'c(Q, -) in suitable weighted Sobolev
spaces. The matrix [Kr(Q)] is hence well defined for all Q € Q. Moreover, it
is clear that the functions Q — Gi(Q',-) € L2(T) are indefinitely differentiable.
According to the Proposition 3.1, the mapping Q — [Kr(Q)] is also of class C° in
a neighborhood of ((03,h}), ..., (03,hy)). The Cauchy Lipschitz Theorem applies
to the ODE (4.2) and the solutions are indefinitely differentiable. We have thus
obtained the conclusion of Theorem 1.1.

4.2 The problem in global coordinates

Let (Po,Pg) € P x TP(Py) (namely, initial positions an initial velocities of the
solids) and define Qg = ((03,h}),...,(03,hy)) € Op, and Qq € (R3 x R3)™ such

that oA
< 8QPO (Q0)7Q0> =P,

We can apply Theorem 1.1: there exists a real interval [0,T) and a unique C'*
function Q*(-, 0, Qop, Qo) that solves (1.2) on [0,7"). We set then

P*(1) = Ap,(Q*(£,0,Q0,Qo)), Vte[0,T).
The principle of conservation of energy ensures that
L£(Q"(t.0,Q0. Qo). Q"(£,0.Qo, Qo)) = £(Qo, Qo). Yt € [0,T).
The definition (2.8) of the Lagrangian and the formula (4.3) yield:

|Q*(t707Q07Q0)|2 < éE(Q()vQO)’ Vite [OvT) (411)

12



Classical results on ODE’s (see for example [6] page 13) allow to make precise the

behavior of the point (¢, Q*(¢, 0, Qo, QO) Q* (t,O7Q0,Q0)) € R x Q(Pg) x (R®)™ as
t — T. One of the following alternatives holds:

e either T' = oo,

e cither |Q*(t,0,Qo, Qo)| — o0 as t — T but this case is excluded by the
estimate (4.11).

o cither Q*(t,0,Qo, Qo) — Qi € 9Qp, and Q*(t,0,Qo, Qo) — Q, € (R%)" as
t—T.

In the last case, if the point Qi does not correspond to a collision, we can set

Py = Ap, (Qu), P1 = (94, /0Q(Q1), Q, ) , and Q' = ARl (Qu),

. JOAg)
Q1—< Q(Ql)Q>

We can then build a new solution with initial data (Q;, Q). This solution does
continue P* to the right of 7. The proof of the Corollary 1.1 is then completed.

5 Motion and collision of an infinite cylinder

In this section we study the vertical motion of an infinite cylinder of radius 1 in a
half-space. For symmetry reasons, the problem reduces to a plane configuration,
namely the vertical motion of a disk in a half-plane. We denote h > 1 the vertical
position of the center of the disk and a contact with the fluid boundary happen
when h = 1. In this configuration, we can compute explicitly the kinetic energy of
the system fluid-solid. It coincides with the Lagrangian and reads:

1 . .
L= Smi? + %Fw?g(h), (5.1)
the function £(h) being defined in the Lemma 5.4 latter in. The Euler-Lagrange

equations yield:

doL oL o0&

B g~ an M prE0) + Gy () =0

and hence, after integrating

o [m+ ppE(h)
h=hoy| —————, 5.2
N m+pre (h) (52)
where ho and hg are the initial position and velocity of the disk. The ODE (5.2)
ensures that for all ¢ > 0, h keeps the same signum as ho. In particular, for ho < 0
and for any hg > 1, we have 1 < h < hy. We prove in the Lemma 5.4 that £(h) is

right-continuous at h = 1 and therefore that there exists hg > 1 such that, for all

h €]ho, 1], E(h) < 3£(1)/2. We deduce that, for any g < 0:
h m

— > |—————, Vh€lhy, 1],
ho =\ m s sprgya " o

what proves that the disk collides the boundary in finite time with non-zero velocity.
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5.1 Computation of an explicit solution

Let us denote (2 the upper half-plane, Q = {(z1,22)" € R?, s.t. x5 > 0}. The solid
S(0) is supposed to be a disk of center hg = (0, hg) " and of radius 7 = 1. Since we
shall consider only initial velocities of the form hy = (0, ho)T, the center of the disk
remains on the axis 21 = 0 for all # > 0 and then h(¢) = (0, h(t))T. The velocity is
therefore h(t) = (0, A(t))T. We assume also that the initial angular velocity is zero
and hence that the disk will not rotate in his motion. In this case, the potential
of the fluid is linear with respect to h and reads merely he where the function ¢
solves:

—Ap(t,-)=0 in Q\ S(¢), (5.3a)
g—i(t, Y=h—xy ondS(t), (5.3b)
%(n ) =0 on 0N. (5.3¢)

We shall compute explicitly the solution of (5.3), using a conformal mapping method.
Then we will determine the kinetic energy of the fluid in terms of k and h and apply
the Lagrangian formulation (1.2) in order to show that the disk hits the boundary
with non-zero velocity. A proof of the Lemma below can be found in [10].

Lemma 5.1 For allt > 0, the conformal mapping G defined by:

zZ —1a

G =
(2) z +ia’

where a = Vh? —1, maps S(t) onto the disk D, of center 0 and radius o =
1/(h+vh?—=1) and Q\ S(t) onto A, = A(0,0,1), the annulus of center 0 and
radii o and 1. For all w € A,, the inverse function g = G~ is given by:

(w) 14w
w) = ia
g - w

and we have h = (671 +0)/2, a = (67 — 0) /2.

z plane

Figure 2: The conformal mappings G and g.

Let us recall some useful classical properties of an holomorphic change of vari-
ables:

Lemma 5.2 Let O and O be two open subsets of R? and P = P, +iP : O — o
be a conformal mapping.
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1. Let f € C?(0) and F = foP. Then F € C*(0O) and we have the relation:
P \*  [(9P\°
L) (=2
8U1 8u1

2. Let T be a C! curve, T C O and n be the unit mormal to T'. Denote also

I'=P() C O and n the unit normal to I'. Then we have:

AF(ul,UQ) = Af(P<u17u2)>7

for all (uy,uz)" € O.

oF ‘ op —=(P(u1,uz)). (5.4)

ain(ulvu2) =15

Applying Lemma 5.2, the new function ¢(uy, us) = ¢(g(u1,us)) solves the Neumann
problem:

Ag(uy,ug) =0 for (u1,us2) € Ay, (5.5a)
g—i(ul,UQ) =0 for u3 +u3 =1, (5.5b)
0¢ _al20% — (1 + 0?)u]

a—n(ul,UQ) = (T o2 —2m) for u? 4+ u3 = o2, (5.5¢)
For t > 0, according to [8, Theorem 3.1], the harmonicity of ¢ ensures the existence
of an harmonic conjugate function ¥ and of an holomorphic function F defined in
O\ S(t) by F = ¢ + i1p. Remark that, since 2\ S(¢) is not a simple connected set,
this existence result is not obvious. The function F is defined up to an additive
complex constant because ¢ is the solution of a Neumann problem. From the
boundaries conditions (5.5b) and (5.5¢) for ¢, we deduce the boundaries conditions
for F. On the boundary |w| = 1 of A,, the exterior unit normal is n = w, then
OF /Oon(w) = F/(w)w. On the boundary |w| = o, the normal vector is n = —w/o,
therefore —cOF /On(w) = F/(w)w. Finally, with w = uy + dug, (5.5b) and (5.5¢)
yield for F' the conditions:

R(F'(w)w) =0 for |w| =1, (5.6a)

202 — (1 + 02)uy]
(1 +02— 2u1)2

R(F (w)w) = —~ for |w| = o. (5.6b)

The function F being holomorphic in the annulus A,, it admits an expansion in
the form of a Laurent series.

Lemma 5.3 The Laurent series of the function F, holomorphic in A, and satisfy-
ing (5.6) is:

0.2

oW +wT"), Vw e A, (5.7)

1—0

F(W)z’y—az

n>1
where v € C is an arbitrary constant.

Remark 5.1 The above series converges for o? < |w| < o=2, which is a larger
domain than A, .

Proof : Seeking the coefficients of the Laurent series (5.7), we write formally that:

F(w)=~+ Z(an +ibp)W" + (¢, +id,)w™" forallw e A,, (5.8a)

n>1
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and then

R(F'(w)w) = Z n[r"a, —r~"cp] cos(nd)

n=t — n[r"by, + 7 "d,]sin(nf) for all w =re’®.  (5.8b)
For r = 1, according to (5.6a), we obtain that a,, = ¢, and b, = —d,,. For r = o,
the identity (5.6b) allows us to deduce the coefficients a,, and b,,. Thus, we get:
—o" 1 [ ) —o"
n by = ———— — 0)e ™0 d0 = ——————a(n),
n 10 n(l—o2") 7w /0 a(f)e n(l— UZn)a(n)

—o" 1 [T ind —o™ " -
D /0 (@)™ = =y a(-n),

where a(n) is the n-th Fourier coefficient of «, the function defined for all § € R by:

¢y + id,

—ac[20 — (1 + 0?)cos(d)] .

a(f) = [1+4 02 — 20 cos(0)]?

Plugging the expressions of a,, b,, ¢, and d,, in the formal expansion (5.8a), we
get:

=+ Z (i 02” a(n)yw", (5.9)
nEZ*

where v € C is an arbitrary constant. We next compute explicitly the Fourier
coefficients of a. Set z = €%, it follows that:

~o 1 —aoldoz — (1 + 0?)(z% + 1)] dz
a(n) = 2im /BD [(1+02)z—o(z2+ 1)2 o (5.10)

Since:
—acldoz — (14 02)(z% +1)] o [ 1 N 1 1
1+ 02z o1 D) CET AR AT =k

the relation (5.10), combined with (5.9) gives, according to the residue Theorem:

a(n) = nao” for all n > 1,
a(n) = —nac™" for all n < —1.

Plugging these identities into (5.9), we get (5.7) and the proof is then completed.
[ |

We shall compute now the kinetic energy of the system fluid-solid for all 0 <
o < 1 (and hence for all h > 1, according to the relation h = (67 — ¢)/2). Then,
using the Lagrangian principle (1.2), we will be able to determine the velocity of
the disk and prove that for an adequate initial velocity the disk collides the fluid
boundary with non zero velocity. The following Lemma displays some properties of
the energy of the fluid:

Lemma 5.4 For all t > 0, the energy of the fluid reads Ep(t) = 1/2|h>pp&(0)
where E(o) is given by the following series:

1 2n
(0) =ma® Y no?n L)

_ 42
n>1 1 7 n)

Moreover, the function E(o) is continuous with respect to o, for all o €]0,1[ and
verifies:

w

. T
Jm (o) =15 -

lim (o) = %. (5.11)

o—0t

[\}
N
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0.8
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Figure 3: Graph of the function £ with respect to h

Proof : The kinetic energy of the fluid is:
1.
Br(t) = 5liPor [ VP
2 \S(1)
where ¢ is the solution of the system (5.3). The functions G and g are holomorphic.
Hence, taking into account the Cauchy Riemann conditions, their Jacobian matrices
can be written as:

a(ar,z2)] = \am,zg) (Qalar, a2)] for all (z1,2) € 2\ S(1),

8961

Qg (u1,u2)] for all (u1,us) € Ay,

[y, us)] = ]§i<u1,u2>

where [Q¢] and [Qg] are orthogonal matrices. We deduce the expression of Vg in
terms of V¢:

Qc (21, 72)|VP(G(21, 72))
1

[Qa (21, 22)]V(G (21, 72)).

oG
V@(ILIQ) = ‘8331(33171’2)

_| 98

= %(G(mhwz))

Finally the energy of the fluid can be expressed as follows:
1 -9
Er(t) = prlil
Q\S

Let us define £(0) = [, |V(u1,uz)|*> dw. Since |V (u1,uz)|*> = [F'(w)[?, we have
in cylindrical coordinates:

1 .
Vol dx = Speli? [ [Vodw.

s

E(o) =27 /01 {21 /027r F’(pcos(@),psin(@))QdG} pdp.
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In order to apply the Parseval Theorem, we need to prove that for all p € [o,1] the
function 6 — F’(pcos(f), psin(0)) is in L*(0,27). We have the following estimates:

[F'(peos(9), psin(8))] < =Y~ T (1+07")

So we can apply the Parseval equality to |F’| and we obtain for all o €]0,1][:

! ano® 1 2n—2 2n—2
E(o) = 27r/ pdpz L — 02"] P+ p (5.12a)
g n>1
1 +0.2n
2 2n
= . 5.12b
rat St (5.12b)

The well known identities z/(1 —z) = > ., 2" and /(1 —z)* = > -, na", for
all |z| < 1 together with (5.12b), allow us to turn the expression of £ into:

Elo) = ra? Z n(l+ 02") Z a?F  forall0 <o < 1.

n>1 E>1

We can invert the order of both sums because all the terms are non-negative, to get

5(0') _ 7_‘_012 Z Z nO_an + n0_2n(k+1)

k>1n>1
2k 2(k+1)
_ 2 o o
—ma Z (1— o2k)2 + (1— o202 forall 0 < o < 1.
E>1

We split the series into two parts and change the indices in the second one to get
the final expression for &:

2
oo 9k_2 1—o2 ™
g(g)_§ k§>la L—U%} 1 forall 0 <o < 1.

We apply Lebesgue’s Theorem to establish the continuity of the series on ]0, 1]. Let
fe(o) = o272 [(1-0?)/(1 - 02’“)}2 for o €]0,1[. These functions are continuous
on ]0, 1] and can be extend by 1/k? for ¢ = 1. We show that the coefficients in this
series are uniformly bounded by the terms of a convergent series. Indeed, we have
the following inequality for all £ > 2:

1—ok

k-1
1 ZZUkaUk_l forall 0 <o <1,
—0
=0

and then

1 1-0]® 4
to "] < forall 0 < o < 1.

_ 2k—2 -
Jelo) = [1+ak1—o—k = k2

Finally the terms of £(o) are uniformly bounded by a convergent series for all
0 <o < 1. Then £ is a continuous function of ¢ (and therefore of h). We can pass
to the limit in the series as o goes to 1 and as ¢ goes to 0 and we get the values for
the energy given by (5.11). H
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5.2 Velocity damping at the collision point

We have seen that our model of fluid-solid interaction, dealing with an ideal fluid
flow, allows the rigid body to collide the boundary of the fluid domain. Nevertheless,
the fluid has a damping effect on the velocity of the solid. Considering again the
configuration of the preceding section, we can rewrite (5.2):

-i \/7T+pF/pSg(h()) (5.14)

ho  \| 7+ pr/psE(h)

We have drawn in the figure 5.2 the disk velocity damping percentage 100(1—h/hg)
with respect to h for some values of pr/ps. Note that the d’Alembert’s paradox,
holding for a disk in the whole space R2, does not apply any more in our case. The
resulting hydrodynamic force on the disk is non-null and the disk slows down when
approaching the fluid boundary.

40

N w w
ol o a
T T
! !

Velocity damping (%)
& S

Figure 4: Ball velocity damping for hg = 2.5

No surprisingly, the damping effect increases as h decreases and is maximum
at the collision point, that is to say for h = 1. Since £(1) = 7%/12 — 7/4 and
E(00) = m/4, we can compute that a disk coming from infinity has lost 100(1 —
V(7 + pr/psm/4) /(T + pr/ps(73/12 — m/4))) percents of its initial velocity at the
moment of the impact. This quantity, represented in figure 5.2, increases with
pr/ps and tends to 100(1 — /1/(72/3 — 1)) ~ 34% as pr/ps goes to infinity.
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Figure 5: Velocity damping at the collision point with respect to pr/ps

In particular, even with an infinite density fluid, the disk does collide the bound-
ary.

6 Explicit form of the Lagrangian system of ODE’s
in the general case

Assuming additional regularity for 02, it is possible to make explicit the Euler-
Lagrange equations (1.2). The expression shall involve ¢(Q,-) and [De(Q,-)] on
I'2(Q) and geometric data of the solids. Thus, for any x € T'5(Q?), 7 (Q?, x) and
75(Q?, x) stand for the principal directions on I't(Q) at the point x and x¢(Q¢, x)
and k% (Q?, x) are the principal curvatures. The set {71 (Q¢, x), 75(Q¢, x),n’(Q%, x)}
is a direct orthonormal basis of R* and IT*(Q¢, x) = #}(Q%,x)7% (Q%, x) @71 (Q!, x)+
k5(Q% x)T4(Q x) ® T4(Q%,x) is the second fundamental form on I'i(Q) at the
point x. We refer to [7] for details and precisions on this topic. We introduce the
6—length column vectors defined on I';(Q) by:

0 v — |w]((x=h)An'(Q',x))
WL(Q'x) = [ ni(Q/, x)) ] , (6.1a)

i (O ) — |[@]((x=h")AT(Q", X)) _ i (O
Wi (Q',x) = [ G } . k=12 YxeTli(Q), (6.1b)
and Wi (Q',x) = Wi (Q,x) = 0g if x € I%(Q7), j # i. The 6n—length column
vectors Wy, (Q,x) and W, (Q,x) are obtained by concatenating respectively the n
vectors WL (Q',x) and the n vectors Wi (Q,x). Forallx € T'3(Q) and k = 1,2 we
set ki (Q,x) = kL (Q', x) if x € T5(Q?). The 6n x 6n symmetric matrix [B(Q, x)] is
bloc-diagonal [B(Q, x)] =diag([B(Q!,x)],...,[B"(Q",x)]). Each 6 x 6 symmetric
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sub-matrix [B(Q¢, x)] is defined on I'4(Q?) by:

i T =i o]
[B(Qi,x)] = [ [W]" [l3] ][BY(Q,x)] L | (6.2)
3
with
By (Qi,x) = —nj(x1 — hj), 1<k<l<3,
Elik(QuX) =(x—h")-n'— (zp —hi)nt, k=123,
Bjy(Qi,x) = —nj(xx — hy,), 1<i<k<3,
Bi,(Qi,x) =0, kE>3orl>3.

On I'}(Q7) for j # i, we have [B'(Q?,x)] = [Ogx6]. At last, the matrix [C(Q, x)] is
also bloc-diagonal [C(Q, x)] =diag([C*(Q!,x)], ..., [C™(Q",x)]). Each sub-matrix
[CH(QF, x)] is defined on T'y(QF) by:

_ , o [w’]
[CHQix)] = [ W] [5] ][CY(Q",x)] l ] ; (6.3)
(5]

with [C1(Q%,x)] = Y0_. el @ (n’ Aey) and on T5(Q7) for j # i by [CH(QF,x)] =
[Osx6]. We set then the following three-rank 6n x 6n x 6n tensors:

[Tr, (Q)] = —pr / Dp(Q)][Dp(Q)]T © Wa(Q) do,

r'2(Q)
“rs [ Wal@) @ [Dp(QIDEQ) dou, (64)
and for k£ =1, 2:
[Tr, (Q)] =
> o [ K1(Qp(Q) (W, (Q) 5 W, (Q) = WalQ) © Wa(Q)] do. (65)
k—1 r2(Q)
and:
1@ = pr | ¢@=(B@IC@D+5(C@I-C@Q) (@) dow. (66

In the following Theorem, the tensor [Ts(Q)] is defined by (4.6).

Theorem 6.1 Assume that O is of class CV''. Then, the Euler-Lagrange system
of ODE’s (1.2) reads:

([Ks(Q)] + [KEr(QDQ+ ([T5(Q)], Q. Q)
+([Tr.(Q)]. Q, Q) + ([TF. (Q)]. Q. Q) + ([Tr(Q)], Q. Q) = Oy,

Furthermore, all the matrices and tensors involved in this equation are well defined
and indefinitely differentiable with respect to Q for all Q € Q.

Proof : We recall that the vectors Vi and the functions gi and G arising in
the sequel are defined respectively by (4.8), (4.9) and (4.10). Applying the formula
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(2.3) and (4.4), we get:

8(31‘ (R()Twi) = —R(O)T (Wi Awh) + R(O) T (WiAwh) =03, 1<I<k<3,
l
a(zi (R(6") "wp) = —R(6") " (wi Awp), 1<k<l<3.
l
From these identities, we deduce that, on T'} and for all i = 1,...,n:
%if(czi,x):o, lsi<kss
1
9G}, i i iNT [, i i i
L(Qlx) = ' (R(O) (@] Awi) A (x— i), 1<k<i<3,
l
89; , X) = — n 7X) : (wl ek)a > Ryt >
and
%i?(Qi’X)ZO’ 1<1<3,1<k<6.
1

Using the notation (¢, ..., q4) = (0%, 04,05, hi, b, hY), we have therefore on T'h:

%(;} (Q,¢7'(Q,x)) =0, 1<l<k<3,
1
8G’ILC 1 —1 _ 7 7 7 . 7 7
o Q"¢ (Q,x)) = (w; AN*(Q")) - VL(Q")
1
- (Wi, An'(QY) - VI(QY), 1<k<I1<3,
Pohis(@o Q) = (@) A I<i<s 1<k<3
1
%i}(Q",dfl(Q,X)):O, 3<1<6, 1<k<6.
1

If 1 <1,k < 3, we can rewrite, taking into account the definition of the vectors V7
and the properties of the wedge product:

(w; A0 (Q',x)) - Vi, = (w; An'(Q',x)) - (w), A (x — )
= w[((x = h")  n'(Q",x))[3] — n"(Q",x) ® (x — h')]wj.

In order to apply formula (3.5), we need also to compute the quantities Vgl (Q?, x)-
Vi(Q, x). We will denote merely V] instead of V}(Q?,x) in the following. We have,
foralli=1,...,n and for all k =1,2,3:

V- (0'(Q',x) - (wj, A (x — b)) - Vi = ([V,n'(Q",x)]V]) - (w}, A (x — b))
+0'(Q", %) - (wj, A [V-(x = h")]V)).
According to the definition of the tangential gradient in [11] page 192, we get:
[V (x = h")]V] = V] — (Vi -n'(Q",x))n"(Q’, x),
and therefore:

V-0i(Q,%)- Vi = [Von'(Q',x)] V] - Vi — (Wi An'(Q',x))- V] 1<k <3. (6.7a)
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In the same way, we can compute:
V.0i(Q4,x) - Vi = (V,n'(Q",x)-V}) -V}, 4<k<6. (6.7b)

Denoting then TT%(Q?) the tangent bundle of T'4(Q?), TS? the tangent bundle
of the 2-dimensional sphere S? and II' : TT%(Q) x TT%(Q!) — TS, the second
fundamental form on I'y(Q?) (see [7] for a definition of these notions), we rewrite
(6.7):

V-0i(Q',x) - Vi = —(IT(Q", %), V[, V}) — (W An'(Q',x)) - V], 1<k <3,

Vogi(Q',x) - Vi = —(IT(Q',x), Vi, Vi), 4<k<6
According to the notation introduced earlier in, we have the identity:

I'(Q',x) = #1(Q", x)T1(Q",x) ® T1(Q", x) + r5(Q", x)75(Q", x) ® T5(Q", ).
Building now the 6 x 6 matrix [A?(Q?,x)] whose entries are:

oy
oq}

(Qi,X) - VTgI’Lc(Q’va) : V;‘(Qiax)
— (81(Q",x) + £3(Q",%))g,(Q", x)(VI(Q',x) - n'(Q, x)),

;;l(Qi, X)

we get the identity:

- | [
Q)] = [ W] 1] ] (TA°(Q0)] + [B'(Q")] + [C/(Q)) [ ]
= [47Q)] + [B'(Q)] + [C'(Q))

Let us drop Q' and x in the sequel to simplify the notations. The matrix [A?]
decomposes into four 3 x 3 sub-matrices [Ag], 1 < k,1 < 2 defined by:

[Ab) = 7 wh(Ge— ) A @ (= h) Al — (x— ) Am' @ (x— ) Am)

The matrices [B] and [C?] are defined by (6.2) and (6.3). Applying formula (3.5),
we get:

A Q)= - T LO)do
<8Q’ >Q_ pF/FQ(Q)[DSDHDw] Q(W, - Q) do,
+ ;PF /F2(Q)Hk(<P(Wm Q)+ W, (¢-Q)(W,, -Q)do,

TP / P(QT([B] + [CNQ) + ([B] + [C)) Qe - Q) do,
r>(Q)

Cpr / (k1 + 52) (9(Wa - Q) + Wl - Q) (Wi - Q) do.
2 (Q)
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where the vectors W, (Q,+), W,,(Q,-) and W,(Q,-) are defined on I'2(Q) by
(6.1). Proceeding as well we get:

0Q

+22PF/

k=1 F2(Q

Qr<3VﬁﬂQﬂf>Q::_mﬂA(quwpwnpﬂTQﬂNnmw

W QW,, - QW,, do, +2 / o QB

+ / (¢ Q)(C] + [C])Qda, — 2pr / (k1 + ) (- Q)W - Q) do,.
r>(Q) r>(Q)

After some simplifications, we deduce that:

<3[KF(Q)] , Q> Q- %QT <3[KF(Q)] , > Q=

0Q 20
- TC .0)do 1 T2 .
pF/FQ(Q)[DQOHDso} Q(Wx - Q)do, + 5pr /Fz(Q)HDgo] Q*W,, do,
" l;pF /rz @ irp[(Wr, - Q) = (Wn - Q)% doy
- ”F/F @ #(Q([B]+[C)Q) + %([01 ~[C1M)Qe - Q) do,. (6.8)

Introducing the tensors [Tr, (Q)], [TF,. (Q)] and [Tr(Q)] defined respectively by
(6.4), (6.5) and (6.6) and plugging the expressions (4.7) and (6.8) into (4.1), we
obtain the formula of Theorem 6.1. W

A Proofs of the Propositions of section 3

Proof of Proposition 3.1: Let ¢ be a function of V! and define $(Q,-) =
0(¢71(Q,+)). Simple computations yield:

VSE(Q, ) = V@(¢_1(Q7 ))[D¢(Q7 ¢_1(Q7 '))]_17
/ VE(Qx)[? dx = / Vi) [A(Q, )]V (x) dx,
Q) Q

and according to the hypothesis (Hy), ¢ 0 ¢~1(Q,-) lies in V(Q). The variational
formulation (3.4) can be rewritten with the test function ¢ o ¢=1(Q,-) and yields,
upon a change of variables:

/VWQ A(Q, %)V @—/GQ x) do. (A1)

Notice that the expression of the integral on I' results from the hypothesis (Hzs).
We define then the mapping:

Fl:Qx V' — VY
(QaU) '_)A(Q)U_Bk?(Q)a k= 1a2a
where A(Q) : V! — (V1) and Bx(Q) € (V1) are defined by

(AQU, @) iy = /Q VUIAQ)IVy dx, VU,p e V',

(B(Q). @) 1y syt = / Ce(Qpdo,, VeV,
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The mapping Q € Q — Bi(Q) € (V') is of class C? because Q € Q — Gx(Q,-) €
L?(T') is and the mapping Q € Q — [A(Q)] € L>=(R3, M(3)) is of class C®, like ¢.
At last, the mapping

L= (R?, M(3)) x V! — (VY
([A]7U) = AU7

defined by
(AU, @) o1y sypn = / VU[A]Vp' dx, YU,p € V!,
Q

is of class C*°. Therefore (Q,U) € Qx V! — A(Q)U € (V') is of class C* and F}!
is of class C™i{@8} (remark that F}l is of class C* with respect to U because it is
linear and continuous). Moreover, F}}(0,,u(0,,)) = 0 and OF} /0U(0,, ui(0,,-))
is an isomorphism from V! onto (V!)’, according to the Riesz representation Theo-
rem. Indeed, for all U, ¢ € V' we have:

OF}
-7 (0p, uk(0p,))U, ¢ = [ VU -Vepdx.
oUu Q

(V1) xpt

Applying then the implicit function Theorem, we conclude that there exists a neigh-
borhood Qp of Q = 0, in Q and a function Q € Qy — Uk(Q,-) € V1 of class
cmintesf} gych that FHQ,Ux(Q,-)) = 0 for all Q € Qp. By uniqueness of the
solution of (3.4) in V1(Q), we conclude that Ui (Q,-) = ux(Q, #(Q, -)).

Proceeding as in (A.1), we rewrite Y(Q):
T(@Q = [ TU(QX)A(Qx)TU(Q. )T dx.

Since Q € Qy — VUL(Q,") € L*(Q,R?) is of class C™™*#} and Q € Q
[A(Q, )] € L*>®(R?, M(3)) is of class C°°, we obtain the expected regularity result
for Q € Qp — Y(Q), namely C™in{eA},

Assume now that T' is of class C'! and that G1(Q,-) is like in the hypothesis
of the second part of the Proposition. We define

FZ:QxV?— £2(Q) x HY*(T)

—div([A(Q)]VU)
(QU) ( VU|r-n - Gi(Q,) )

Taking into account (Hs), [A(Q)]—[I5] is compactly supported and div([A(Q)]VU) =
div([A(Q)]) - VU + [A(Q)] : [D?U] lies in £2(Q) when Q is not bounded. When
Q is bounded, we have to check furthermore that [, div([A(Q)]VU)dx = 0. Since
[A(Q)] = [I3] on T', we have

/Qdiv([A(Q)]VU) dx = /FVU-ndar = 0.

Proceeding as for F}}, we prove that F? is continuously derivable. Moreover FZ(0,,, ux(0,,)) =

0 and: oF2
—AU
k ) _
W(Opauk(olh ))U ( VU‘I‘ .n ) :

Classical results for elliptic equations [5] when € is bounded or results of [1], [2]
and [4] when € is not, ensure that dF?/0U(0,, ux(0,,)) is an isomorphism from
V2 onto £2(€2). At this point, let us stress that with our choice of functions spaces,

25



the classical compatibility condition fQ fdx + fr gdo, = 0, essential to solve the
Neumann problem —Awu = f in Q, du/dn = g on T" when Q is bounded, is not
needed when 2 is not bounded (see [1] and [4]). We apply then the implicit function
Theorem and conclude as for F}.

Let K be a compact subset in 2 and consider a function (x € C3°(€2) such that
(kg = 1 in a neighborhood of K. The function Q ﬁk(Q,~) = (k()UR(Q,-) €
H'(R3) is continuously differentiable and according to the Lemma 5.3.3 page 181
of [11] we deduce that Q — ux(Q, ) = (x (¢~ 1(Q, ) ur(Q, ) € L*(R?) is differen-
tiable. Furthermore ﬁk and uy, are linked through the formula:

ouy,
0q;

U,

(Qa ¢71(Q7 )) - Vﬁk(Qa ¢71(Q7 )) ’ VZ(Q7 ')7 i=1,...,p.

We can define the function duy/9q;(0,,-) in the whole set Q by its restriction to
any compact subset of € :

8u;€ - 8%

TL]IL( pa')‘K = %(Op’.)‘K’ VK C Q.

Since AU /dqi(0,,-) € VI, VUL(0,,-) € L*(2,R?) and V(0,,-) = 0 on I'y, we
obtain therefore that:
Ok oy — U

a(h’ ( Dy ) - Tqi(opv ) - VUk(Opv ) : Vi(Opv ) € Vla

where V' is defined by (3.6). We proceed as well to define Vuy/dq;(0,,) €
L?(Q,R3), taking into account that Ux(0,,-) € V2. B

Proof of Proposition 3.2: The domain Q being of class C*!, we can extend
any function ¢ € V? to be a function of V? and for all Q € Q, ¢|g(q) lies in V!(Q).
Choosing this test function in (3.4), we compute the derivative of the variational
formulation:

/ Vur(Q,x) - Vip(x) dx = / G(Q. ) p($(Q. %)) do.
Q) r

at the point Q = 0, with respect to ¢;. Applying the Corollary 5.2.5 of [11] page
173, we obtain that:

/ MV (0 %) - V() dx+ | Vur(0y,%) - Vo(x)(V' - ) ders
Q(Q) 9q; Iy
0Gy,

d
=/ T%(op,x)w(x) do'x+dqi< 5 Gk-(Q7X)<p(¢(Q,x))dax>. (A.2)

The Lemma 5.3.3 page 181 of [11] ensures that Q € Q — Vo(6(Q,-)) € V! is
differentiable and that

OV
9q;

(3(Q.") = Ve(4(Q. ") - VI($(Q, ) € V.

In particular dV/9q;(6(Q,-))|r, € H/?(I's) and we have :

d
dg; ( r, Gk(Q’X)W(¢(Q7X))dUI> =
[ 90403 4(0(Q %) + GH(QXITAG(Q. %) - V(6(Q%) o
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Plugging this expression into (A.2), specifying Q = 0, and denoting merely uy, G,
and V* for uy(0,, ), Gx(0,,-) and Vi(0,,), we obtain in one hand the variational
formulation for Vuy:

/ OV Vedx+ [ Vu,-Ve(V'-n)do, = aGkgdex
o 94 r, r, 94
len -
+ 3q 0+ GgVyo-V;do,, VYpeV=. (A.3)
Ty 4

In the other hand, computing the derivative at the point Q = 0,, of the expression
of T(Q) and applying the Corollary 5.2.5 of [11] page 173, we get:

d 0
— ( Vui(Q,x) - Vua(Q, x) dx) = Vi Vus do,
dgi \ Jaoq) Q-o, r Og
VU Gurdoy + [ Vs - Vus(Vi - n) do.
I aql Iy

Since u; and us lie in V2, we can use the identity (A.3) in order to transform both
right hand side terms. We get therefore:

d ,
—_— ( Vui(Q,x) - Vua(Q, x) dx) = — Vuy - Vue(V*-n)do,
4 \Ja) a-o, s
+ / 8G1 U + %Ul dO’x + / G1Vu2 . Vi + vaul . VZ da'gc. (A4)
r, 0¢ 9q; I

Then, decomposing V* into its normal and tangential part on I'y : Vi = (Vi.n)n+
V., one obtains that:

Vug - Vi = %(Vi ‘n) + V,yuy - Vi, (A.5)

where V. stands for the tangential gradient on I's. Using some results of differential
geometry (see [11] pages 192-197), we have in one hand:

GlVTUQ . V:_ = diVT(Gl’LLQVj_) - VTGl . V:_UQ - G1UQdiVT(Vj_),
and in the other hand:
div, (VL) = div, (V) + (k1 + k2)(V' - n), div.(V?) =div(V') —n'[DV]n,

where k1 + r2 = —div,(n). Taking into account (Hz), we deduce that div(V?) =0
and n'[DVin = 0 since [DV?] is a skew-symmetric matrix. We remark also,
applying Lemma 5.4.10 page 194 of [11], that:

/ div, (G1ug Vi) do, = / div, (Gua Vi) do, = 0,
Ty r

the first equality resulting from the hypothesis (Hz) which means in particular that
Vi =0 on I';. Finally we get:

/ le-,—UQ . V:_ dO’x = 7/ (K?l + Iig)Gl’U,Q(Vi . Il) + UQVTGl . V:L,_ dCTz. (AG)
FQ FZ

Summarizing (A.5) and (A.6) and plugging the result into (A.4), we obtain the
expression (3.5) of the Proposition. H
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