N

N

Stochastic Dynamics of Discrete Curves and Exclusion
Processes. Part 1: Hydrodynamic Limit of the ASEP
System
Guy Fayolle, Cyril Furtlehner

» To cite this version:

Guy Fayolle, Cyril Furtlehner. Stochastic Dynamics of Discrete Curves and Exclusion Processes.
Part 1: Hydrodynamic Limit of the ASEP System. [Research Report] RR-5793, INRIA. 2005, pp.22.
inria-00001131

HAL 1d: inria-00001131
https://inria.hal.science/inria-00001131
Submitted on 25 Feb 2006

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00001131
https://hal.archives-ouvertes.fr

ISRN INRIA/RR--5793--FR+ENG

ISSN 0249-6399

ZIINRIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

Stochastic Dynamics of Discrete Curves and
Exclusion Processes.

Part 1. Hydrodynamic Limit of the ASEP System

Guy Fayolle — Cyril Furtlehner

N° 5793

December 2005
Théme BIO

apport
derecherche







Zd I N RIA

ROCQUENCOURT

Stochastic Dynamics of Discrete Curves and Exclusion
Processes.

Part 1: Hydrodynamic Limit of the ASEP System

Guy Fayolle *, Cyril Furtlehner *

Théme BIO — Systémes biologiques
Projet Preval

Rapport de recherche n°® 5793 — December 2005 — 19 pages

Abstract: This report is the foreword of a series dedicated to stochastic deforma-
tions of curves. Problems are set in terms of exclusion processes, the ultimate goal
being to derive hydrodynamic limits for these systems after proper scalings. In this
study, solely the basic ASEP system on the torus is analyzed. The usual sequence
of empirical measures, converges in probability to a deterministic measure, which
is the unique weak solution of a Cauchy problem. The method presents some new
features, letting hope for extensions to higher dimension. It relies on the analysis of
a family of parabolic differential operators, involving variational calculus. Namely,
the variables are the values of functions at given points, their number being possibly
infinite.

Key-words: FExclusion process, hydrodynamic limit, martingale, Cauchy problem,
weak solution, distribution, parabolic operator.

* INRIA Rocquencourt

Unité de recherche INRIA Rocquencourt

Domaine de Voluceau, Rocquencourt, BP 105, 78153 Le Chesnay Cedex (France)
Téléphone : +33 1 39 63 55 11 — Télécopie : +33 1 39 63 53 30



Dynamique stochastique de courbes discrétes et
processus d’exclusion. Partie 1: Sur la limite
hydrodynamique du systéme ASEP

Résumé : Cette étude est la premiére pierre d’une suite de rapports consacrés
aux déformations stochastiques de courbes. Les problémes sont posés en termes
de processus d’exclusion, le but final étant d’obtenir des équations hydrodynamiques
pour ces systémes, aprés changements d’échelle adéquats. Ici, nous n’analysons que le
systéme ASEP sur le tore Z/NZ. La suite habituelle des mesures empiriques converge
en probabilité, lorsque N — oo, vers une mesure déterministe, unique solution faible
d’un probléme de Cauchy. La méthode proposée présente quelques traits nouveaux,
laissant espérer des généralisations & des dimensions supérieures. Elle s’appuie sur
I’analyse d’une famille d’opérateurs paraboliques, avec calcul au sens des variations.
De fait, les variables sont les valeurs prises par une fonction sur un ensemble de
points, dont le nombre est possiblement infini.

Mots-clés : Processus d’exclusion, limite hydrodynamique, martingale, probléme
de Cauchy, solution faible, opérateur parabolique.
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1 Preliminaries

Interplay between discrete and continuous description is a recurrent question in sta-
tistical physics, which in some cases can be answered quite rigorously via probabilistic
methods. In the context of reaction-diffusion systems, this is tantamount to studying
fluid or hydrodynamics limits. Number of approaches have been proposed, in partic-
ular in the framework of exclusion processes, see e.g. [12],[2] [15], [11] and references
therein. As far as fluid limits are at stake, all these methods have in common to be
limited to systems for which the stationary states are given in closed product forms,
as far as hydrodynamic limits are concerned, or at least for which the invariant mea-
sure for finite N (the size of the system) is explicitly known. For instance, ASEP
with open boundary can be described in terms of matrix product form (a sort of
a non-commutative product form) and the continuous limits can be understood by
means of brownian bridges (see [3]). We propose to adress this question from the
following different point of view: starting from discrete sample paths subjected to
stochastic deformations, the ultimate goal is to understand the nature of the limit
curves when N increases to infinity. How do these curves evolve with time, and
which limiting process do they represent as ¢ goes to infinity (equilibrium curves)?
Following [8] and [9], we will try to give some partial answers to these questions in
a series of papers.

This first study is mainly dedicated to the ASEP model. The mathematical approch
relies on the analysis of specific partial differential equations involving variational
calculus. A usual sequence of empirical measures is shown to converge in probability
to a deterministic measure, which is the unique weak solution of a Cauchy problem.
Here variables are the values of some function at given points and their number
becomes infinite. In our opinion, the method presents some new features, which let
hope for extensions to higher dimension.

A future concern will be to establish a complete hierarchy of systems of hydrodynamic
equations , whose steady state will help to describe non-Gibbs states.
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4 Guy Fayolle , Cyril Furtlehner

2 Model definition

2.1 A stochastic clock model

The systems we will consider can typically be describded as an oriented path embed-
ded in a bidimensional manifold: IV steps of equal size, each one being chosen among
a discrete set of n possible orientations drawn from the set {2k7/n,k=0...n — 1}
of angles with some given origin. The stochastic dynamics which is applied consists
in displacing one single point at a time without breaking the path, while keeping
all links within the set of admissible orientations. In this operation two links are
displaced. This constrains quite strongly the possible dynamical rules, which are
given in terms of reactions between consecutive links.

We have

k l)\kl vk
XFxt = XIXF ke[ln], k#L
Ak

2.2 Examples

(1) The simple exclusion process

The first elementary and most sudied example is the simple exclusion process: this
model, after mapping particles onto links, corresponds to a one-dimensional fluctu-
ating interface. Here we have a binary alphabet and letting X' = 7 and X? = 7,
the set of reactions simply rewrites

A=

TTS T,

A+
where AT are the transition rates for the jump of a particle to the right or to the
left.

(2) The triangular lattice and the ABC model

Here the evolution of the random walk is restricted to the triangular lattice. Each
link (or step) of the walk is either 1, e27/3 or ¢¥7/3  and quite naturally will be said
to be of type A, B or C, respectively. This corresponds to the so-called ABC model,
since there is a coding by means of a 3-letter alphabet. The set of transitions (or

INRIA



Stochastic Dynamics of Discrete Curves. Part 1: the ASEP System 5

reactions) is given by

ABS BA,  BC S OB, CAS AC (2.1)
r+

pt qt

where there is a priori no symmetry, but we will impose periodic boundary conditions
on the sample paths. This model was first introduced in [6] in the context of particles
with exclusion, and for some cases corresponding to the reversibility of the process,
a Gibbs form for the invariant measure was given in [7|

3 Hydrodynamics for a one-dimensional asymmetric exclusion
process [ASEP]

As mentioned above, we aim at obtaining hydrodynamic equations for a class of
exclusion models. The method, although relying on classical powerful tools (martin-
gales, relative compactness of measures, functional analysis), has some new features
which should hopefully prove fruitful in other contexts. The essence of the approach
is in fact contained in the analysis of the popular ASEP model, presented below. We
note the difficulty to find in the existing literature a complete study encompassing
various special cases (symmetry, total asymmetry, etc). Some proofs will only be
sketched, and the related results presented as claims or even conjectures.

Consider N sites labelled from 1 to N, forming a discrete closed curve in the plane,
so that the numbering of sites is implicitly taken modulo N, i.e. on the discrete torus
G™ < 7 /NZ. In higher dimension, say on the lattice Z*, the related set of sites
would be drawn on the torus (Z/NZ)*.

We gather below some notational material valid throughout this section.

e R stands for the real line. C¥[0,1] is the collection of all real-valued, k-
continuously differentiable functions defined on the interval [0,1], and M is

the space of all finite positive measures on the torus G o [0,1).

Ci°(K) is the space of infinitely differentiable functions with compact support
included in K.

e For S an arbitrary metric space, P(S) is the set of probability measures Dg[0, 7]
is the space of right continuous functions z : [0,00] — S with left limits and
t— Zt.

RR n® 5793



6 Guy Fayolle , Cyril Furtlehner

e Fori =1,...,N, let A" (¢) and B{"(t) be binary random variables repre-

senting respectively a particule or a hole at site ¢, so that, owing to the exclu-
def

sion constraint, A" (t) + B{")(t) = 1, for all 1 < i < N. Thus {A®™(t) =
(AgN) t),..., Ay’ (t)),t >0} is a Markov process.

e O™ will denote the generator of the Markov process A (t), and FV) =
o(A™(s),s < t) is the associated natural filtration.

e Our purpose is to analyze the sequence of empirical random measures

1
(N) _ (N) (¢
o - N E A ( )5

ieG@V)

; (3.1)

2|~

when N — oo, after a convenient scaling of the parameters of the generator
Q@) The probability distribution associated with the path of the Markov
process p\"),t € [0, T], for some fixed T, is simply denoted by Q™.

As usual, one can embed G in G, so that a point i € G corresponds to the
point i/N in G. Hence, in view of (3.1), it is quite natural to let the sequence Q™
be defined on a unique space Day[0, T, which becomes a polish space (i.e. complete
and separable) via the usual Skorokod topology, as soon as M is itself Polish (see
e.g. [5], chapter 4). Without further comment, M is assumed to be endowed with
the vague product topology, as a consequence of the famous Banach-Alaoglo and
Tychonoff theorems (see e.g. [13, 10]).

Let ¢q, ¢y be two arbitrary functions in C?[0, 1] and define the real-valued positive
measure

2 (ba 4] d—“exp[ > 6u(1) A0 + a()BOW]. (32

ieG@V)

which is a functional of ¢, ¢p. For the sake of brevity, the explicit dependence of
AN (), BSV(1), Z™ [¢a, ¢p) on N, t, ¢, will be omitted wherever the meaning remains
clear from the context: for instance, we often shall simply write A;, B; or Zt(N). Also
Z™ stands for the process {Z", t > 0}.

A standard powerful method to prove the convergence (in a sense to be specified
later) of the sequence of probability measures introduced in (3.1) consists first in
showing its relative compactness, and then in verifying the coincidence of all possible
limit points (see e.g. [11]. Moreover here it suffices to prove these two properties

INRIA



Stochastic Dynamics of Discrete Curves. Part 1: the ASEP System 7

for the sequence of projected measures defined on Dz [0, 7] and corresponding to the
processes {Z\"[¢q, ], > 0}, since the functions ¢ belong to C?[0, 1].

Let us now introduce quantities which, as far as scaling is concerned, are crucial in
order to obtain meaningful hydrodynamic equations.

def Aab(N) + Apa(N)

2 ’ (3.3)
:U(N) d:ef )‘ab(N) - )‘ba(N)a

A(N)

where the dependence of the rates on NV is explicitly mentioned.
Theorem 3.1. Let system (3.3) have a given asymptotic expansion of the form

AMN) &€ AN? + o(N?),

def

1(N) = pN 4 o(N),

(3.4)

where X\ and [ are fized positive constants. [As for the scaling assumption (3.4), the
random measure log Z,fN) s a functional of the underlying Markov process, in which
the time has been speeded up by a factor N? and the space shrunk by N—1]. Assume
moreover the sequence of initial empirical measures log Z(()N), taken at time t = 0,
converges in probability to some deterministic measure with a given density p(x,0),
so that

1
Jim log 75" = / (2, 0)a (&) + (1 — plx,0))by(x)]dz, in probability, (3.5)
— 00 0
for any pair of functions ¢q, p» € C°(K), where K € R is a compact containing the

interval [0, 1].

Then, for every t > 0, the sequence of random measures ,uftN) converges in probabili-
tys, as N — oo, to a deterministic measure having a density (p(x,t) with respect to
the Lebesgue measure, which is the unique weak solution of the Cauchy problem

Tl 00(x,t) 0%0(z,t) 00(x,t)
/0 /0 [,o(x,t)( 7 + A 122 )—,up(x,t)(l—p(x,t))T dxdt

1 (3.6)
- /0 (o, )02, T) — p(,0)0(z,0)) da,

RR n® 5793



8 Guy Fayolle , Cyril Furtlehner

where (3.6) holds for any function 6 € C3°([0,1] x [0,T7).

2
If, moreover, one assumes the existence of %, then (3.6) reduces to a classical

Burger’s equation

Ip(,t)
doe

Opla,t) _ | 0ol )

dt dr2 +:U’[1 —QP(IL‘,t)]

Proof. The sketch of the proof is spread over three main subsections, referred to
hereafter as P1, P2 and P3.

P1 [Existence of limit points: sequential compactness] As usual in problems
dealing with convergence of sequences of probability measures, our very starting
point will be to establish the weak relative compactness of the set {log Zt(N), N >1}.
Some of the probabilistic arguments employed in this paragraph are in a way classical
and can be found in good books, e.g. [15, 11|, although for simpler models.

The process

t
g & ) _ Z{" _/0 QM [ZM)ds (3.7)

is a bounded {F " }-martingale. Using the exponential form of Z\" together with
classical stochastic calculus (see e.g. [5], chap.3, page 93), it follows that

t
[V;(N)] def (Ut(N))Q - /0 (Q(N)[(Z;N))Q] _ QZéN)Q(N) [Z;N)])ds (3.8)

is also a bounded real martingale.

From A (t) + B (t) = 1,¥1 < i < N, on sees that Z;" is mainly a functional of

the sole function 1, S ¢r — ¢y = —Vyg, up to a constant uniformly bounded in N.

Hence, setting

Sial§) vl 55) - al)
Xxy(z',N) & Azy(N) [exp<%Aww (%)) - 1} , xy=abor ba,

we have
Oz = LMz, (3.9)

INRIA
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where B B
LéN) = Z Aab(@ N)AZBH-I + )\ba(ia N)BZAH-I (310)
ieG(N)

By using the exclusion property, a straightforward calculation in equation (3.10)
allows to rewrite (3.8) in the form

t
V) = (UEN))Q—/ (Z8)2 RV ds, (3.11)
0

where the process R;N) is stricly positive and given by

Aap (i N)]z [Xba(i N)]z
R(N) == [bi,AZBZ + 7,3114@ .
t ZEN) Aas(N) T NG -

The integral term in (3.11) is nothing else but the increasing process associated with
Doob’s decomposition of the submartingale (U)2.

The folllowing estimates are crucial.

Lemma 3.2.
LY = 0(1), (3.12)
1
() _
R = (’)( ) (3.13)

Proof. We will derive (3.12) by estimating the right-hand side member of equation
(3.10).

Clearly, Aq/}xy<%) = %@b;y(%) + O(%), where 1)’ denotes the derivative of .
Then, taking a second order expansion of the exponential function and using defini-
tions (3.3) and (3.4), we can rewrite (3.10) as

LY = %N) > [m - AiAi+1:| A%b(%)

ieG(N) 2
A(N) Z, 1
+ N ie%(:N)(Ai - Ai+1)A¢ab<N) + O(N)' (3.14)

RR n® 5793



10 Guy Fayolle , Cyril Furtlehner

The first sum in (3.14) is uniformly bounded by a constant depending on 1. Indeed,
|A;| <1 and ¢ € C?|0,1], so that 9’ is of bounded variation.

As for the second sum coming in (3.14), we have

Z (A; — Az’—i—l)Awab(%) = Z A1 [Awab(;l) — A@bab(%)] )

ieGW) ieGV)

Then the discrete Laplacian

A%b(%) - A%b(%) = %b(%) - 2%1;(%) + wab<%)

admits of the simple form
i+1 iy 1, 1
M’“b( N ) Aw‘“’(N) - N2%b(N> +O(N2)’ (3.15)
where " denotes the second derivative of .

By (3.4), A\(N) = AN? + 0o(N?), so that (3.15) implies

%Migm“‘i‘f”“m%b(%) -2 My () vo( ) = 0, (316

which concludes the proof of (3.12). The computation of R{"’ leading to (3.13) can
be obtained via similar arguments. [

To show the relative compactness of the family Z®), which here, by separability and
completeness of the underlying spaces, is equivalent to tightness, we proceed as in
[11] by means of the following useful criterion.

Proposition 3.3 (Aldous’s tightness criterion, see [1]). A sequence {X™} of ran-
dom elements of Dr[0,T] is tight (i.e. the distributions of the {X™} are tight) if
the two following conditions hold:

(i)

lim limsup P[||X™|| > a] =0, (3.17)
a—0o0 N

where || X)) £ sup [ XM
t<T

INRIA
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(i) For each €,n, there exist a 6y and an Ny, such that, if § < dy and N > Ny,
and if T is an arbitrary stopping time with T+ < T, then

P[IXT = XM > €] <. (3.18)
Note that condition (3.17) is always necessary for tightness. [ |

We will now apply Lemma 3.2 to equations (3.7) and (3.11), the role of X in
Proposition 3.3 being played by Z™.

Observe that, by the uniform boundedness of Z,", condition (3.17) is immediately
verified.

To check condition (3.18), rewrite (3.7) as

t+6

4&-4“:@3—@“+t QM [ZM]ds. (3.19)

The integral term in (3.19) is bounded in modulus by K¢ [where K is a constant
uniformly bounded in N and | and hence satisfies (3.18). We are left with the
analysis of U, But, from (3.11), (3.13) and Doob’s inequality for sub-martingales,
we have

t+46 C
e[ - uP) = E|[ @) < 3

P

sup |[UMNM | >e| < éE /t(Z(N))zR(N)ds < 4o (3.20)
t<T t - — 62 0 s S = N€2’ .

where C is a positive constant depending only on . Thus Ut(N) — 0 almost surely
as N — oo. This last property together with assumption (3.5) yield (3.18) and the
announced (weak) relative compactness of the sequence Zt(N). Hence, the sequence
of probability measures Q, defined on D[0,T] and corresponding to the process
,uiN), is also relatively compact: this is a consequence of classical projection theorems
(see for instance Theorem 16.27 in [10]). We are now in a position to state a further
important property.

Let @ the limit point of some arbitrary subsequence Q™) as nj, — oo, and Z; &

limy,, o0 Zt(n’“ ). Then the support of () is a set of sample paths absolutely continuous

RR n® 5793



12 Guy Fayolle , Cyril Furtlehner

with respect to the Lebesgue measure. Indeed, the application p¢ — sup,<plog Z is
continuous and we have the immediate bound

1
suplog Z; < / [6a(@)] + () ),
t<T 0

which holds for all g, € C?[0,1]. Hence, by weak convergence, any limit point
Z; has the form

1
Zloo.0n) = exo | (@ 00u(@) + (1= pla.On(@de]. (321

where p(z,t) denotes the limit density (a priori random) of the sequence of empirical
measures 4\"™" introduced i
wy " introduced in (3.1).

P2 [A functional integral operator to characterize limit points] This is somehow
the Gordian knot of the problem. Relying on the above weak compactness property,
our next result shows that any arbitrary limit point () is concentrated on a set of
trajectories which are weak solutions of a functional integral equation (IFE).

First, by (3.7), (3.9) and (3.10), we obtain at once

2z —UM)
8t ) (3.22)
_ 822(1\’) - 82Z(N) .
N2 )" Aa(i,N) L 4 a6, N) e
ieGN) a¢a(ﬁ)a¢b(T) 8¢a(T)a¢b(N)

It is worth remarking that (3.22) should be written, strictly speaking, as a stochastic
differential equation, which is well-defined since indeed all the underlying probability
spaces emanate from a families of interacting Poisson processes.

Replacing for a while the quantities ¢q(%) and ¢,(+) by variables 2™ and yi
respectively, (3.22) becomes
oz —u™y , Pz , Pz
——t 2 =N gy (i, N) ———— + (i, N) — 55—, (3.23)
ot ie%(:N) o™ oy Ay ox)

INRIA
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where we have put

v N) = (V) lexp<$§1)1 - ;\; v — yﬁi) - 1] |
oye(i.N) = Ma(NV) lexp<yg1; —u” ;@N) mi A 1] .
We shall rewrite (3.23) in the operator form
—8??) = LM [Z™), (3.24)

remarking in the present setting that, for each finite N, £L®¥) acts on the function
space C7[—[g], |9[]2", where

16| = sup (|¢a(2)], [d5(2)]), (3.25)

z€[0,1]

and p is an arbitrary positive number, as Z\" is analytic with respect to {¢q(.), ¢5(.)}.
The operator EéN) is of parabolic type, but then in the wide sense, since here one can
check the quadratic form usually associated with the second order derivative terms
is non definite, see e.g. [4]).

The key point will be to show that any limit point Z; N T Zt(nk) satisfies an

N —00
IFE, obtained by studying the second order linear partial differential operators £’
along the sequence ny — oc.

To carry out the analysis of the limit sum coming in (3.23) (which is a priori intricate),
we propose a general approch, which aims at proving first that Z; is a weak solution
(or distributional in the sense of Schwartz) of a Cauchy type operator. The line of
argument will be sketched below.

Beforehand, for the sake of shortness, it will be convenient to define the following
cylinder sets, for p=1,2...,

def

Uur = [—lol, [0 x [0,8], UP = [~|g], |g]]P-

RR n® 5793



14 Guy Fayolle , Cyril Furtlehner

Introduce the operator ENEN), which is the adjoint of ﬁffN) in the Lagrange sense, so
that, for every function h € C§°(UZY),

[0ty (i, N)R] 82 [y (i, N1
000, | ouonly,

BV SNt Y

= — 4+ BM[h]. (3.26)

Definition 3.4 (see e.g. [14], Part 1, section lI1.5). A function g € Lo is said to
be a weak (or distributional) solution of the Cauchy problem L™g = 0 if, for all
h € C§eUEY),

/ gL [h] dii dt = 0, (3.27)
uzN
where in the integral @ denotes an arbitrary point in UV .

Multiplying equation (3.23) by an arbitrary function h € C$°(UZY), for fixed T
arbitrary positive, and then integrating twice by parts, we obtain, in agreement with
(3.27),

/ [(Zém UéN))g? + ZMBMIh)| diidt =
MQN
(3.28)

/ [(Z5 — U™ (@, T) — ZM (i, 0)] di .
U2n

A brute force analysis of the adjoint operator could lead to a dead-end. A preliminary
step will be to exploit carefully the estimates obtained in Lemma 3.2. This is the
content of the next lemma.

Lemma 3.5. The following partial differential equation holds.

8(Zt(N) _Ut(N)) B Z m/} b( ) <8Z(N) 8Zt(N)> B 822(1\’)
= a N) (N (N N)
ot ieG(Y) N 0 i 8$i+)l Ox )axi-l-l
. (3.29)
Z 1
2 3 () gt + 0 ()
ieG)

where the term (’)(%) s in modulus uniformly bounded by %, C being a constant
depending only on 1,7 and v".

INRIA



Stochastic Dynamics of Discrete Curves. Part 1: the ASEP System 15

Proof. Immediate from equations (3.14) and (3.16). ]

Starting from Lemma 3.5, we will present the two global guidelines of a functional
approach, called G1 and G2. Basically, it relies on partial differential equations,
whose variables are functions taken at points of the torus. We think this might well
extend to larger dimensions, although this assertion could certainly be debated.

G1 Intermediate reduction to an almost sure convergence context. This can be
achieved by means of the extended Skohorod coupling theorem (see Corollary
6.12 in [10]), which in brief says that, if a sequence of real random variables (&)
is such that limy_ fx(§k) = f(§) converges in distribution, then there exist
a probability space V and a new random sequence Ek, such that {k £ &, and
limy o0 fk(g}) = f(&), almost surely in V, with 3 £ &. Here this theorem will
be applied to the family Zt("’“), which thus gives rise a new sequence denoted
by Yt("’“) in the sequel. This step is in no way obligatory, but just a matter of
taste. Indeed, one could still keep on with weak convergence context and use
Alexandrov’s portmanteau theorem (see e.g. [5]) whenever needed.

G2 For each finite N, we can consider the quantities

() ¥h(5)s i =L N,

as constant parameters, while the xEN) ’s are free variables. This is clearly fea-
sible, choosing for instance ¢,(.), ¢p(.) in the class of polynomials of degree at
least 3N. Also, from now on, the functions ¢, and ¢, will be supposed to

belong to C3°(K), for some compact K € R containing the interval [0, 1].

Then, according to G1, we rewrite (3.29) as

ou™
ot

. 1
HAVYY) +0(5): (3.30)

where .AiN) is viewed as an operator of parabolic type with constant coefficients and
(N)
).

domain C§°(Uy
« g i\ |1/ g dg d%g
(N)y 7 def —
A g] =5+ > M%b(ﬁ) [§<W+amiﬁ> _NW

ieG(N) T i1
n dg
X w(d).
ieGN) i+1

RR n® 5793



16 Guy Fayolle , Cyril Furtlehner

remembering that 14, = ¢4 — ¢p. The term 0(%) in (3.30) stands for an operator
having a negligible range for N — co.

Let A [h] denote the adjoint of A™. Then

~ oh i 1/ Oh oh 0%h
(M _ g
AV [R] = 5 E M%b(ﬁ) [§<8xm + pNED > +Na ™oz (N)]

ieGN) Tit1 Tit1
= (3.31)
Oh
—X ) ( ) PROR
€GNV
and, for any h®™) € C§°(UL"), we have
/L{(N) [(YT(N) — U%N))h(N) (@,T) — YO(N)h(N) (, 0)] 5ii =
(3.32)

~ 1
V) _ Iy AN ) 57 ( )
/ut(N)( f U )AT W) dadt + O ~N)
where 04 in (3.32) represents the differential volume element

5it = do{™ dal ...z —5%( )5%( )...5%(1).

The next step is to make a suitable choice of the function A in (3.32) in order to
extract a meaningful information on the limit operator, as N — oo. Keeping in
mind that the random variables Yt(N) are defined on the implicit probability space V
introduced in G1, we state the following result.

Lemma 3.6. [Claim1] Let Y; = lim Yt("k) a.s., and let W € C3°(K) be a fized
NE—00

compact space. Then, for a class of test functions k properly chosen in a subset of

Ce°(W x [0,T]), we have

/‘ﬁ/n (oe() =

/MWUJMHMN—HM%MHMMNM%

(3.33)

INRIA
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where
Fi(.)] = w
_ ) w "z "z e M i
/o [/‘ 02 () Y (@) + [ (z) + 2" (2)] s, .

Moreover (3.83) yields the Cauchy problem posed in (3.6).

Proof. We only sketch the main lines of argument.

e The almost sure convergence of Yt(N) and Ut(N), respectively to Y; and 0 [by
(3.20)], will yield (3.33) provided that in (3.32) the functions A are properly
chosen, to ensure the existence of the limit sums coming in (3.31), as N — occ.

Setting ™) & (™M, 28, .. 2”), he reader can convince himself that it

suffices to take in (3.32)
7(N)
h(N) <%7 t) = (f(N) ) t)v
where k € C§°(W x[0,T]), in which case convergent Riemann sums are obtained
in (3.31).

e From Skohorod’s coupling theorem, Y; does satisfy an equation of the form
(3.21). Hence, we can write the following functional derivatives (which are
plainly of a Radon-Nykodym nature)

oy,
%_p('vt)nv
2,

e To derive (3.6), one has to pick out k from a class of convolution test func-
tions, depending on some parameter € and properly converging in the space of
Schwartz distributions.
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18 Guy Fayolle , Cyril Furtlehner

P3 [Uniqueness] The problem of uniqueness of weak solutions of the Cauchy
problem (3.6) for nonlinear parabolic quation is in fact already solved in the litera-
ture. We refer the reader for instance to [4] for a wide bibliography on the subject.

To conclude the analysis of Theorem 3.1, it suffices to switch back to Zt(N) [Das Do),
which converges in distribution to Z;[¢q, ¢s]. Hence, the random measure ,uffN) con-
verges in distribution to a deterministic measure, which is a peculiar situation impling
also convergence in probability. [

4 The n-species model

We will state a conjecture about hydrodynamic equations for the n-species model,
briefly introduced in section 2.1, in the so-called equidiffusion case, precisely defined
hereafter.

The n-species system is said to be equidiffusive whenever there exists a constant D,
such that, for all pairs (k,1),

N P
Letting
def k(N)
=1 I
ok Do (V)

we assert that the following hydrodynamic system holds [Claim2].

Ipx 82Pk 0 Ik
L = E =1,...,n.
ot 922 +ax(l¢ka p’fpl) yk=1,...,n

The idea is to apply the functional approach presented in this paper.
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