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Technical Report

Enough

Abstract—The performance of peer-to-peer file replication that a peer-to-peer architecture for file replication is a major
comes from its piece and peer selection strategies. Two suchimprovement compared to a client server architecture, whose
strategies have been introduced by the BitTorrent protocol: capacity of service does not scale with the number of peers.

the rarest first and choke algorithms. Whereas it is commonly
admitted that BitTorrent performs well, recent studies have
proposed the replacement of the rarest first and choke algorithms
in order to improve efficiency and fairness. In this paper, we
advocate that the replacement of the rarest first and choke
algorithms cannot be justified in the context of peer-to-peer file
replication in the Internet based on real experiments.

We instrumented a BitTorrent client and ran experiments on
real torrents with different characteristics. Our experimental
evaluation is peer oriented, instead of tracker oriented, which

However, both studies assume global knowledge, which is
not realistic. Indeed, they assume that each peer knows all the
other peers, and that each peer can always find an interesting
piece of content on any other peer. As a consequence, the
results obtained with this assumption can be considered as
the optimal case. In real implementations, there is no global
knowledge. The challenge is then to design a peer-to-peer
protocol that achieves a level of efficiency close to the one

allows us to get detailed information on all exchanged messagesachieved in the case of global knowledge.
and protocol events. We go beyond the mere observation of the  The two keys of efficient peer-to-peer content replication
good efficiency of both algorithms. We show that the rarest . . . .
first algorithm guarantees a diversity of the pieces among peers are piece and peer Selecf“on S,trfiteg'es' Indegd, In a peer-to-
close to the ideal one. In particular, on our experiments, a P€er system, the content is split into several pieces, and each
replacement of the rarest first algorithm with a source or network peer acts as a client and a server. Therefore, each peer can
coding solution cannot be justified. We also show that the choke receive and give any piece to any other peer. An efficient piece
algorithm in its latest version fosters reciprocation and is robust - ge|action strategy should guarantee that each peer can always
to free riders. In particular, the choke algorithm is fair and its find an interesting piece on any other peer. The rationale
replacement with a bit level tit-for-tat solution is not appropriate. | ) : :
Finally, we identify new areas of improvements for efficient peer- IS to offer the largest choice of peers to the peer selection
to-peer file replication protocols. strategy. An efficient peer selection strategy should maximize
the capacity of service of the system. In particular, the peer
selection should be based on efficiency criteria, e.g., upload
and download capacity, and should not be biased by the lack
In a few years, peer-to-peer file sharing has become tbkavailable pieces in some peers.
most popular application in the Internet [16], [17]. The major The rarest first algorithm is a piece selection strategy that
reasons for this success are the efficient content localizatimonsists in selecting the rarest pieces first. This simple strategy
and replication. Whereas content localization has raised a lsted by BitTorrent performs better than a random piece
of attention in the last years [7], [12], [22], [24], contenelection strategy [5], [9]. However, Gkantsidis et al. [11]
replication has started to be the subject of active reseamtyued using simulations that the rarest first algorithm may
recently. As an illustration, the most popular peer-to-pe@ad to the scarcity of some pieces of content and proposed
file sharing networks [1] eDonkey2K, FastTrack, Gnutella solution based on network coding. Whereas this solution is
Overnet focus on content localization. The only widely useelegant and has raised a lot of attention, it leads to several
[16], [17], [19] peer-to-peer file sharing application focusingomplex deployment issues such as security or computational
on content replication is BitTorrent [8]. complexity. Other solutions based on source coding [18] have
Yang et al. [25] studied the problem of efficient conterdlso been proposed to solve the claimed deficiencies of the
replication in a peer-to-peer network. They showed that thaerest first algorithm.
capacity of the network to serve a content grows exponentiallyThe choke algorithm is the peer selection strategy of BitTor-
with time in the case of a flash crowd, and that a key improveent. This strategy is based on the reciprocation of upload and
ment on peer-to-peer file replication is to split the content intbownload speeds. Several studies [5], [10], [13], [15] discussed
several pieces. Qiu et al. [21] proposed a refined model thie fairness issues of the choke algorithm. In particular, they
BitTorrent and showed its high efficiency. These studies sha@kgued that the choke algorithm is unfair and favors free riders,

I. INTRODUCTION
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i.e., peers that do not contribute. Solutions based on a bit letghn in real torrents. However, the diameter has a fundamental
tit-for-tat have been proposed to give a higher level of fairnesapact on the efficiency of the rarest first algorithm.
than the choke algorithm. In this study, we show that on the specific context con-
In this paper, we perform an experimental evaluation sfdered, i.e., the peer-to-peer file replication in the Internet,
the piece and peer selection strategies as implementedthia rarest first and choke algorithms are enough. Even if we
BitTorrent. Specifically, we have instrumented a client and ruzannot extend our conclusions to other peer-to-peer contexts,
several experiments on torrents with different characteristicsvre believe this paper to shed a new light on a today important
order to evaluate the properties of the rarest first and chagi®oblem.
algorithms. We do not pretend to have reached completenessThe rest of the paper is organized as follows. We present
but to cover a large variety of today real cases. Our mathe terminology used throughout this paper in section II-A.
conclusions on real torrents are the following. Then, we give a short overview of the BitTorrent protocol

« The rarest first algorithm guarantees a high diversity ¢ section 1I-B, and Wwe give a Qescnptlon of the rarest
the pieces. In particular, it prevents the apparition of rafgSt and choke algorithms in section 1I-C. We present our
pieces and of the last pieces problem. experlm_entathn methodology in se_ctlo_n Il, and our de_talled

« We have found that torrents in a startup phase can havéeﬁurtS in section IV. Relate_zd work_ IS d'S.CUSSEd In section V
poor piece diversity. The duration of this phase depené%e conclude the paper with a discussion of the results in

only on the upload capacity of the source of the contertSction VI,

In particular, the rarest first algorithm is not responsible
of the poor piece diversity during this phase.
« The fairness achieved with a bit level tit-for-tat strategy

Il. BACKGROUND

is not appropriate in the context of peer-to-peer fil&. Terminology
replication. We have proposed two new fairness criteria The terminology used in the peer-to-peer community and

in this context.

in particular in the BitTorrent community is not standardized.

« The choke algorithm is fair, fosters reciprocation, and isor the sake of clarity, we define in this section the terms used

robust to free riders in its latest version.

Our contribution is to go beyond the mere observation of the ,
good performance of BitTorrent. We provide new insights into
the role of peer and piece selection for efficient peer-to-peer
file replication. We show for the first time that on real torrents,
the efficiency of the rarest first and choke algorithms do no
justify their replacement by more complex solutions. Also, we
identify, based on our observations, new area of improvements,
the replication of the first pieces and the speed of delivery of
the first copy of the content. Finally, we propose two new
fairness criteria in the context of peer-to-peer file replication
and we present for the first time results on the new version of
the choke algorithm that fixes fundamental fairness issues.

Our conclusions significantly differ from the one presented
in the literature [5], [10], [11], [13], [15], [18]. There are three
main reasons to this divergence. First, we are in the context of
peer-to-peer file replication in the Internet. As a consequence,
the peers are well connected without severe bottlenecks i
the network. The problems identified in the literature with
the rarest first algorithm are in the context of networks with
connectivity problems or low capacity bottlenecks. Second, wee
evaluated for the first time the new version of the choke algo-
rithm. The evaluation of the choke algorithm in the literature
was performed on the old version. We showed that the new
version solves the problems identified on the old one. Finally,
we performed an experimental evaluation on real torrents.
Simulating peer-to-peer protocols is hard and requires many
simplifications. In particular, all the simulations of BitTorrent «
we are aware of consider that each peer only knows few
other peers, i.e., each peer has a small peer set [5], [11].
In the case of real torrents, the peer set size is much larger.
The consequence is that BitTorrent builds a random graph,
connecting the peers, that has a larger diameter in simulations

throughout this paper.

Pieces and Blockd-iles transfered using BitTorrent are
split in pieces and each piece is split inlocks Blocks

are the transmission unit on the network, but the protocol
only accounts for transfered pieces. In particular, partially
received pieces cannot be served by a peer, only complete
pieces can.

Interested and ChokedWe say that peeA is interested

in peer B when peerB has pieces that peet does not
have. Conversely, peet is not interestedn peerB when
peerB only has a subset of the pieces of peeiVe say
that peerA chokespeer B when peerA decides not to
send data to peeB. Conversely, peerd unchokespeer

B when peerA decides to send data to peBr

Peer SetEach peer maintains a list of other peers it can
send pieces to. We call this list thpeer set The notion

of peer set is also known as neighbor set.

Local and Remote Peerd\Ve calllocal peerthe peer with

the instrumented BitTorrent client, amdmote peershe
peers that are in the peer set of the local peer.

Active Peer SetA peer can only send data to a subset of
its peer set. We call this subset thetive peer setThe
choke algorithm (described in section 1I-C.2) determines
the peers being part of the active peer set, i.e., which
remote peers will be choked and unchoked. Only peers
that are unchoked by the local peer and interested in the
local peer are part of the active peer set.

Leecher and SeedA peer has two states: thHeecher
state when it is downloading a content, but does not
have yet all the pieces; theeed statavhen the peer has
all the pieces of the content. For short, we say that a peer
is aleecherwhen it is in leecher state andsaedwhen

it is in seed state.
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« Initial Seed The initial seedis the peer that is the first of interconnected peer sets. If ever the peer set size of a
source of the content. peer falls below a predefined threshold, typically 20 peers,

« Rarest First Algorithm Therarest first algorithmis the this peer will contact the tracker again to obtain a new list
piece selection strategy used in BitTorrent. We give @ IP addresses of peers. By default, the maximum peer set
detailed description of this algorithm in section II-C.1size is 80. Moreover, a peer should not exceed a threshold
The rarest first algorithm is also called the local raresf 40 initiated connections among the 80 at each time. As a
first algorithm. consequence, the 40 remaining connections should be initiated

« Choke Algorithm The choke algorithmis the peer se- by remote peers. This policy guarantees a good interconnection
lection strategy used in BitTorrent. We give a detailedmong the peer sets in the torrent.
description of this algorithm in section 1I-C.2. The choke Each peer knows the distribution of the pieces for each
algorithm is also called the tit-for-tat algorithm, or tit-for-peer in its peer set. The consistency of this information is
tat like algorithm. guaranteed by the exchange of messages. The exchange of

« Rare and Available PiecesWe call the pieces only pieces among peers is governed by two core algorithms: the
present on the initial seedire pieces and we call the rarest first and the choke algorithms. These algorithms are
pieces already served at least once by the initial sefdther detailed in section II-C.
available pieces.

« Rarest Pieces and Rarest Pieces Sé&he rarest pieces
are the pieces that have the least number of copies in the
peer set. In the case the least replicated piece in the peeyve focus here on the two core algorithms of BitTorrent: the
set hasn copies, then all the pieces with copies form rarest first and choke algorithms. We do not give all the details
the rarest pieces sefThe rarest pieces can be rare piece® these algorithms, but we explain the main ideas behind
or available pieces, depending on the number of copitEem.
of the rarest pieces. 1) Rarest First Algorithm:The rarest first algorithm works

as follows. Each peer maintains the number of copies in its

peer set of each piece. It uses this information to define a

rarest pieces set. Let be the number of copies of the rarest
BitTorrent is a P2P application that capitalizes on theiece, then the index of each piece withcopies in the peer

bandwidth of peers to efficiently replicate contents on larget is added to the rarest pieces set. The rarest pieces set of
sets of peers. A specificity of BitTorrent is the notion of peer is updated each time a copy of a piece is added to or
torrent, which defines a session of transfer of a single conter@moved from its peer set. Each peer selects the next piece to
to a set of peers. Torrents are independent. In particuldgwnload at random in its rarest pieces set.

participating to a torrent does not bring any benefit for the The behavior of the rarest first algorithm can be modified

participation to another torrent. A torrent is alive as long dsy three additional policies. First, if a peer has downloaded

there is at least one copy of each piece in the torrent. Pestisctly less than 4 pieces, it chooses the next piece to request
involved in a torrent cooperate to replicate the file among eaahrandom. This is called thendom first policy Once it has
other usingswarmingtechniques [23]. In particular, the file isdownloaded at least 4 pieces, it switches to the rarest first

split in pieces of typically 256 kB, and each piece is split ialgorithm. The aim of the random first policy is to permit a

blocks of 16 kB. Other piece sizes are possible. peer to download its first pieces faster than with the rarest first
A user joins an existing torrent by downloading.tr- policy, as it is important to have some pieces to reciprocate

rent file usually from a Web server, which contains metafor the choke algorithm. Indeed, a piece chosen at random
information on the file to be downloaded, e.g., the piece siielikely to be more replicated than the rarest pieces, thus its
and the SHA-1 hash values of each piece, and the IP addrdeg/nload time will be on average shorter.

of the so-calledracker of the torrent. The tracker is the only Second, BitTorrent also applies strict priority policy,

centralized component of BitTorrent, but it is not involved inwvhich is at the block level. When at least one block of a

the actual distribution of the file. It keeps track of the peersiece has been requested, the other blocks of the same piece

currently involved in the torrent and collects statistics on there requested with the highest priority. The aim of the strict
torrent. priority policy is to complete the download of a piece as fast as

When joining a torrent, a new peer asks to the trackerpmssible. As only complete pieces can be sent, it is important
list of IP addresses of peers to build its initial peer set. This minimize the number of partially received pieces.

list typically consists of 50 peers chosen at random in the Finally, the last policy is thend game modg8]. This mode

list of peers currently involved in the torrent. The initial peestarts once a peer has requested all blocks, i.e., blocks are

set will be augmented by peers connecting directly to thether requested or already received. While in this mode, the

new peer. Such peers are aware of the new peer by receivioggr requests all blocks not yet received to all the peers in its
its IP address from the tracker. Each peer reports its staer set that have the corresponding blocks. Each time a block
to the tracker every 30 minutes in steady-state regime, isrreceived, it cancels the request for the received block to all
when disconnecting from the torrent, indicating each timée peers in its peer set that have the corresponding pending
the amount of bytes it has uploaded and downloaded sincedtiuest. As a peer has a small buffer of pending requests,
joined the torrent. A torrent can thus be viewed as a collectiatl blocks are effectively requested close to the end of the

BitTorrent Algorithms Description

B. BitTorrent Overview
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download. Therefore, thend game modes used at the very their upload rate from the local peer, but according to the time
end of the download, thus it has little impact on the overatif their last unchoke. As a consequence, the peers in the active
performance. We discuss the impact of #rel game modm peer set are changed regularly, each new SRU peer taking an
section IV-A.3. unchoke slot off the oldest SKU peer.

2) Choke Algorithm:The choke algorithm was introduced We will show in section IV-B.1 why the new choke algo-
to guarantee a reasonable level of upload and downlosihm in seed state is fundamental to the fairness of the choke
reciprocation. As a consequence, free riders, i.e., peers takgorithm.
never upload, should be penalized. For the sake of clarity, we
describe without loss of generality the choke algorithm from [1l. EXPERIMENTATION METHODOLOGY
the point of view of the local peer. In this sectidnterested A choice of the BitTorrent client

always means interested in the local peer, elmokedalways . . . . .
y P y Several BitTorrent clients are available. The first BitTorrent

means choked by the local peer. _ :

The choke algorithm differs in leecher and seed states. \R)éent has bgen _deve_loped by Bram Coh_en, the |_nv_entor of the
describe first the choke algorithm in leecher state. At mostpﬂomcpl' This client IS open source "’?”.d 1S calh_aglnl{ne As
remote peers can be unchoked and interested at the same tthere is no well maintained and official specification of the

Peers are unchoked using the following policy. Iﬂq‘orrent protocol, themainline client is considered as the

_ reference of the BitTorrent protocol. It should be noted that,
1) Every 10 seconds, the interested remote peers are G-, now, each improvement of Bram Cohen to the BitTorrent
dered according to their download rate to the local pegfoiocol has been replicated to all the other clients.
and the 3 fastest peers are unchoked. The other clients differ from thenainline client on two
2) Every 30 seconds, one additional interested remote pPegfints. First, themainline client has a basic user interface.
is unchoked at random. We call this random unchok§iner clients have a more sophisticated interface with a nice
the optimistic unchoke. look and feel, realtime statistics, many configuration options,
In the following, we call the three peers unchoked in stepétc. Second, as theainlineclient defines the BitTorrent proto-
the regular unchoked (RU) peers, and the peer unchokedci, it is de facto a reference implementation of the BitTorrent
step 2 the optimistic unchoked (OU) peer. The optimistigrotocol. Other clients offer experimental extensions to the
unchoke peer selection has two purposes. It allows to evalugtetocol.
the download capacity of new peers in the peer set, and itAs our intent is an evaluation of the strict BitTorrent
allows to bootstrap new peers that do not have any piecepgmtocol, we have decided to restrict ourselves tortfanline
share by giving them their first piece. client. This client is very popular as it is the second most
We describe now the choke algorithm in seed state. In prgewnloaded BitTorrent client at SourceForge with more than
vious versions of the BitTorrent protocol, the choke algorith®2 million downloads. We instrumented the version 4.0.2 of
was the same in leecher state and in seed state except thainainline client released at the end of May 2305
in seed state the ordering performed in step 1 was based on
upload rates from the local peer. With this algorithm, peegs Experimentations
with a high download rate are favored independently of their
contribution to the torrent.
Starting with the version 4.0.0, theainline client [2]
introduced an entirely new algorithm in seed state. We a

We performed a complete instrumentation of thainline

client. The instrumentation comprises: a log of each BitTorrent

essage sent or received with the detailed content of the

not aware of a documentation on this new algorithm and essage, a log Of. eac_h state change in the choke_algorithm, a

an implementation of it apart from thmainline client. og of Fhe rate estimation used by the choke algorithm, and a
log of important events (end game mode, seed state).

We describe this new algorithm in seed state in the follow- Il our experimentations wer rformed with the default
ing. At most 4 remote peers can be unchoked and interested é%‘ our expenmentations were pertorme € defau
rameters of thenainlineclient. It is outside of the scope of

the same time. Peers are unchoked using the followin oliﬁ)l‘/”.l ) .
9 gp is study to evaluate the impact of each BitTorrent parameters

1) Every 10 seconds, the unchoked and interested rempigiation. The main default parameters are: the maximum
peers are ordered according to the time they were 1385544 rate (default to 20 kB/s), the minimum number of peers
unchoked, most recently unchoked peers first. “in the peer set before requesting more peers to the tracker

2) For two consecutive periods of 10 seconds, the 3 firgietayit to 20), the maximum number of connections the local
peers are kept unphoked anld an additiondl peer peer can initiate (default to 40), the maximum number of peers
that is choked and interested is selected at random "’}Hdthe peer set (default to 80), the number of peers in the

unchoked. _ _ active peer set including the optimistic unchoke (default to
3) For the third period of 10 seconds, the 4 first peers a&s&y the block size (default t8'* Bytes), the number of pieces
kept unchoked. downloaded before switching from random to rarest first piece

In the following, we call the three or four peers that are kegklection (default to 4).
unchoked according to the time they were last unchoked the

seed kept unchoked (SKU) peers and the unchoked peer Sé‘[he latest branch of development is 4.4.x. In this branch, there is no new
’ nctionality to the core protocol, but a new tracker-less functionality and

f
le?ted at fa“d‘?m the seed random unchoked (SRU) peer-. V\éin\e improvements to the client. As the evaluation of the tracker functionality
this new algorithm, peers are no more unchoked accordingvigs outside the scope of this study we focused on version 4.0.2.
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TABLE |

In our experiments, we uniquely identify a peer by its IP TORRENT CHARRGTERISTICS

address and peer ID. The peer ID, which is 20 bytes, is a
string composed of the client ID and a randomly generated _

. . .. . . . Torrent | # of Seeds| # of Leechers | Size (MB)
string. This random string is regenerated each time the client is T 5 8 500
restarted. The client ID is a string composed of the client name 2 1 40 800
and version number, e.g., M4-0-2 for timeainline client in 1 2 580

3

version 4.0.2. We are aware of around 20 different BitTorrent ‘5‘ 128 159 420
_clients_, each clie_nt existing in several different versions. Whe_n 5 102 347 300
in a given experiment, we see several peer IDs corresponding 7 9 30 350
to the same IP addrésswe compare the client ID of the g 12%12 7322 iig
different peer IDs. In the case the client ID is the same for 10 162 180 5600
all the peer IDs on a same IP address, we deem that this is 11 1 130 820
the same peer. We cannot rely on the peer ID comparison, 12 30 230 820
as each time a client crashes or restarts, the random string is 13 0 66 700

ted. The pair (IP, client ID) does not guarantee that 1 3 012 1413
regenerated. pair (IF, cli D g 15 3697 7341 349
each peer can be uniquely identified, because several peers 16 1 50 1419
beyond a NAT can use the same client in the same version. 17 11641 5418 350
However, considering the large number of client IDs, it is ig 1;?15 i%gé 24518
common in our experiments to observe 15 different client 30 70 196 184

IDs, the probability of collision is reasonably low for our

purposes. Unlike what was reported by Bhagwan et al. [4] for

the Overnet file sharing network, we did not see any problem ) . . ,

of peer identification due to NATs. In fact, BitTorrent haémobtruswe as possible. Ipcreasmg the numberoflnstrumented
an option, activated by default, to prevent accepting multipi%'e”ts would have required to either con_trol those cller_1ts
concurrent incoming connections from the same IP addreSYrSelves, or to ask some peers to use our instrumented client.

The idea is to prevent peers to increase their share of {Reboth cases, the choice of the instrumented peer set would

torrent, by opening multiple clients from the same machinf@ve been biased, and the behavior of the torrent impacted.
our decision was to understand how a new

Therefore, even if we found in our traces different peers wifdn the contrary, wa
the same IP address at different moment in time, two differé@€" (our instrumented peer) joining a real torrent behaves.

peers with the same IP address cannot be connected to thA second decision was to evaluate only real torrents. In such
local peer during overlapping periods. a context |'t is nqt poss_lble to r_eproduce an experlment: and
We did all our experimentations from a machine connectdgus to gain statistical _mformatlon because each experiment
to a high speed backbone. However, the upload capacitydﬁpends on the behavior of peers, the number of seeds and
limited by default by the client to 20 kB/s. There is no limif€€chers in the torrent, and the subset of peers randomly
to the download capacity. We obtained effective maximufturned by the tracker. However, studying the dynamic of the
download speed ranging from 20 kB/s up to 1500 kBfrotocol is as |mportant as studymg |t§ statistical prope_rugs.
depending on the experiments. Also, as we conS|dereq torrents Wlt'h different characteristics
We ran between 1 and 3 experiments on 20 differeﬁf‘q observed a Co_n5|stent behavior on_these torrents, we
torrents. We considered copyrighted and free contents, whidglieve our observations to be representative of the rarest first

are TV shows, movies, cartoons, music albums, live conc@fd choke algorithms.

recordings, and softwares. Each experiment lasted for 8 hours

in order to make sure that each client became a seed and to IV. EXPERIMENTATION RESULTS
have a representative trace in seed state. A. Rarest First Algorithm

We give the characteristic of each torrent in Table I. The ' . .
number of seeds and leechers is given at the beginning of thé’ve define the entropy as the repartition of pieces among
g 9 9 We say that there is ideal entropy when each legcher

. . €ers.
experiment. Therefore, these numbers can be very different at . . .
: is always interested in any other leecher. We do not claim

the end of the experiment.

that ideal entropy can be always achieved, but it should be
the objective of any efficient piece selection strategy. Indeed,
C. Limitations a poor entropy may adversely impact the service capacity of

We took during this work two decisions that restrict théhe torrent by biasing the peer selection strategy
scope of this study. We have chosen to focus on the behavior o¥Ve evaluated the rarest first algorithm on a representative
a single client in a real torrent. Whereas it may be argued tha@f Of real torrents. We showed that the rarest first algorithm
larger number of instrumented peers would have given a bet@éhieves an entropy close to the ideal one, and that its

understanding of the torrents, we took the decision to be Placement by more complex solutions cannot be justified.
Then, we evaluated the dynamics of the rarest first algorithm

2Between 0% to 26% of the IP addresses, depending on the experiments,
are associated in our traces to more than one peer ID. The mean is arourDnly the case of leechers is relevant for the entropy characterization, as
9%. seeds are always interesting for leechers and never interested in leechers.
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Interest of the Local Peer to the Remote Peers First, we discuss why the local peer is often not interested
o= HEREE N A A in the remote peers for torrents 2, 3, 11, 13, and 16, see Fig. 1,

. B ' N R top subplot. These torrents have a poor entropy because they
e bk

are in a startup phase. This means that the initial seed has
not yet served all the pieces of the content. We remind that
the pieces only present on the initial seed arertire pieces

Ratio a/b
o
ol

0 5 10 and that the pieces already served at least once by the initial
Interest of the Remote Peers to the Local Peer seed are thewvailable piecessee section II-A. The reason
It CPEETTERERTTY I TTHEL for the poor observed entropy is that during a torrent startup,
g T C SRR B PR available pieces are replicated with an exponential capacity of
% 05 f s Sy service [25], but rare pieces are served by the initial seed at a
04 : : o S constant rate. Thus, available pieces are replicated faster than
oL ‘ ) : M rare pieces. This leads to two problems. First, the probability

0 5 10 15 20

Torent ID to have peers in a peer set with the same subset of pieces

is higher during the torrent startup than when there is no rare
Fig. 1. Entropy characterizatioifop subplot: For each remote leecher peerpiece in the torrent. Second, when there is no rare piece, a peer
I_‘Ofla gii\;e? ;g[:g’igtgfé Srferg?;f’?’ésr?me ﬁiw::g ;g;%ien}ﬁitsh; i‘,’,@i‘é Peef;fr with all the available pieces becomes a seed. But, when there
Isr;lglftcinethe peer set when the local peer,?s in leecher &ateom subplgt: are rare pieces, a Peer with all the available P'eces remains
For each remote leecher peer for a given torrent, a dot represents thé ratia leecher because it does not have the rare pieces. However,
wherec 5 ;hztshgrg; éh;ﬁisfizngﬁepe; r'SS if;tﬁtf;Sﬁg if; g;es e’?ﬁ% ePnete': e";O f:lcft‘f;fese leechers cannot be interested in any other peer as they
?sta;;elgrelchle?r state-or both subplgts: Eait):h verticalpsolid lines represent thle).ﬁa{ve all the available pieces at this point of time, b!"t they stay
20" percentile (bottom of the line), the median (identified with a circle), anth the peer set of the local peer. Thus a poor ratio for these
the 80" percentile (top of the line) of the ratios for a given torrent. leechers in Fig. 1. In conclusion, the poor entropy we observed

is not due to a deficiency of the rarest first algorithm, but to

the startup phase of the torrent whose duration depends only
to understand the reasons for this good entropy. Finally, we the upload capacity of the initial seed. We discuss further
focused on a specific problem called the last pieces problethis point in section IV-A.2.a.
which is presented [11], [18] as a major weakness of theNow, we discuss why the remote peers are often not
rarest first strategy. We showed that the last pieces probleninterested in the local peer for torrents 2, 3, 4, 5, 9, and 10,
overestimated. In contrast, we identified a first blocks problesge Fig. 1, bottom subplot. No dot is displayed for torrent 5
which is a major area of improvement for BitTorrent. because due to the small number of leechers in this torrent, the

1) Entropy Characterization:The major finding of this local peer in leecher state had no leecher in its peer set. Four

section is that the rarest first algorithm achieves an entrofgyrents have a 80 percentile close to 0. The percentile for
close to the ideal one for real torrents. According to ouhese torrents is computed on a small number of ratios: 3, 8,
definition of ideal entropy, each leecher is always interestd®, and 12 for torrents 3, 4, 9 and 10 respectively. Therefore,
in any other leecher. As we do not have global knowledgbe 83" percentile is not representative as it is not computed
of the torrent, we characterize the entropy from the point h a set large enough. Additionally, the reason for the low
view of the local peer with two ratios. For each remote pe8f" percentile is peers with a ratio of 0. We identified two
we compute: reasons for a ratio of 0. First, some peers join the peer set with

. the ratio® wherea is the time the local peer in Ieecher.almOSt all pieces. They are therefore unlikely to be interested

S . . . . in the local peer. Second, some peers with no or few pieces
state is interested in this remote peer dni the time ; .

. : never sent an interested message to the local peer. This can
this remote peer spent in the peer set when the local peer . ! . . .
o ! € explained by a client behavior changed with a plugin or
is in leecher state; : L . X .

an option activation. The super seeding option [3] available

e . . . .
¢ f[he ratio d. where ¢ is the _t|me this remote _peer ISin several BitTorrent clients has this effect. In conclusion, the
interested in the local peer in leecher state dnd the

. . . gqor entropy of some peers is either a measurement artifact
time this remote peer spent in the peer set when the qua - . : .
. Ue to modified or misbehaving clients, or the result of the
peer is in leecher state. S ) . ; .
inability of the rarest first algorithm to reach ideal entropy in
In the case of ideal entropy the above ratios should be oseme extreme cases.
Fig. 1 gives a characterization of the entropy for the torrentswe have seen that peers that join the torrent with almost
considered in this study. all pieces may not be interested in the local peer. In this
For most of our torrents, we see in Fig. 1 that the ratios aseenario, the rarest first algorithm does guarantee ideal en-
close to 1, thus an entropy close to the ideal one. For the twppy. However, we argue that this case does not justify the
subplot, 75% of the torrents have the™8percentile close to replacement of the rarest first algorithm for two reasons. First,
one. For the bottom subplot, 70% of the torrents have % 8this case appears seldom and does not significantly impact the
percentile close to one, and 90% of the torrents have a medaverall entropy of the torrent. Second, the peers with a poor
close to one. We discuss below the case of the torrents withtropy are peers that join the peer set with only few missing
a poor entropy. pieces. In the case of torrent startup, it is not clear whether
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a solution based, for instance, on source or network coding Replication of Pieces in the Peer Set
would have proposed interesting pieces to such peers. Indeed, 60 ‘ ‘ ‘
when a content is split inté pieces, there is no solution based sol

on coding that can reconstruct the content in less thpieces. "
For this reason, when the initial seed has not yet sent at least g 4o/
one copy of each piece, there is no way to reconstruct the G | =
content, so no way to have interesting pieces for all the peers. S 30 Max
For the computation of the ratios on Fig. 1, we did not &
consider peers that spent less than 10 seconds in the peer set. 5 20r
Our motivation was to evaluate the entropy of pieces in a
torrent. However, due to several misbehaving clients, there is
a permanent noise created by peers that join and leave the peer 0
set frequently. Such peers stay typically less than few seconds 0
in the peer set, and they do not take part in any active upload or
download. Therefore, these misbehaving peers adversely k?i@.sz. Evolution of the number of copies of pieces in the peer set with time

our entropy characterization. Filtering all peers that stay less torrent 11.Legend: The dotted line represents the number of copies of the
than 10 seconds remove the bias. most replicated piece in the peer set at each instant. The solid line represents

In summary, we have seen that the rarest first algorithtfhﬂe mean number of copies over all the pieces in the peer set at each instant.
! e dashed line represents the number of copies of the least replicated piece in

enforces an entropy close to the ideal one. We have identifi®é peer set at each instant.

torrent with a poor entropy and showed that the rarest first

algorithm is not responsible for this poor entropy. We have also Number of Rarest Pieces

identified seldom cases where the rarest first algorithm does 1400 ‘ ‘ ‘

not perform optimally, but we have explained that these cases

do not justify a replacement with a more complex solution. In

the following, we evaluate how the rarest first piece selection 1000}

strategy achieves a high entropy.

2) Rarest First Algorithm DynamicsWe classify a torrent

in two states: the transient state and the steady “stéte

transient state, there is only one seed in the torrent. In

particular, there are some pieces that are rare, i.e., present 400

only at the seed. This state corresponds to the beginning of

the torrent, when the initial seed has not yet uploaded all the

pieces of the content. All the torrents with a poor entropy 0 ‘ ‘

in Fig. 1, top subplot, are in a transient state. A good piece 0 1 Time © 8 4

replication algorithm should minimize the time spent in the x10

transient state because a poor entropy may adversely impagts. evoiution of the number of rarest pieces in the peer set for torrent 11.

the service capacity of a torrent by biasing the peer selectidie rarest pieces set is formed by the pieces that are equally the rarest, i.e., the

strategy. In steady state, there is no rare piece, and the pi@gges that have the least number of copies in the peer set.

replication strategy should prevent the torrent to enter again

a transient state. All the torrents with a high entropy are in ) )
steady state. had only one seed for the duration of most of our experiment.

In the following, we evaluate how the rarest first algorithrfyloreover, in the peer set of the local peer, there was no seed
performs in transient and steady state. We show that the pbthe intervals [0,2594] seconds and [13783,32448] seconds.
entropy of torrents experienced in transient state is due to tha'S iS confirmed by Fig. 2 that shows that the least replicated
limited upload capacity of the initial seed, and that the rareBeCe (Min curve) has either a single copy in the peer set when
first algorithm minimizes the time spent in this state. We aldf€ Seed is in the peer set, or is a missing piece when the seed
show that the rarest first algorithm is efficient at keeping '§2ves the peer set.
torrent in steady state, thus guaranteeing a high entropy. ~ We see in Fig. 1, top subplot, that torrent 11 has a poor

a) Transient Statein order to understand the dynamic£ntropy. This poor entropy is due to the limited upload capacity
of the rarest first algorithm in transient state, we focus d¥f the initial seed. Indeed, when a torrent is in transient state,
torrent 11. The file distributed in this torrent is split in 165AVvailable pieces are replicated with an exponential capacity
pieces. We run this experiment during 32828 seconds. of service [25], but rare pieces are served by the initial seed

Torrent 11 was in transient state for most of the experimef. @ constant rate. We see in Fig. 3 that at the beginning of
We probed the tracker to get statistics on the number of sed@@ €xperiment around 1250 over 1657 pieces are rare. The

and leechers during this experiment. We found that this torrdffMmPer of rarest pieces, i.e., the set size of the pieces that
are equally rarest, decreases linearly with time. As the size of

40ur definition of transient and steady state differs from the one given l??/]aCh piece in thi§ torrent is 512. kB, a rapid calculation shows
Yang et al. [25]. that the rarest pieces are duplicated in the peer set at a rate

10r

2
Time (s) % 10*

1200t

8001

600

Num. rarest

2001
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close to 20 kB/s. We do not have a direct proof that this rate Replication of Pieces in the Peer Set

is the one of the initial seed, because we do not have global 35 L ‘ ‘
knowledge of the torrent. However, we have two reasons to 30l s 7”2;“ 1
believe it is reasonable. First, the default upload rate on most - ___Min
of the BitTorrent clients is set to 20 kB/s. Thus this upload rate & 25[* '

is likely to correspond to a single client. Second, the torrentis 3 20t

in its startup phase and most of the pieces are only availableon 5 |

the initial seed. Therefore, only the initial seed can serve the & 15]]

rare pieces shown in Fig. 3. In conclusion, the upload capacity 5 10F !

of the initial seed is the bottleneck for the replication of the RN T S

rare pieces, and the time spent in transient state only depends Sr !

on the upload capacity of the initial seed.

The rarest first algorithm minimizes the time spent in % 1 2 3 4
. . . . Time (s) 4

transient state and replicates fast available pieces. Indeed, x 10
leechers download ﬂr,St_ t_he rare pieces. As the rare .p|eces I—ar5e4 Evolution of the number of copies of pieces in the peer set with time
only present on the initial seed, the upload capacity of the torrent 7.Legend: The dotted line represents the number of copies of the
initial seed will be fu||y utilized and no or few duplicate raremost replicated piece in the peer set at ea_lch ingtant. The solid line represents
pieces will be served by the initial seed. We see in Fig. 3 7o8 Cia 0 S e o e e eplated pioce i
that there is no significant slope change when the seed leaygSeer set at each instant.
the peer set. Therefore, pieces missing in the peer set are
served by peers outside the peer set at the same rate as pieces Size of the Peer Set
present in the peer set. Once served by the initial seed, a rare 40 ‘ ‘
piece becomes available and is served in the torrent with an
increasing capacity of service. As rare pieces are served at a
constant rate, most of the capacity of service of the torrent is 30r
used to replicate the available pieces on the leechers. Indeed,
Fig. 2 shows that once a piece is served by the initial seed,
the rarest first algorithm will start to replicate it fast as shown
by the continuous increase in the mean number of copies over
all the peers.

In summary, the poor entropy observed for some torrents is 10r
due to the transient phase. The duration of this phase cannot

Peer set size
N N
o ol

=
[¢)]
T

5,
be shorter than the time for the initial seed to send one copy
of each piece, which is constrained by the upload capacity of % 1 5 3 4
the initial seed. Thus, the time spent in this phase cannot be Time (s) % 10°

shorten further by the piece replication strategy. The rarest first

algorithm minimizes the time spent in transient state. OnceF@. 5. Evolution of the peer set size for torrent 7.

piece is served by the initial seed, the rarest first algorithm

replicates it fast. Therefore, a replacement of the rarest first

algorithm by another algorithm cannot be justified based dfe local peer switching to seed state. Indeed, when a leecher
the real torrents we have monitored in transient state. becomes a seed, it closes its connections to all the seeds.

b) Steady Stateln order to understand the dynamics of The rarest first algorithm does a very good job at increasing
the rarest first algorithm in steady state, we focus on torrethie number of copies of the rarest pieces. Fig. 4 shows that
7. We have seen on Fig. 1 that torrent 7 has a high entroplye number of copies of the least replicated piece (min curve)
Fig. 4 shows that the least replicated piece (min curve) helosely follows the mean, but does not significantly get closer.
always more than 1 copy in the peer set. Thus, torrent 7 isktowever, we see in Fig. 6 that the number of rarest pieces,
steady state. The content distributed in this torrent is split ire., the set size of the pieces that are equally rarest, follow
1395 pieces. a sawtooth behavior. Each peer joining or leaving the peer

In the following, we present the dynamics of the rarest firset can alter the set of rarest pieces. But, as soon as a new
algorithm in steady state, and explain how this algorithm preet of pieces becomes rarest, the rarest first algorithm quickly
vents the torrent to return in transient state. Fig. 4 shows tlthtplicates them as shown by a consistent drop in the number
the mean number of copies remains well bounded over time dfyrarest pieces in Fig.6. Finally, we never observed in any of
the number of copies of the most and least replicated piecesr torrents a steady state followed by a transient state.

In particular, the number of copies of the least replicated In summary, the rarest first algorithm in steady state ensures
piece remains close to the mean. The variation observed in thgood replication of the pieces in real torrents. It also repli-

number of copies are explained by the variation of the peer saties fast the rarest pieces in order to prevent the apparition
size, see Fig. 5. The decrease in the number of copies 1388@ transient state. We conclude that on real torrents in steady
seconds after the beginning of the experiment correspondsstate, the rarest first algorithm is enough to guarantee a high



INRIA-00001111, VERSION 1 - 13 FEBRUARY 2006 9

Number of Rarest Pieces Piece Interarrival Time
100 ‘ ‘ : : ; ‘ 1
—All pieces
---100 first
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Fig. 7. CDF of the piece interarrival time for torrent Zegend: The solid
line represents the CDF for all pieces, the dashed line represents the CDF for

Fig. 6. Evolution of the number of rarest pieces in the peer set for torrent 7. 4 . .
The rarest pieces set is formed by the pieces that are equally the rarest, i.e. 00 first downloade_d pieces, and the dotted line represents the CDF for the
100 last downloaded pieces.

pieces that have the least number of copies in the peer set.

entropy. the same result in all our experiments for torrents in steady
3) Last Pieces Problemie say that there is a last pieéesstate.
problem when the download speed suffers a significant slowFor two torrents in transient state, we observed a slow down
down for the last pieces. This problem is due to some piecs the 100 last pieces. This slow down is not due to the rarest
replicated on few overloaded peers, i.e., peers that receifigt algorithm, but to the limited upload capacity of the initial
more requests than they can serve. This problem is detecteéd. Indeed, during the transient phase available pieces are
by a peer only at the end of the content download. Indeedregplicated with an exponential capacity of service [25], but
peer always seeks for fast peers to download from. Thus, itrige pieces are served by the initial seed at a constant rate.
likely that if some pieces are available on only few overloadertherefore, when a peer enters a torrent in transient state, the
peers, these peers will be chosen only at the end of the contiist pieces it receives are available pieces, i.e., pieces that can
download when there is no other pieces to download. be served by several different peers. But, once the peer has all
We have performed all our experiments with the end gangige available pieces, the remaining pieces are rare and can be
mode enabled as it does not hide a last pieces problem. Indeedeived at most at the upload capacity of the initial seed. The
the end game mode intent is mistakenly considered to suppre@egnload speed of the rare pieces will be lower than the one of
the last pieces problem. This mode was first proposed the available pieces. Thus, a download slow down for the last
Rodriguez et al. [23] to solve the termination idle time duringieces. In conclusion, the last pieces problem is seldom and
a parallel download. The termination idle time is not relateghay appear only for torrents in transient state. Moreover, the
to the rarity of a piece, but to a decrease in capacity efow down for the last pieces does not depend on the number
service when there are fewer pieces to request than peersftpeers in the torrent, but only on the upload capacity of the
serve them. In this case, some peers remain idle. Rodriguagisial seed.
solution is to request such idle peers with pieces already|t js important to study the piece interarrival time, because
requested to other peers. This way, the perceived capacitypgftially received pieces cannot be retransmitted by a BitTor-
service is at least the one of the fastest active peer. Howev@ht client, only complete pieces can. However, pieces are split
in the case the last pieces are on few overloaded peers, j\®|ocks, which are the BitTorrent unit of data transfer. For
end game mode will not speed up significantly the end of thigis reason we have also evaluated the block interarrival time.
download. Thus, a last pieces problem can be detected eveqye see in Fig. 8 that there is no last blocks problem, but a
with the end game mode enabled. . first blocks problem. The curve for the last 100 blocks is very
In the following, we show that the last pieces problem iggse to the one for all blocks. But, the interarrival time for the
overstated, but the first blocks problem is underestimated af\§}) first blocks is larger than for the 100 last blocks. We have
an important possibility of performance improvement. never observed a last blocks problem in all our experiments
Due to space limitation, we only present plots for torrent g torents in steady state. As the interarrival time for the last
that is in steady state, but we discuss the results for the othefy pjocks did not increase, the local peer did not suffer from

torrents. . . a slow down at the end of the download.
Fig. 7 shows that there is no last pieces problem for torremHowever, we found several times a first blocks problem.

.7' The_lOO_first gnd_ 10.0 last pieces ha\_/e roughly the SaPfis is due to the startup phase of the local peer, which
interarrival time distribution than all the pieces. We observe pends on the set of peers returned by the tracker and the

5This problem is usually referenced as the last piece (singular) problem.oment at which the remote peers deC|deom|m|st|c_aIIy
However, there is no reason why this problem affects only a single piece.unchokeor seed random unchokbe local peer, see section II-
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Block Interarrival Time In the case of tit-for-tat fairness, a leecher will never be able to
‘ ‘ KR use its full download capacity even if there is excess capacity
in the peer-to-peer session. Second, a seed cannot evaluate the
reciprocation of a leecher, because a seed does not need any
piece. As a consequence, there is no way for a seed to enforce
. tit-for-tat fairness. But, seeds can represent an important part

é of a peer-to-peer session, see Table I|. For this reason, it is
fundamental to have a notion of fairness that take into account
seeds.

i/i\gob'fﬁg't(s ] In the following, we present two fairness criteria that take
100 last into account the characteristics of leechers and seeds and the
05 — — — , notion of excess capacity:
10 10 iy © 10 10 « Any leecheri with an upload speetf; should get a lower
download speed than any other leecheavith an upload
Fig. 8. CDF of the block interarrival time for torrent Zegend: The solid speedU; > U;.

line repre_sents the CDF for all blocks, the dashe_d line represents the CDF fo, A seed should give the same service time to each leecher.
tlhgollggt’gg&,‘,’,%’ygg‘ze,gckﬂgd{s’ and the dotted line represents the CDF for{fig, naqe two simple criteria, leechers are allowed to use
the excess capacity, but not at the expense of leechers with
a higher level of contribution. Reciprocation is fostered and
C.2. We have observed seldom last blocks problem on torrefrge riders are penalized. Seeds do not make a distinction
in transient state. The explanation is the same as for the Iastween contributing leechers and free riders. However, free
pieces problem for torrents in transient state. riders cannot compromise the stability of the system because
In summary, a last pieces problem appears seldom on torréhé more there are contributing leechers, the less the free riders
in transient state only. This problem is inherent to the transiemgiceive from the seeds.
state of the torrent, and is not due to the rarest first algorithm.To summarize the above discussion, tit-for-tat fairness is
Moreover, the rarest first algorithm is efficient at mitigatingiot appropriate in the context of peer-to-peer file replication
this problem by replicating fast rare pieces once they becomstocols like BitTorrent. For this reason, we proposed two
available. However, we observed a first blocks problem. Thigw criteria of fairness, one for leechers and one for seeds. It is
first blocks problem results in a slow startup of the torrenibeyond the scope of this study to perform a detailed discussion
which is an area of improvement for BitTorrent. of the fairness issues for peer-to-peer protocols. Our intent is
to give a good intuition on how a peer-to-peer protocol should
. behave in order to achieve a reasonable level of fairness.
B. Choke Algorithm In the following, we show on real torrents that the choke
1) Fairness Issue:Several recent studies [5], [10], [13],algorithm in leecher state fosters reciprocation, and that the
[15] challenge the fairness properties of the choke algorithehoke algorithm in seed state gives the same service time to
because it does not implement a bit level tit-for-tat, but a coaregch leecher. We conclude that the choke algorithm is fair.
approximation based on short term download estimations.2) Leecher State:The choke algorithm in leecher state
Moreover, it is believed that a fair peer selection stratedgsters reciprocation. We see in Fig. 9 that peers that receive
must enforce a byte level reciprocation. For instance, a peRe most from the local peer (top subplot) are also peers
A refuses to upload data to a peBrif the amount of bytes from which the local peer downloaded the most (bottom
uploaded byA to B minus the amount of bytes downloadedubplot). Indeed, the same color in the top and bottom subplots
from B to A is higher than a given threshold [5], [10], [15].represents the same set of peers. All seeds are removed from
The rationale behind this notion of fairness is that free ridetlse data used for the bottom plot, as it is not possible to
should be penalized, and reciprocation should be enforced. Weiprocate data to seeds. This way, a ratio of 1 in the bottom
call this notion of fairness, tit-for-tat fairness. subplot represents the total amount of bytes downloaded from
We argue in the following that tit-for-tat fairness is noteechers.
appropriate in the context of peer-to-peer file replication. A Two torrents present a different characteristic. The local peer
peer-to-peer session consists of seeds, leechers, and free ridersorrent 5 does not upload any byte in leecher state because
i.e., leechers that never upload data. We consider the free riddug to the small number of leechers in this torrent, the local
as a subset of the leechers. With tit-for-tat fairness, when thegreer in leecher state had no leecher in its peer set. Torrents 16,
is more capacity of service in the torrent than request for thighich is in transient state, has a poor level of reciprocation.
capacity, the excess capacity will be lost even if slow leechéFkis is explained by a single leecher that gave to the local
or free riders could benefit from it. Excess capacity is not rapeer half of the pieces, but who received few pieces from the
as it is a fundamental property of peer-to-peer applicatioriecal peer. The reason is that this remote leecher was almost
Indeed, there are two important characteristics of peer-to-peever interested in the local peer. This problem is due to the
applications that tit-for-tat fairness does not take into accoupbor entropy of the torrent in transient state.
First, leechers can have an asymmetrical network connectivityWe now focus on torrent 7. The local peer stayed 228
the upload capacity being lower than the download capacitginutes in leecher state and 334 minutes in seed state. Because
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Contribution to the Amount of Uploaded Bytes, LS Unchokes in Leecher State
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. . o . . ig. 11. Number of times each peer is unchoked when the local peer is in
g'agc'hgt' 0 rrgiérg)esss 5£ a,ﬁqj;’,ﬁjﬁno?';)thti;:zo’;oeazlggr#gm It?weleliigtlar 2?:‘?0{?’% leecher state for torrent Zegend: RU is for regular unchoke, OU is for
10p piot: Y p ) pee 2 istic unchoke. Peer IDs are ordered according to the time each peer first
remote peers. We created 6 sets of 5 remote peers each, the first set (in b, EEF é"
a

K
contains the 5 remote peers that receive the most bytes from the local peer. ﬁc red the peer set. All peers IDs for the entire experiment are given.
next set contains the next 5 remote peers. The sets representation goes from
black for the set containing the 5 best remote downloaders, to white for the set

o Cumulative Interested Time of Remote Peers, LS
containing the 25 to 30 best downloaddBsttom subplot: Amount of bytes 14000 ‘

downloaded from remote peers to the local peer. The same set construction is
kept. Thus, this plot shows how much each set of downloaders, as defined in 12000
the top subplot, uploaded to the local peer.
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w Fig. 12. Cumulative interested time of the remote peers in the pieces of the
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raered reer to understand why the choke algorithm achieves this good

Fig. 10. Reciprocation characterization of the choke algorithm in leechégCiprocation. One reason is the way the active peer set is

state for torrent 7Top subplot: Amount of bytes downloaded from the remotebuilt. In the following, we focus on how the local peer selects
peersMiddle subplot: Amount of bytes uploaded to the remote peBattom
subplot: Total unchoked time of the remote peeAdl subplots: Peers are the remote peers t'O UPIPad blocks to.

ordered according to the amount of bytes downloaded (top subplot), the samd he choke algorithm in leecher state selects a small subset

order is kept for the two other subplots. of peers to upload blocks to. We see in Fig. 9, top subplot,

that the 5 peers that receive the most data from the local

peer (in black) represents a large part of the total amount
the choke algorithm takes its decisions based on the currefituploaded bytes. At first sight, this behavior is expected
download rate of the remote peers, it does not achievefram the choke algorithm because a local peer selects the
perfect reciprocation of the amount of bytes downloaded atfitee fastest downloading peers to upload to, see section II-
uploaded. However, Fig. 10 shows that the peers from whi€h2. However, there is no guarantee that these three peers will
the local peer downloads the most are also the peers timmtinue to send data to the local peer. In the case they stop
most frequently unchoked and the peers that receive the mestding data to the local peer, the local peer will also stop
uploaded bytes. Thus the level of reciprocation is good. reciprocating to them.

The above results show that with a simple distributed al- We focus again on torrent 7 in order to understand how this
gorithm and without any stringent reciprocation requirementsiybset of peers is selected. Fig. 11 shows that most of the
unlike tit-for-tat fairness, one can achieve a good reciprocatigreers are optimistically unchoked, and few peers are regularly
More importantly, the choke algorithm in leecher state allowsnchoked a lot of time. The optimistic unchoke acts as a
leechers to benefit from the excess capacity. It is importgoeer discovery mechanism. The peers that are not unchoked
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Contribution of Peers to the Amount of Uploaded Bytes, SS for both torrents there were less than 10 remote peers that
! ‘ ‘ ‘ ‘ received bytes from the local peer.

This new version of the choke algorithm in seed state is
the only one to give the same service time to each leecher.
This has three fundamental benefits compared to the old
version. First, as each leecher receives a small and equivalent
service time from the seeds, the entropy of the pieces is
improved. In contrast, with the old choke algorithm, a few
fast leechers can receive most of the pieces, which decreases
the diversity of the pieces. Second, free riders cannot receive
more than contributing leechers. In contrast, with the old choke
algorithm, a fast free rider can monopolize a seed. Third, the
0 5 10 15 20 resilience in transient phase is improved. Indeed, the initial

Torrent ID seed does not favor any leecher. Thus, if a leecher leaves the
Fig. 13. Fairness characterization of the choke algorithm in seed state Reer set, it will only remove a small subset of the pieces from
each torrentLegend: We created 6 sets of 5 remote peers each, the first 4kt torrent. In contrast, with the old choke algorithm, the initial

(in black) contains the 5 remote peers that receive the most bytes from the legabd can send most of the pieces to a single leecher. If this
peer. Each next set contains the next 5 remote peers. The set representation goe . -
from black from the set containing the 5 best remote downloaders, to white ]‘gre(ﬁjer leaves the torrent, that will adversely Impact the torrent

the set containing the 25 to 30 best downloaders. and increase the time in transient state.
In summary, the new choke algorithm in seed state gives
the same service to time to each leecher. This new algorithm
at all are either initial seeds, or peers that do not stay in thega significant improvement over the old one. In particular,
peer set long enough to be optimistically unchoked. After 6Qhereas the old choke algorithm can be unfair and sensible to
seconds of experiment and up to the end of the leecher statge@ riders, the new choke algorithm is fair and robust to free
minimum of 18 and a maximum of 28 peers are interested jijjers.
the local peer. In leecher state, the local peer is interested in a
minimum of 19 and a maximum of 37 remote peers. Therefore,
the result is not biased due to a lack of peers, or to a lack of
interest. We see in Fig. 12 that there is no correlation betweenVhereas BitTorrent can be considered as one of the most
the cumulative interested time and the number of times a paeiccessful peer-to-peer protocol, there are few studies on it.
is regularly unchoked. Thus, peers to unchoke are selecte®everal analytical studies of BitTorrent-like protocols exist
based on their reciprocation level only. [6], [21], [25]. Whereas they provide a good insight into
Fig. 9 shows that for three torrents in transient state, torrenke behavior of such protocols, the assumption of global
2, 11 and 16, the amount of bytes uploaded by the 30 bé&siowledge limits the scope of their conclusions. Biersack
remote peers is lower than for the other torrents. Torrentsen al. [6] propose an analysis of three content distribution
transient state have a poor entropy. Therefore, the peers arenualels: a linear chain, a tree, and a forest of trees. They
more selected based only on their reciprocation level, but aldiscuss the impact of the number of chunks (what we call
on the pieces available. For this reason, a larger set of pegitsces) and of the number of simultaneous uploads (what we
receives pieces from the local peer. Thus, a lower fraction cdll the active peer set) for each model. They show that the
bytes uploaded to the best remote peers. number of chunks should be large and that the number of
In summary, we have seen that the choke algorithm guatmultaneous uploads should be between 3 and 5. Yang et al.
antees a good level of reciprocation. Thus, it fosters recipri@b] study the service capacity of BitTorrent-like protocols.
cation. One important reason is that each peer elects a sri@éy show that the service capacity increases exponentially
subset of peers to upload data to. This stability improves the the beginning of the torrent and then scale well with the
level of reciprocation. We have seen that this stability is noumber of peers. They also present traces obtained from a
due to a lack of interest. Our guess is that the choke algoritiracker. Such traces are very different from ours, as they
leads to an equilibrium in the peer selection. The exploratiaio not allow to study the dynamics of a peer. Both studies
of this equilibrium is fundamental to the understanding giresented in [6] and [25] are orthogonal to ours as they do
the choke algorithm efficiency. It is beyond the scope of thisot consider the dynamics induced by the choke and rarest
study to do this analysis, but it is an important area of futufest algorithms. Qiu and Srikant [21] extend the initial work
research. presented in [25] by providing an analytical solution to a fluid
3) Seed StateThe new choke algorithm in seed state givesiodel of BitTorrent. Their results show the high efficiency in
the same service time to each remote peer. We see in Fig.td8ns of system capacity utilization of BitTorrent, both in a
that each peer receives roughly the same amount of bytes fret@ady state and in a transient regime. Furthermore, the authors
the local peer. The differences among the peers are due to¢bacentrate on a game-theoretical analysis of the choke and
time spent in the peer set. The more time spent in the pearest first algorithms. However, a major limitation of this
set, the more time a peer is unchoked. For torrents 11 anddrfalytical model is the assumption of global knowledge of
the five best downloaders receive most of the bytes, becaadiegpeers to make the peer selection. Indeed, in a real system,

Upload Contribution

V. RELATED WORK
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each peer has only a limited view of the other peers, whigvaluation of the rarest first and choke algorithms on real
is defined by its peer set. As a consequence, a peer cartootents with varying characteristics in terms of number of
find the best suited peers to send data to in all the ped&echers, number of seeds, and content sizes. Whereas we do
in the torrent (global optimization assumption), but in it®ot pretend to have reached completeness, our evaluation gives
own peer set (local and distributed optimization). Also, tha reasonable understanding of the behavior of both algorithms
authors do not evaluate the rarest first algorithm, but assuprea large variety of real cases.
a uniform distribution of pieces. Our study is complementary, Our main results are the following.
as it provides an experimental evaluation of algorithms with
limited knowledge. In particular, we show that the efficiency
on real torrents is close to the one predicted by the models.
Felber et al. [9] compare different peer and piece selection.
strategies in static scenarios using simulations. Bharambe et
al. [5] present a simulation-based study of BitTorrent using
a discrete-event simulator that supports up to 5000 peers.
The authors concentrate on the evaluation of the BitTorrent
performance by looking at the upload capacity of the nodes_
and at the fairness defined in terms of the volume of data
served by each node. They varied various parameters of the
simulation as the peer set and active peer set size. They provide
important insights into the behavior of BitTorrent. However,
they do not evaluate a peer set larger than 15 peers, whereas
the real implementation of BitTorrent has a default value of ) o
80 peers. This restriction may have an important impact onOur main contribution is to show that on real torrents.the
the behavior of the protocol as the piece selection strategy#&est first and choke algorithms are enough to have an efficient
impacted by the peer set size. The validation of a simulat®pd \{lable file repllcatlon protocol in the Internet. In. parUpuIar,
is always hard to perform, and the simulator restrictions mdl{e discussed the benefits of the new choke algorithm in seed
biased the results. Our study provides real word results that &#te- This new algorithm outperforms the old one and should
be used to validate simulated scenarios. Moreover, our stU@place it. We also identified two new areas of improvement:
is different because we do not modify the default parametéhse down_loadmg speed of the first blocks, and the duration of
of BitTorrent, but we observed its default behavior on a largge transient phase.
variety of real torrents. Finally, we provide new insights into The rarest first algorithm is simple. It does not require
the rarest first piece selection and on the choke algorithm p&égbal knowledge or important computational resources. Yet,
selection. In particular, we argue that the choke algorithm ihguarantees a peer availability, for the peer selection, close
its latest version is fair. to the ideal one. We do not see any striking argument in favor
Pouwelse et al. [20] study the file popularity, file availabilityof @ more complex solution.
download performance, content lifetime and pollution level on We do not claim that the choke algorithm is optimal. The
a popular BitTorrent tracker site. This work is orthogonal tonderstanding of its equilibrium is an area of future research.
ours as they do not study the core algorithms of BitTorreritiowever, it achieves a reasonable level of efficiency, and
but rather focus on the contents distributed using BitTorrefitost importantly it guarantees a viable system by fostering
and on the users behavior. The work that is the most closégciprocation, preventing free riders to attack the stability of
related to our study was done by Izal et al. [14]. In this papdghe system, and using the excess capacity. Solutions based on
the authors provide seminal insights into BitTorrent based @nbit level tit-for-tat are not appropriate.
data collected from aracker log for a single yet popular ~ Our conclusions only hold in the context we explored, i.e.,
torrent, even if a sketch of a local vision from a local peepeer-to-peer file replication in the Internet. There are many
perspective is presented. Their results provide information different contexts where peer-to-peer file replication can be
peers behavior, and show a correlation between uploaded ased: small files, small group of peers, dynamic groups in ad-
downloaded amount of data. Our work differs from [14] ifhoc networks, peers with partial connectivity, etc. All these
that we provide a thorough measurement-based analysiscofitexts are beyond the scope of this paper, but are interesting
the rarest first and choke algorithms. We also study a largeeas for future research.
variety of torrents, which allows us not to be biased toward We also identified two areas of improvement. The time to
a particular type of torrent. Moreover, without pretending tdeliver the first blocks of data should be reduced. In the case
answer all possible questions that arise from a simple yaftlarge contents, this delivery time will marginally increase
powerful protocol as BitTorrent, we provide new insights intthe overall download time. But, in the case of small contents,

The rarest first algorithm guarantees an entropy close to
the ideal one. In particular, it prevents the apparition of
rare pieces and of the last pieces problem.

We have found that torrents in a startup phase can have
a poor entropy. The duration of this phase depends only
on the upload capacity of the source of the content. In
particular, the rarest first algorithm is not responsible of
the poor entropy during this phase.

The fairness achieved with a bit level tit-for-tat strategy
is not appropriate in the context of peer-to-peer file
replication. We have proposed two new fairness criteria
in this context.

The choke algorithm is fair, fosters reciprocation, and is
robust to free riders in its latest version.

the rarest first and choke algorithms. the penalty is significant. Also, the duration of the transient
phase should be minimized as the poor entropy may results
VI. DISCUSSION in a performance penalty. The way to solve these problems is

In this paper we go beyond the common wisdom that BitTobeyond the scope of this study, but is an interesting area of
rent performs well. We have performed a detailed experimenfature research.
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We believe that this work sheds a new light on two neye3] P. Rodriguez and E. W. Biersack. Dynamic parallel-access to replicated
algorithms that enrich previous content distribution techniques

in the Internet. BitTorrent is the only existing peer-to-peghy

replication protocol that exploits these two promising algo-
rithms in order to improve system capacity utilization. We

deem that the understanding of these two algorithms is |,

fundamental importance for the design of future peer-to-peer
content distribution applications.
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