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Abstract

We study the applicability of XML path summaries in the comtaf current-day XML databases. We
find that summaries provide an excellent basis for optingiziata access methods, which furthermore
mixes very well with path-partitioned stores, and with effit techniques common in today’s XML query
processors, such as smart node labels (also known as sallidentifiers) and structural joins.

We provide practical algorithms for building and explogtisummaries, and prove its benefits, alone
or in conjunction with a path partitioned store, througheesive experiments.
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1 Introduction

Path summaries are classical artifacts for semistructareti XML query processing, dating back to

1997 ]. From path summaries, the concept of path indeassderived naturallymg]: the IDs of all

nodes on a given path are clustered together and used asean iddths have also been used as a natural

unit for organizing not just the index, but the store itsglfi§,[21.,[4D], and as a support for statistidd [2, 25].
The state of the art of XML query processing advanced sigmifly since path summaries were first

proposed. Structural element identifiefls [3, BJ, 33] andcsural joins [B,[1]L[ 34] are among the most

notable new techniques, enabling efficient processing of Xislvigation as required by XPath and XQuery.
In this paper, we make the following contributions to thdestaf the art on path summaries:

o We study their size and efficient encoding for a variety of Xticument, including very “hard” cases
for which it has never been considered before. We show surasnarre feasible, and useful, even for
such extreme cases.

¢ \We describe an efficient method of static query analysisbasghe path summary, enabling a query
optimizer to smartly select its data access methods. Silmdaefits are provided by a schema, how-
ever, summaries apply even in the frequent case when sctemast availabldES].

e We show how to use the result of the static analysis to lift@ftbe outstanding performance hurdles
in the processing of physical plans for structural patteataiing, a crucial operation in XPath and
XQuery [39]: duplicate elimination.

e We describe time- and space-efficient algorithms, impldeteim a freely available library, for build-
ing and exploiting summaries. We argue summaries are tdoluséechnique for a modern XML
database systenotto use it.

Our XSum library is available for downloaﬂSS]. It has beecaessfully used to help manage XML mate-
rialized views ES], and as a simple GUI in a heterogeneousmétion retrieval contex[[l]. We anticipate
it will find many other useful applications.

Path summaries have been often investigated in conjunetitin path indexes and path-partitioned
stores. It is thus legitimate to wonder whether path partitig is still a valid technique the current XML
query processing context ?

With respect to the path partitioning storage approachwauk makes the following contributions:

e We show that path partitioning mixes well with recent, eéfitti structural join algorithms, and in
particular enables very selective data access, when ussshjanction with a path summary.

e Abig performance issue, not tackled by earlier path-partéd stores[[31, 21, #0], concerns document
reconstruction, complicated by path fragmentation. Wenshow an existing technique for building
new XML results can be adapted to this problem, however, Wigh memory needs and blocking
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Figure 1: XMark document snippet, its path summary, and goatie-partitioned storage structures.

execution behavior. We propose a new reconstruction tqaenand show that it is faster, and most
importantly, has an extremely small memory footprint, destmting thus the practical effectiveness
of path partitioning.

This paper is organized as follows. Sectﬂ)n 2 presents patimaries and a generic path-partitioned storage
model. Sectior||]3 tackles efficient static query analysisedan path summaries. Sect@n 4 applies this to
efficient query planning, and describes our efficient apgiidar document reconstruction. Sect@)n 5is our

experimental study. We then discuss related works and adacl

2 Path summaries and path partitioning

This section introduces XML summaries, and path partitigni

2.1 Path summaries

Thepath summanPS(D) of an XML documentD is a tree, whose nodes are labeled with element names
from the document. The relationship betwdemnd P.S(D) can be described based on a functjonD —
PS(D), recursively defined as follows:

1. ¢ maps the root oD into the root ofP.S(D). The two nodes have the same label.

2. Let child(n,l) be the set of all thé-labeled XML elements inD, children of the XML element
n. If child(n,l) is not empty, theny(n) has a uniqué-labeled childn; in PS(D), and for each
n; € child(n,l), (n;) isn;.



3. Letwal(n) be the set of #PCDATA children of an element D. Then,¢(n) has an unique child,,
labeled#text, and furthermore, for each; € val(n), ¢(n;) = n,.

4. Letatt(n,a) be the value of the attribute nameaf elementr € D. Then,¢(n) has an unique child
n, labeled@a, and for each; € att(n, a), we havep(n;) = n,.

Clearly, ¢ preserves node labels, and parent-child relationships.e¥ery simple pathyl;/ls/... /1
in D, there is exactly one node reachable by the same paftsifD). Conversely, each node iRS(D)
corresponds to a simple pathin

Figurel].(b) shows the path summary for the XML fragment deiis Path numbers appear in large font
next to the summary nodes.

We add to the path summary some more information, concédpteddted to schema constraints. More
precisely, for any summary nodesy such thaty is a child ofz, we record on the edgey whether every
node on pattr hasexactly one chilen pathy, or at least one chilen pathy, or may lacky children. This
information is used for query optimization, as Secﬂ)n 3 slilow.

Direct encoding Let x be the parent of in the path summary. A simple way to encode the above infor-
mation is to annotatg, the child node, with1 iff every node on path has exactly one child on path +

iff every node on path has at least one child on paghand some node on pathhas several children on
pathy. This encoding is simple and compact. However, if we neechtmkhow manydescendentsn path

z can a node on pathhave, we need to inspect the annotations of all summary ruetesen: andz.

Pre-computed encoding Starting from thel and+ labels, we compute more refined information, which
is then stored in the summary, while thand+ labels are discarded.

We identify clusters of summary nodes connected between timdy with 1-labeled edges; such clusters
form a1-partition of the summary. Every cluster of the 1-partition is assigaed label, and this label is
added to the serialization of every path summary node béalgrtg that cluster. Then, a node on pathas
exactly one descendent on pattif x.n1=z.n1. We also build ar-partition of the summary, aggregating the
1-partition clusters connected among them only-l®dges, and similarly produce labels, which allow to
decide whether nodes on pattihave at least one descendent on pally checking whether.n+=z.n+.

Building and storing summaries For a given document, le¥ denote its sizeh its height, and PS|
the number of nodes in its path summary. In the worst ¢d3€| = N, however our analysis in Tabl]a 1
demonstrates that this is not the case in practice. The dectsnn Tableﬂl are obtained frorE[36], except
for the XMarkn documents, which are generat [37] to the size MB, and two DBLP snapshots from
2002 and 2005[16].

A first remark is that for all but the TreeBank document, themswary has at most a few hundreds of
nodes, and is 3 to 5 orders of magnitude smaller than the dexurA second remark is that as the XMark



[ Doc. | Shakespearg Nasa| Treebank| SwissProt]|
Size 7.5MB 24 MB 82 MB 109 MB
N 179,690| 476,645| 2,437,665| 2,977,030
P3| 58 24| 338,738 117
|PS|/N 3.2*10% | 5.0*10°° | 1.3*10° ' | 3.9¥10°°
|| Doc. | XMark11 | XMark111 | XMark233 | DBLP (2002)| DBLP (2005)||
Size 11 MB 111 MB 233 Mb 133 MB 280 MB
N 206,130| 1,666,310 4,103,208 3,736,406 7,123,198
|PS]| 536 548 548 145 159
[PS[/N | 2.4°10° | 310 ¥ | 1.3°10 " 3.8°10 7 2.2°10°°

Table 1: Sample XML documents and their path summaries.

and DBLP documents grow in size, their respective summaries very little. Intuitively, the structural
complexity of a document tends to level up, even if more datdided, even for complex documents such
as XMark, with 12 levels of nesting, recursion etc. A thirchazk is that TreeBank, although not the biggest
document, has the largest summary (also, the largest wel éoul for real-life data sets). TreeBank is
obtained from natural language, into which tags were iesetid isolate parts of speech. While we believe
such documents are rare, robust algorithms for handlinly summaries are needed, if path summaries are
to be included in XML databases.

A path summary is built during a single traversal of the doeotminO(N) time, usingO(|P.S|) mem-
ory [E ]. Our implementation gathetsand + labels during summary construction, and traverses the
summary again if the pre-computed encoding is used, makin@fN + | PS|) time andO(| P.S|) memory.
This linear scaleup is confirmed by the following measurd®ne the summary building timeésre scaled
to the time for XMark 1:

XMarkn | XMark2 | XMarkl11l | XMark111 | XMark233
n/11 0.20 1.0 9.98 20.02
t/t,1 Mb 0.32 1.0 8.58 15.84

Once constructed, a summary must be stored for subsequenfagreserve the summary’s internal
structure, we will store it as a tree, leading@g| P.S|) space occupancy if the basic encoding is used, and
O(|PS| = log2| PS|) if the pre-computed encoding is used @ndn+ labels grow in the worst case up to
N). We evaluate several summary serialization strategiSsinior[b.

2.2 Path-partitioned storage model

Structural identifiersre assigned to each element in an XML document. A direct eoisym of two struc-
tural identifiers suffices to decide whether the correspameiements are structurally related (one is a parent



or ancestor of the other) or not. A very popular such schemsists of assignin(pre,post,depth) numbers

to every node[[ISBEEj.Q]. Thee number corresponds to the positional number of the elesbrgin tag,
and thepost number corresponds to the number of its end tag in the docurfen example, Figurﬂ 1(a)
depicts(pre,post) IDs above the elements. Thiepth number reflects the element’s depth in the document
tree (omitted in Figunﬂl to avoid clutter). Many variatiarsthe(pre,post,depth) scheme exist, and more
advanced structural IDs have been proposed, such as Dew@or ORDPATHSs @].While we use
(pre,post) for illustration, the reader is invited to keep in mind thayatructural ID scheme can be used.

Based on structural IDs, our first structure contains a catmegresentation of the XML tree structure. We
partition the identifiers according to the data patfithe elements. For each path, we creatd@upath
sequencewhich is the sequence of IDs in document order. FigﬂJre 1éjads a few ID path sequences
resulting from some paths of the sample documentin Fiuar)a 1(

Our second structure stores the contents of XML elementbyalues of the attributes. We pair such values
to an ID of their closest enclosing element identifier. Fd];@e) shows some such (ID, value) pair sequences
for our sample document.

3 Computing paths relevant to query nodes

An important task of a query optimizeragcess method selectiogiven a set of stored data structures (such
as base relations, indexes, or materialized views) and g direl the data structures which may include the
data that the query needs to access. An efficient access dredthextion process requires:

e a store providing selective access methods;

e an optimizer able to correctly identify such methods.

The main observation underlying this work is that path sunmesgprovide very good support for the
latter; we explain the principle in Sectipn .1 and proviffieient algorithms supporting it in Sectign B.2.
A path-partitioned storage, moreover, provides robustsahective data access methods (see Seﬂtion 4),

3.1 The main idea

Given an XQuery query, the optimizer must identify all data structures contagnimformation about any
XML node n that must be accessed by the execution engine when evayatin practice, the goal is to
identify structures containing tight superseof the data strictly needed, given that the storage usuakysd
not contain a materialized view for any possible query.

Paths provide a way of specifying quite tight supersets efibdes that query evaluation needs to visit.



(a) for $iin //asia//item[//text], $d in $i/description (b)) || () [si| $d] $2] $1] $3] sk
where $i//keyword="gold" asia |28
return <gift><name>{$i/name}</name> $i i‘ ‘e /_f

{$d//lemph} </gift> T
$3text $d description ' ¢ $k keyword 11922
I . ="gold" \¥
|$2 emph|[$1 name] ~d57
+ 25

Figure 2: (a): sample query; (b): resulting query pattecit;esulting paths on the documentin Figﬂre 1.

For instance, for the quemasia//item[description]/name, given the summary in Figu@e 1, elements on
paths 17 must be returned, therefore data from paths 18 toa33weed to be retrieved. Query evaluation
does not need to inspect elements from other paths. Fonirestpaths 4 and 11 are not relevant for the query,
even though they correspondrtame elements; similarlyitem elements on path 30 are not relevant. These
examples illustrate how ancestor paths, suchtiaata (16) filter descendent paths, separating 17 (relevant)
from 30 (irrelevant). Descendent paths can also filter dnc@aths. For instance, DBLP contaiasicle,
journal, book elements etc. The quetif[inproceedings] must accessiblp/article elements, but it does not
need to accegsblp/journal or /dblp/book elements, since they never hanproceedings children.

Let us consider the process of gathering, based on a path awyime relevant data paths for a query. We
consider the downward, conjunctive XQuery subset fr@.[]lzl\}ery query yields a query pattern in the
style of ]. Figure[|2 depicts an XQuery query (a), and itdégra (b). We distinguish parent-child edges
(single lines) from ancestor-descendent ones (doubls)lin@ashed edges represent optional relationships:
the children (resp. descendents) at the lower end of the adgeot required for an element to match the
upper end of the edge. Edges crossed by a “[* connect pardesneith children that must be found in the
data, but are not returned by the query, corresponding tigaton steps in path predicates, and in “where”
XQuery clauses. We call such nodegstential Boxed nodes are those which must actually be returned by
the query. In FigurﬂZ(b), some auxiliary variab$gs $2 and$3 are introduced for the expressions in the
return clause, and expressions enclosed in existentiekéts] |.

For every node in the pattern, we computenaimal set of relevant pathsA pathp is relevant for
noden iff: (i) the last tag irp agrees with the tag of (which may also be *);#) p satisfies the structural
conditions imposed by the's ancestors, and4;) p has descendents paths in the path summary, matching
all non-optional descendents of the node. Relevant pashesetorganized in a tree structure, mirroring the
relationships between the nodes to which they are relenghtipattern.

The paths relevant to nodes of the pattern in Figﬂjre 2(b)ampeFigureD2(c). The paths surrounded by
grey dots are relevant, but not part of the minimal relevatd,ssince they are eithaseless “for” variable
paths ortrivial existential node paths



Useless “for” variable path The path 19 for the variablgd, although it satisfies condition 1, has no
impact on the query result, on a document described by the uahmary in Figurﬂl. This is because:
(7) $d is not required to compute the query resuli) {t follows from the path summary that every element
on path 17 (relevant fasi) has exactly one child on path 19 (relevangt). This can be seen by checking
that 19 is annotated with/asymbol. Thus, query evaluation does not need to find bindimgsd. Instead,
it suffices to bindsi and$2 to the correct paths and combine them, shortcircuiting theibg of $d.

In general, a path, relevant for a “for” variablesx is useless as soon as the following two conditions
are met:

1. $x, or path expressions starting fradr, do not appear in a “return” clause.

2. If $x has a parersy in the query pattern, lai, be the path relevant fay, ancestor op,. Then, all
summary nodes on the path from some chilggfdown top,,, must be annotated with the symhol
If, on the contrary$x does not have a parent in the query pattern, then all nodestfre root of the
path summary tp, must be annotated with

Such a useless pah is erased from its path set. $k had a parersy in the pattern, then there exists a
pathp,, ancestor op,, relevant forgy. If $x has some chiléz in the pattern, in the final solution, an arrow
will point directly from p,, to the paths relevant fags,, shortcircuitingp,,. In Figure@, once 19 is found
useless, 17 will point directly to the paths 22 and 26 in thevant set fo2.

Trivial existential node paths The path summary in Figuﬂa 1 guarantees that every XML eléorepath
17 has at least one descendent on path 27. This is shown hyotheannotations on all paths between 17
and 27. In this case, we say 27 is a trivial path for the exigbmodes$3. If the annotations between 17 and
25 are alsd or +, path 25 is also trivial. The execution engine does not neatéck, on the actual data,
which elements on path 17 actually have descendents onPatirsd 27: we know they all do. Thus, paths
25 and 27 are discarded from the segaf

In general, letp,, be a path relevant for an existential nadle this node must have had a parent or
ancestoy in the pattern, such that the edge going down figmon the path connectingy to $x, was
marked by a “[*. There must be a pafl) relevant fory, such thap, is an ancestor of,,. We sayp,. is a
trivial path if the following conditions hold:

1. All summary nodes betweegnandz are annotated with eitheror +.
2. All paths descendent of., and relevant for nodes beldsx in the query pattern, are trivial.
3. No value predicate is applied 8r or its descendents.

After pruning out useless and trivial paths, nodes left withany relevant path are eliminated; the
connecteed paths of the remaining nodes are returned. Eayuéry pattern in FigurE 2(b), this yields
exactly the result in FigurE 2(c) from which the grey-dotpaths, and their pattern nodes, have been erased.
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Figure 3: Sample query pattern and relevant path sets.

3.2 Computing relevant paths

Having defined minimal sets of relevant paths, the quessibow to efficiently compute them. This problem
has not been tackled before. Moreover, trivial algoritheweh as string matching of paths) do not apply,
due to the complex tree structure of query patterns, andetérée-structured connections between relevant
paths. Such methods cannot minimize path sets, either.

A straightforward method is a recursive parallel traverfaP.S and g, checking ancestor conditions
for a path to be relevant for a pattern node during the desoehe traversal. When a pathsatisfies the
ancestor conditions for a pattern nadethe summary subtree rootedp is checked for descendent paths
corresponding to the required childrensofn the pattern. This has the drawback of visiting a summary
node more than once. For instance, consider the qteesig//parlist/listitem: on the summary in Figurﬂ 1,
the subtree rooted at path 24 will be traversed once to cheskethdents of path 20, and once to check
descendents of the path 23.

A more efficient method consists of performing a single traskof the summary, and collecting po-
tentially relevant paths, which satisfy the ancestor patistraints, but not necessarily (yet) the descendent
path constraints. When the summary subtree rooted at atf@tgrelevant path has been fully explored, we
check if the required descendent paths have been foundgdilnenexploration. Summary node annotations
are also collected during the same traversal, to enabldifidation of useless and trivial paths.

The total size of the relevant path sets may be quite impp@arillustrated in Figurﬂ 3. Here, any subset
of |¢| nodes ofPS contains one path relevant for every node déading to a cumulated size jgf!« (| P.S| —
lg])!/|PS|! relevant paths. This is problematic with large summariekeviant path identification is just an
optimization step, and should not consume too much memepgaally in a multi-user, multi-document
database. Therefore, a compact encoding of relevant patisseeeded.

The single-traversal algorithm described above may runromanemory de-serialized summary. A
more efficient alternative is to traverse the summary irestiieg fashion, using onl¢)(h) memory to store
the state of the traversal. The algorithm we propose to tfiettds shown in Algorithnﬂl; it runs in two
phases.

Phase 1 (finding relevant paths)performs a streaming traversal of the summary, and appligs-A



Algorithm 1 : Finding minimal relevant path sets

Input : query patterry
Output: the minimal set of relevant pathaths(n) for each pattern node
I* Phase 1: finding relevant paths */
[* Create one stack for each pattern node: */
1 foreachpattern node: do
2 | stacks(ny— new stack

3 currentPath— 0

4 Traverse the path summary in depth-first order:
5 foreachnoden visited for the first timelo

6 L Run algorithmbeginSummaryNode

7 foreachnoden whose exploration is finishetb
8 L Run algorithmendSummaryNode

I* Phase 2: minimizing relevant path sets */
o foreachnoden in ¢ do

10 | foreachstack entryse in stacks(ndo

11 if n is existential and

12 alllor+(se.parent.path, se.patttjen

13 L se is trivial. Erasese and its descendants from the stack.

14 if n is a “for” var. and n and its desc. are not boxed aall1(se.parent.path,se.pattijen
15 se is useless. Erase from stacks(n) and

16 connectse’s parent tase’s children, if any

17 | paths(n)— paths in all remaining entries stacks(n)

rithm E whenever entering a summary node, and Algori[hm 3nwikaving the node. Algorithrﬂ 1 uses
one stack for every pattern node, denatédck(n). Potentially relevant paths are gathered in stacks, and
eliminated when they are found irrelevant, useless omivin entry instacks(n) consists of:

e A path(in fact, the path number).

A parentpointer to an entry in the stack ofs parent, ifn has a parent in the pattern, andll
otherwise.

o A selfparentpointer. This points to a previous entry on the same stadhaifentry’s path number is
an ancestor of this one’s, aull if such an ancestor does not exist at the time when the ensripden
pushed. Self-pointers allow to compactly encode relevatit pets.

e An openflag. This is set tdrue when the entry is pushed, andfadsewhen all descendents pthave
been read from the path summary. Notice that we cannot affgpdp the entry altogether when it is
no longer open, since we may need it for further checks in Aﬂlgmﬁ (see below).

e A set ofchildrenpointers to entries im’s children’s stacks.

10



Algorithm 2 : beginSummaryNode
Input: current path summary node labeled

I* Uses the shared variablesrrentPath stacks *
1 currentPatht+;
[* Look for pattern query nodes whiaghmay match: */
2 foreachpattern node: s.t.t matches’s labeldo
/* Check if the current path is found in the correct context n: */
3 if (1) n is the topmost node i, or (2) n» has a parent node’, stacks(n’)is not empty, and
stacks(n’).tops openthen
4 if the level of currentPath agrees with the edge abeyvand with the level of
stacks(n’).toghen
/* The current path may be relevant foy so create a candidate entry fiacks(n): */
5 stack entryse< new entry(currentPath)
6 se.parent— stacks(n’).top
7 if stacks(n) is not empty and stacks(n).top is ofem
8 L se.selfParent— stacks(n).top
9 else
10 | se.selfParent- null
1 se.open— true
12 stacks(n).push(se)

Figure[:F outlines the content of all stacks after relevatt pats have been computed forHorizontal
arrows between stack entries repregasnientend children pointers; downward vertical arrows represent
selfparentpointers, which we explain shortly.

In Algorithm beginSummaryNode when a summary node (say labeledt starts, we need to identify
pattern query nodes for which p may be relevant. A first necessary condition concerns thetéigan p: it
must bet or x in order to match a-labeled query node. A second necessary condition contiegigentext
in which p is encountered: at the time when traversal engethere must be an open, potentially relevant
path forn’s parent is an ancestor pf This can be checked by verifying that there is an entry orstaek
of n/, and that this entry ispen. If n is the top node in the pattern, if it should be a direct childhefroot,
then so shoulg.If both conditions are met, an entry is createdfpand connected to its parent entry (lines
5-6).

The selfparentpointers, set at the lines 7-10 of Algorit}“ﬂ1 2, allow sharofgldren pointers among
entries nodes in the same stack. For instance, in the relavae sets in Figurld 3, node in the stack of
$x1 only points toal in the stack ofx2, even though it should point also to nodes a3, .. ., aPS in the
stack of$x2, given that these paths are also in descendent-or-sdibredaips withal. The information that
these paths are children of thg entry in the stack afx1 is implicitly encoded by theelfparenfpointers of
nodes further up in théx1 stack: if patha3 is a descendent of the entry in this stack, the3 is implicitly
a descendent of thel entry also.

11



Algorithm 3 : endSummaryNode
Input: current path (node in the path summary), labeled
/* Uses the shared variables currentPathgck *

1 foreachquery pattern node s.t. stacks(nontains an entrye for currentPathdo
[* Check if currentPathhas descendents in the stacks of non-optiaraiildren: */

foreach non-optional childn’ of n do

if se has no children in stacks(nthen

if se.ownParent # null then

L connectse children tose.own Parent

o g~ WN

pop se from stacks(n)

else
8 pop se from stacks(n)
pop all se descendent entries from their stack

~

10 se.open «— false

This stack encoding viaelfparentis inspired from the Holistic Twig Joirm.l]. The differerxcare:

(7) we use it when performing a single streaming traversal theesummary, as opposed to joining separate
disk-resident ID collectionsj{) we use it on the summary, at a smaller scale, not on the datf iHowever,

as we show in Sectioﬂ 5, this encoding significantly redupese consumption in the presence of large
summaries. This is important, since real-life systems atewilling to spend significant resources for
optimization. In Figurd]3, based @elfparent the relevant paths are encoded in o6lf|q| * | PS|). Our
experimental evaluation in Sectiﬂn 5 shows that this uppand is very relaxed.

In line 11 of AIgorithmDZ, the new entrye is marked a®pen to signal that subsequent matches for
children ofn are welcome, and pushed in the stack.

Algorithm endSummaryNode before finishing the exploration of a summary ngdehecks and may
decide to erase the stack entries generated frow stack entry is built withp for a noden, whenp has
all the requiredancestors However,endSummaryNodestill has to check whether had all the required
descendentsEntry se must have at least orahild pointer towards the stacks of all required childremof
otherwise,se is not relevant and is discarded. In this case, its descemaries in other stacks are also
discarded, if these entries are not indirectly connectadgselfparentpointer) to an ancestor gt. If they
are, then we connect them directlyde.selfparentand discard onlge (lines 4-9).

The successive calls teeginPathSummaryNodeand endPathSummaryNodelead to entries being
pushed on the stacks of each query node. Some of these detftri@s the stacks may be trivial or useless;
we were not able to discard them earlier, because they sas/atitnesses” that validate their parent entries
(check performed by AIgorithrﬂ 3).

Phase 2 (minimizing relevant path setsin Algorithmﬂ goes over the relevant sets and prunes out the
trivial and useless entries. The predicalié(p.., p,) returns true if all nodes between andp, in the path
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summary are annotated with Similarly, alllor+ checks if the symbols are eitheror +. Useless entries
are “short-circuited”, just like AIgorithrﬂS did for irrelant entries. At the end of this phase, the entries left
on the stack are the minimal relevant path set for the relsgandde.

Evaluatingalll andalllor+ takes constant time if the pre-computed encoding is usetdi(ﬁé\@). With
the basic encoding, Phase 2 is actually a second summagyrsedalthough for readability, AIgorithE|1 1
does not show it this way). For evepy, andp, such that Phase 2 requires evaluatald (p., p,) and
alllor+(py, py), the second summary traversal verifies the annotationgle$ frmp,. to p,, using constant
memory.

Overall time and space complexity The time complexity of Algorithnﬂl depends linearly pRS|. For
each path, some operations are performed for each quegrmpatide for which the path may be relevant.
In the worst case, this means a factol@f The most expensive among these operations, is checkihg tha
an entry had at least one child in a set of stacks. If we clastamtry’s children by their stack, this takes at
most|q| steps. Putting these together, we obt@iiPS| * |¢|?) time complexity. The space complexity in
O(|PS] * |q|) for encoding the path sets.

4 Query planning and processing based on relevant path sets

We have shown how to obtain for every query pattern nodeset of relevant pathsaths(n)

No matter which particular fragmentation model is used mgtore, it is also possible to compute the
paths associated to every storage structure, view, or infflex example, assume a simple collection of
structural identifiers for all elements in the documenthsas the Element table ifi J40] or the basic table
considered in|E4]: the path set associated to such a steuittaludes allPS paths. As another example,
consider an index grouping structural IDs by the elemerd,tag in ] or the LIndex ir@?]: the path set
associated to every index entry includes all paths endiaggiven tag. A path index such as Plnd@ [27] or
a path-partitioned storﬂ [9] provides access to data froenpath at a time.

Based on this observation, we recommend the following sraptess path selection strategy:

e Compute relevant paths for query pattern nodes.
e Compute associated paths for data in every storage steutélole, view, index etc.)

e Choose, for every query pattern node, a storage structureendmssociated paths form a (tight) superset
of the node’s relevant paths.

This general strategy can be fitted to many different stonageels. Sectio@.l explores it for the partic-
ular case of a path-partitioned storage model. Se§tignrtif@ show how path information may simplify
the physical algorithms needed for structural join procgssespectively, complex output construction.
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4.1 Constructing query plans on a path-partitioned store

With a path-partitioned store, IDs and/or values from evgath are individually accessible. In this case,
the general access method selection approach becomesingtruct access plans for every query pattern
node, by merging the corresponding ID or value sequenceal(tbe logical storage model from FigLI]e 1);
(i1) combine such access plans as required by the query, vietwgtal joins, semijoins, and outerjoins.
To build a complete query plan (QEP), the remaining steps @ié) for every relevant pathp,.., of an
expression appearing in a “return” clause, reconstrucstifstrees rooted on pagh..; (iv) re-assemble the
output subtrees in the new elements returned by the quenyeXample, Figur(E|4 depicts a QEP for the
sample query from Figu@ 2. In this QEP, IR3designates an access to the sequence of structural IDs on
pathn, while IDAndVal(n) accesses the (ID, value) pairs where IDs identify elememizathn, and values
are text children of such elements. The left semi-jaia) and the left outer-joinst&) are structural,

i.e. they combine inputs based on parent-child or ancescendent relationships between the IDs they
contain. Many efficient algorithms for structural join dxiE B]; we are only concerned here with the
logical operator.

The planin Figur£|4 is directly derived from the relevantypsdts, shown at the end of Sect@ 3.1, and
the query itself. The selectianhas been taken from the query, while the Merge fuses thenr#ton from
the two relevant paths f&2 (emph elements). The final XMLize operator assembles the piecdatafin a
result. Sectiof 43 studies this in more details.

The QEP in Figur<£|4 takes good advantage of relevant pathsctss only a very small subset of the
data present in an XMark document. For instance, only agamdata is read (not from all items), and only
the useful fragments of this data; for instance, volumiritara descriptions do not need to be read.

Clearly, more elaborate index structures such as the F&Bxi@] may lead to accessing even less
data, providing e.g. direct access only to thibs@s (path 17) that havieeywords (path 28). However, even
an F&B index cannot providigem IDs with theiroptionalemph children (paths 22 and 26), because we are
interested also in items thdb nothave such children, while the F&B index and its variants espond to
conjunctivepaths only (all items are required). Furthermore, the sielee still needs to be applied on on
keywords, and path indexes cannot help here.

The conclusion we draw is: while ellaborate structure imdgschemes can cover more complex path
patterns, the simplicity and robustness of a simple patredraccess to IDs, combined with the ability to
do most of query processing just by efficient structural 1D giprovide good support for efficient query
evaluation in current-day XML database engines.

4.2 Using path annotations for efficient structural joins plans

Path expressions used in XPath and XQuery need to returicdtgsfree lists of nodes, in specific orders.
Structural joins, in contrast, may introduce spurious thaks, whose elimination is expensive. Schema-
based techniques have been developed to decide when deicaination is unnecessarE[ZO]. However,
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XMLize

>
< Merge
T~ IDsARGVal(2D~_
< |psAndval(is) IDsAndVal(26)
IDs(17)  Oyal="gold"
IDsAndVal(28)

Figure 4: Complete QEP for the query in Figlﬂe 2.

schemas are often unavaila [28]. In this section, we ghatveven in that case, path summaries enable
similar reasoning.

Let op1, op2 be two operators, such thap;. X andop,.Y contain structural identifiers. The outputs of
op1 andops are ordered by the document order reflectedXayresp. Y, and are assumed duplicate-free.
Assume we need to find thes.Y IDs that are descendents of somg.X IDs. If an ID yo from ops.Y
has two different ancestors ip,.X, the result of the structural joiop, ><iop, will contain 4, twice, and
(depending on the physical algorithm employﬂd [3]) the autpay not be in document order, requring
explicit Sort and duplicate-elimination.

Path annotations provide a sufficient condition which ees@veryp,.Y ID has at most one ancestor
in op;.X: for any two possible pathg;, p, for element IDs irop;.X, p; is not an ancestop,. Then,
duplicate elimination and sort may be skipped, reducingt®t of the physical plan. For example, none of
the structural joins in Figurﬂ 4 require ordering or duptkcalimination.

Notice that path partitioning (Secti.2) leads to stnues which naturally fulfill this requirement. If
all element IDs are stored togeth[@, 40], or partitiobgthe tags@z], this is not the case. For instance,
if all IDs of parlist elements are stored together in the document in Fiure 4 jribiudes elements from
paths 20 and 23, and 23 is a descendent of 20. Thus, when tngleay./parlist/listitem, soméistitem IDs
will get multiplied by their ancestors, requiring a duptie@limination.

4.3 Reconstructing XML elements

The biggest performance issues regarding a path-pa#diistore are connected to the task of reconstructing
complex XML subtrees, since the data has been partitiondt&ly. In this section, we study algorithms
for gathering and gluing together data from multiple pathewbuilding XML output.

Afirst approach is to adapt the SortedOuterUn@ [32] methodxporting relational data in XML, to a
path-partitioned setting with structural IDs. The plan igu?eﬂ does just this: the components of the result
(name andemph elements) are gathered via two successive structuraljouner In general, the plan may
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(a) >< (b) OuterUnion

e 9 B

IDs(item) IDsAndVal(keyword) IDsAndVal(emph)IDs(item) IDsAndVal(keyword;

(C) OuterUnion

IDsAndVal(4)

IDSANAVAIB/@id) IDS@B) e -

Figure 5: Sample outer-union QEPs with structural joins.

be more complex. For instance, consider the query:
for $x in /litem return <res> {$x//keyword} {$x//emph} </res>

The plan in Figure[|5(a) cannot be used for this query, beciust&roduces multi-valued dependen-
cies ]: it multiplies allemph elements by all theikeyword cousins, while the query asks the fayword
andemph descendents of a given item to be concatened (not joined gthemselves). The plan in Fig-
ure@(b) solves this problem, however, it requires mateiial theitem identifiers (highlighted in grey), to
feed them as inputs in two separate joins.

If the materialization is done on disk, it breaks the exapupipeline, and slows down the evaluation.
If it is done in memory, the execution will likely be fasteyticomplex plans end up requiring more and
more materialization. For instance, the simple quérson leads to the planin Figuﬂ; 5(c), where the IDs
on both paths 3person) and 5 éddress) need to be materialized to avoid erroneous multiplicatibtheir
descendants by successive joins. The sub-plan surrourydedatted line reconstructsidress elements,
based ority, country andstreet. The complete plan puts back together all componengegbn.

The 1/0 complexity of this method is driven by the number deimediary materialization steps and
the size of the materialized results. Elements from somiepatust be materialized, as soon as they must
be combined with multiple children, and at least one of akitdpathg, of x is not annotated with (thus,
elements on path may have zero or more children on path Some IDs are be materialized multiple
times, after joins with descendent IDs at increasing ngdéwmel. For instance, in Figu@ person IDs are
materialized once, and then a second time after being jaiithdaddress IDs. In the worst case, assuming
IDs on all paths in the subtree to be reconstructed must beriakited on disk, this leads O(N «h/B) I/O
complexity, whereB is the blocking factor. If in-memory materialization is ds¢he memory consumption
isin O(N « h). The time complexity is als®(N x* h).
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(a) Reconstruct

|Dﬂm«s) Ds s(8) 1Ds(9)

IDsAndVal(3/@id)  IDsAndVal(4) IDsAndVal(6) “IDsAndVal(7) IDsAndVal(9)
Reconstruct
(b)
struct.ID)
struct.ID||struct.ID,val | | struct.ID||struct.ID,val
[struct.ID||struct.ID,val 10s(3)| DsAndval(E@id) [struct.ID|[struct.ID,val]
IDs(4) IDsAndVal(4) StructiD IDs(9)  IDsAndVal(9)

IDs(5)

| I I (1 Il I (1 Il |
U struct,|DHstruct.|D,va|\] U struct.IDHsIruct.ID,val\] U struct.IDHSlruct.ID,val‘]

IDs(6) IDsAndVal(6) Ds(7) IDsAndVal(7) IDs(8) IDsAndVal(8)

Figure 6: Reconstruct plan féperson on XMark data.

To reduce the space requirements, we devise a second medioeéd Reconstruct. The idea is to read
in parallel the ordered sequences of structural IDs and#e) pairs from all the paths to recombine,
and to produce directly textual output in which XML markupd$) and values taken from the inputs, are
concatenated in the right order. The Reconstruct takestter information:

e From the path summaryghildren elements must be nested inside parent elements, &<person>
tag must be output (andprson ID read from IDs(3)) before thename> child of that person, and
a </name> tag must be output (thus, all values from IDsAndVal(4) mustéhbeen read and copied)
before the</person> tag can be output.

e From the structural IDs themselveafter an openingperson> tag, the first child ojperson to be
reconstructed in the output comes from the pathuch that next structural ID in the stream IBg(s
the smallest among all structural ID streams correspongicildren ofperson elements.

Figurel]i(a) outlines a Reconstruct-based plan, and FE{\hx)aﬁoms in into the Reconstruct itself (the
shaded area). Reconstruct uses one buffer slot to storeitrentstructural 1D, and the current (1D, value)
pair, from every path which contributes some data to thewtuffhe IDs are used to dictate output order, as
explained above; the values are actually output, properdyed into markup. The buffers are connected by
thin lines; their interconnections repeat exactly the gatmmary tree rooted atrson in Figure[ll.

A big advantage of Reconstruct is thiedoes not build intermediary resulthus it has a smaller memory
footprint than the SortedOuterUnion approach. Contrast@EPs in Figure[|5(b) and Figuﬂa 6(b): the
former needs to buildddress elements separatedly, while the latter combines all pietesntent directly.

A second advantage is that the Reconstruct is pipelineikeutiie SortedOuterUnion, which materializes
person andaddress IDs.

17



The Reconstruct ha®(N) time complexity. It needs one buffer page to read from eveth pvhich
contributs some data to the output, thus it B &) memory needs, whene is the number of paths from
which data is combined; especially for large documents; N « h/B, thus the Reconstruct is much more
memory-efficient than the SortedOuterUnion approach.

5 Experimental evaluation

We have implemented path summaries within the XQueC pattitipaed system|]6|.]7], and as an indepen-
dent library ]. This section describes our experiendd wililding and exploiting summaries, alone or in
conjunction with a path-partitioned store.

We use the documents from Tatﬂe 1, ranging from 7.5 MB to 28Q Miih relatively simple (Shake-
speare) to extremely complex (TreeBank) structure. Erpants are carried on a Latitude D800 laptop, with
a 1.4 GHz processor, 1 GB RAM, running RedHat 9.0. We use X@umth-partitioned storage systeEp [6],
developed based on the popular persistent storage libienkekyDB fromwww.sleepycat.com. The store
uses B+-trees, and provides efficient access to the IDsDovdl) pairs, from a given path, in document
order. All our development is Java-based; we use the Javagebt/M 1.5.0. All times are averaged over 5
runs.

5.1 Path summary size and serialization

Summary sizes, in terms of nodes, have been listed in 'Iﬁibl\a/d.now consider the sizes attained by
serialized stored summaries. Two choices must be magleXML or binary serialization, 4;) direct or
precomputed encoding of parent-child cardinalities (Se(ﬁ), for a total of four options. XML serialization
is useful since summaries may be easily inspected by the eger in a browser. Summary nodes are
serialized as elements, and their annotations as attsilbiite 1-character names. Binary serialization yields
more compact summaries; summary node names are dictiemagded, summary nodes and their labels
are encoded at byte level. Pre-computed serialization i merbose than the direct one, simdeandn+
labels may occupy more tharand+ labels.

TabIeI} shows themallestserialized summary sizes (binary with direct encodingpperly encoded,
information-rich summaries are much smaller than the denin? to 6 orders of magnitude smaller, even
for the large TreeBank summary (recall Taﬂle 1).

We also measured XML-based summary encodings for the dauBrineTabld]Z, and found they are 2 to
5 times larger than the direct binary one. We also measueesitle of the binary pre-computed summaries,
and found it always within a factor of 1.5 of the direct binarne, which is quite compact.
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Doc. Shakespeare XMark1l1l | XMark233
Size (MB) 75 11 233
XML pre-comp (KB) 0.68 4.85 4,95
XML pre-comp / size 8*10~° 4*10~* 2*10°°
Doc. SwissProt| DBLP 2005| TreeBank
Size (MB) 109 280 82
XML pre-comp (KB) 3.11 1.62 2318.01
XML pre-comp / size 2*10°° 5%10~¢ 3*10°2

Table 2: Serialized summary sizes (binary, direct encdding

queryno.| 1 2 3 4 5 6 7 8 9|10
time(ms)| 14 | 14 | 14 | 15| 14| 14 | 14| 29 | 46 | 29
queryno.| 11 | 12 | 13 | 14| 15| 16 | 17| 18| 19| 20
time(ms)| 28 | 28 | 14 | 14| 15| 16 | 15| 14| 15| 14

Table 3: Computing relevant paths for the XMark queries.

5.2 Relevant path computation

We now study the performance of the relevant path set cortipntalgorithm from Sectio@.z. We use
the XMark233 summary as representative of the moderatstsines, and Treebank as the largest (see
Table[k). Table[|3 shows the time needed to compute the relpadmsets for the 20 queries of the XMark
benchmark@?], on the XMark111 summary, serialized in birfarmat with pre-computed information.
The query patterns have between 5 and 18 nodes. Path coiopugatery fast, and takes less than 50 ms,
demonstrating its scalability with complex queries.

We now measure the impact of the serialization format on éhevant path computation time. The
following table shows this time for the XMark queries 1 anét® which Table|]3 has shown path computation
is fastest, resp. slowest (times in milliseconds):

query no.| XML dir. | XML pre-cp. | bin. dir. | bin. pre-cp
1 73.0 37.0 22.3 14.2
9 255.7 133.6 98.6 46.4

Path computation on an XML-ized summary is about 4-5 timeset than on the binary format, reflect-
ing the impact of the time to read the summary itself. Alse, thnning time on a pre-computed summary
is about half of the running time on a direct-encoded one s Thbecause with direct encoding, path set
minimization requires a second summary traversal, as gxudn Sectior[|3. The space saving of the bi-
nary, direct encoding over the binary pre-computed engp(lass than 50%) is overcome by the penalty
direct encoding brings during relevant path sets companatiWe thus conclude th@nary, pre-computed
encodingoffers the best time-space compromise, and will focus andhly from now on. If the optimizer
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TKn: /ISIVPI(NP/PP)"/INP  TO://A TL1:/INP  T2://NNP
T3://WHADVP  T4://INP//INNP  T5://[SINPP][_.COMMA_]/PP
T6: //ADJIP/PP/NP T7: IFILE/EMPTY/S[VP/S]/INP/VP

Table 4: XPath renditions of query patterns on TreeBank data
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Figure 7: Relevant path computation times on TreeBanK) @eftl resulting relevant path set size (right, log
scale).

caches query plans, however, the binary direct encodingbagyeferrable.

We now consider the TreeBank summary (in binary pre-contpeneoding), and a set of query patterns,
shown in Tableﬂ4 as XPath queries for simplicity (howevelikenXPath, we compute relevant path sets for
all query nodes). Treebank tags denote parts of speech, sicfoasentence\VP for verb thrase NP for
noun thrase etc. TK denotes a parameterized family of queries taken frErh [1BEre the stepSNP/PP
are repeated times.

Figureﬁ (left) shows the times to compute the relevant ptiththese queries. Due to the very large
summary (2.3 MB), the times are measured in seconds, twoadenagnitude above those we registered
for XMark. Queries TO to T3 search for a single tag. The timeT0 is spent traversing the summary
only, since the tag\ is not present in the summahthus no stack entries are built. The other times can
be decomposed into: the constant summary traversal tinug) &mthe time for TO; and the time needed to
build, check, and prune stack entries.

T1 takes slightly more than T2, which takes more than T3, tvidw/ery close to TO. The reason can be
seen by considering at right in FiglEe 7 the respective nuofiqgaths: T1 results in much more paths (about
50.000) than T2 (about 10.000) or T3 (about 1.000). Moreveglepaths means more entries to handle.

The time for T4 is the highest, since there are many relevatitspfor both nodes. Furthermore, an
entry is created for alNP summary nodes, but many such entries are discarded due tacthef NNP
descendents. T5, T6 and T7 are some larger queries; T6 sseateADJ entries which are discarded later,
thus its relatively higher time. The times for TKgueriesdecreases as increases, a tendency correlated
with the number of resulting paths, at right in Figlﬂe 7. leargvalues mean more and more selective
queries, thus entries in the stacks of nodes towards thatiegiof the queryg, VP) will be pruned due to

1A tag dictionary at the beginning of the summary allows dintgcerroneous tags directly. We disabled this featuretfisrreasure.
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Q1  /leuropellitem/descr
- M Q2  /Iregions//item//descr
Q3  /leuropel/parlist//bold
Q4  /leurope//parlist//listitem
Q5  /litem//descr//keyword
Q6  //[Entry//METAL//Descr
Q7  /lcateg//listitem//text
Q8  /lparlist//listitem//text
ol [ BB el L IR Q9  //dblp//book//author
Q10 //dblp//booki/fiitle

M Path parti-
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P3 for $xin /litem, Sy in $x//description, $z in $x//parlist
P4 for $xin /litem, Sy in $x//parlist, $z in $x//keyword
P5 for $x in //categories, $y in $x//parlist, $z in $x//text
P6 for $xin //article, $y in $x//title, $z in $x//year

P1 P2 P3 P4 P5 P6

Figure 8: Binding variables with path- and tag-partitianin

their lack of required descendeniandPP in the last positions in the query).

The selfparentencoding proved very useful for queries like T4. For thisrguere counted more than
75.000 relevant path pairs (one path fa?, one forNPP), while with theselfparentencoding, only 24.000
stack entries are used. This demonstrates the interastfpfirentpointers in cases where there are many
relevant paths, due to a large summary and/érfoery nodes.

5.3 \Variable binding with path partitioning

We measured the time neededdiod variables to element IDs on our path partitioned store. Veatidy
relevant paths based on the summary, read the ID sequemcesef@ant paths, and perform structural joins
if needed. For comparison, we also implemented a similaesbut where IDs are partitionéy their tags
not by their paths, as i [1L§,]22]. On both stores, the StamkDesc|[3] structural algorithm was used to
combine structural IDs.

Figure@ shows the execution times for 10 XPath queries (QBwissProt, Q9 and Q10 on DBLP, the
others on a 116 MB XMark document), and 6 tree patterns (P5torRthe 116 MB XMark). In Figurﬂ 8,
path partitioning takes advantage of the relevant path coation to achieve tremendous performance ad-
vantages (up to a factor of 400 !) over tag partitioning. Tikibecause often, many paths in a document
end in the same tag, yet only a few of these paths are relavamtiery, and our relevant path computation
algorithm identifies them precisely. For the patterns P1@pwe split the binding time in ID scan, and ID
structural join. We see that the performance gain of pattitjpeing comes from its reduced scan time. For
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Doc. TreeBank | INEX | XMark111l | SwissProt| Shakespearg DBLP | NASA | UW
recursion yes yes yes no no no yes no
maz fi q 49,901 1,722 99 39 9 8 9 1

mfq 19,187.82 | 485.43 15.79 11.08 6.06 5.47 2.92 1.0

Table 5: Median fan-in of different XML documents.

all these queries, the relevant path computation time wesstlear20 ms, thus 2 to 6 orders of magnitude
less than execution time. This confirms the interest of ttesemethod selection algorithm enabled by the
summary.

Measuring the difference between path and tag partitioning A legitimate question arises: do tag and
path partitioning differ significantly in general, or is tdéference only noticeable in some contrived data
sets and queries ?

The answer depends on the number of different paths in dattdnehich end in a given tag we call
this number théan-in of¢ in d and denote ifin, 4. If the fan-in of all tags in a given documentlisthen tag
partitioning and path partitioning coincide. The bigges thn-in is, the more likely it is that tag partitioning
and path partitioning will perform differently when bindjvariables.

Considering the maximum (or the average) valugfof, 4, over all tagst in a document!, does not
account for the relative importance of each tag d. Thus, we consider th@edian fan-in ofi, defined as:

mfd = Z fint_,d * Nt,d/Nd

ted

whereNy is the number of (element and attribute) nodes,iwhile N, 4 is the number of nodes labeled
This measure gives greater weight to tags well-represeémtbe document, since they can be seen as “more
representative”. The results for the documents in THbleeShown in Tabl¢]5.

In all but the UW course datay f, is quite important. In the UW course datasets, the maximumirfa
registered isl, thus tag partitioning and path partitioning coincide.ehestingly, this document has been
produced from aelational data set, by a database Ph.D. stud@t [36], who might hawgltthdt proper to
give distinct names only; this cannot be expected in gendita¢ max f; o andm f; values may be quite
different, which justifies introducing the f; measure. Let us analyze the possible reasons for largagan-i

Recursive elementkke XMark’s parlist, are one source, since the recursive element tag may appear o
various paths. Recursion is actually encountered in afgégnt part of XML documents on the WeE[ZS].

Another source is the presenceasimmon tag$ike name, text, descr, @from, which apply in different
contexts, and thus appear on different paths. Part of theimgaf such data resides in its path. For example,
in SwissProtdescr elements appear under paths liket/entries/PROTEIN and/root/entries/METAL, making
them relevant for different queries.

A third source is XMLflexibility, which may lead to a data annotation at the level of tags (tha¢#d, or
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Figure 9: SortedOuterUnion and Reconstruct performance.

at the level of the values (data). For example, the XMsak data is split on 6 different paths, under the
elementsurope, asia etc.

Finally, textual XML documents tend to exhibit important fan-in values. Tagsuch documents cor-
respond to language components (e.g., “verb group”, “nathgnoup”, “attribute”, “phrase”) or markup
elements (e.g., “italic”, “bold”), which can be arbitrarihested. This phenomenon is present to some extent
in the XMark documents, and is very visible in TreeBank an&X\ Such documents are representative
for an important class of text-centered XML applicationguably, of more interest for XML research than
XML-ized relational sources. Variable binding based orhgartitioning is likely to outperform tag parti-

tioning on such data.

Impact of path minimization Relevant path computation finds that the second tag in Q1lsQSeless
(Section[B), thus IDs for those tags are not read, in the measn Figure[|8. Turning minimization off
increased the running time by 15% to 45%.

5.4 Reconstructing path-partitioned data

We tested the performance of the two document reconstruatiethods described in Sectipn]4.3, on our
path-partitioned store. Figu@a 9 shows the time to buildftieserialized result of/person, //address,
//lhomepage, on XMark documents of increasing sizes. The sorted outemuf@enoted SOU in Figurﬂ 9)
materialized intermediary results in memory. On the XMdktlocumentj/person outputs about 15 MB
of result. As predicted in Secti.3, both methods scallingarly. The Reconstruct is noticeably faster
when building complex elements suchaaigiress andperson. Furthermore, as explained in Sect@ 4.3, it
uses much less memory, making it interesting for a multr;uselti-query setting.

5.5 Conclusions of the experiments

Our experiments have shown that path summaries can beizedialery compactly; the binary encoded
approach yields the best trade-off between compactnessesn@dnt path computation performance. Our
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path computation algorithm has robust performance, andyzes intelligently-encoded results, even for
very complex summaries. Path partitioning takes maximuuwaathge of summaries; used in conjunction
with structural identifiers and efficient structural joititsprovides for very selective access methods. Scal-
able reconstruction methods make path partitioning amésting idea in the context of current-day XML
databases.

6 Related work

Path summaries and path partitioning are not rfé] [R,]9, 1£%29,[4p]. Other more elaborate structure
indexes have been propos@ [@, 29], however, they are venplex to build and to maintain, and thus are
built for a few selected paths only. Complex, richer XML suerias have also been used for data statis-
tics;they tend to grow large, thus only very small subsetskapt ]. This is appropriate for cardinality
estimation, yet inadequate for access method selectioce some structure information is lost.

An interesting class of compressed structure is descr'rb@ﬂ, and it is used as a basis for query process-
ing. This approach compresses the XML structure tree intangpact DAG, associating to each DAG node
the set of corresponding XML element nodes. An interestomgmarison is the number of nodes created in
the path summary as explained in Secﬂ)n 2, denpit], and the number of nodes in the DAG E[lZ],
denoted DAG|. The results are shown in Talfle 6.

[ Document| Shakespear¢ XMark15 | Nasa| Treebank| SwissProt] XMark111l [ DBLP ||
Size 7.5MB 15MB | 24 MB 82 MB 109 MB 111 MB | 128 MB
|PS] 58 511 24| 338,738 117 514 125

|DAG| 1,121 10,629| 8,391| 319,654 38,936 38,655 326

Table 6: Number of path summary nodes vs. the number of nodbe iDAG obtained by bisimulation.

TabIe|]3 shows that a path summary is generally smaller (irestases by two orders of magnitude) that
the DAG obtained by|E2]. This is explained by the fact thattfeo XML nodes to correspond to a single
summary node, a path summary only requires that their incgmpaths be the same, whereas the DAG
summary introduced irm.Z] also requires their underlyimgature to be similar. The difference is striking,
e.g., in the case of XMark data sets; the presence of reeyngriable and repeated structure in the data
leads to a relatively large DAG, but a compact path summagyngfrom al5 MB to 111 MB one, the path
summary adds only three paths, but the DAG size has moretipéedt! For Treebank, the DAG is slightly
smaller than the path summary (by less th&6). We thus argue that path summaries are generally much
more robust and therefore of practical interest.

In [@], the authors propose a specialized query proce$sintework based on the summaries described
in [@]. The authors present an approach for handling DAGm@ssed structures throughout the query
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processing steps, which reduces the risk that the unfololegbressed structure would outgrow the available
memory. In contrast, we make the point that path summariedeadded with minimal effort into existing
XQuery processing systems, and that they marry well witleieffit techniques such as structural identifiers
and structural joins.

Path information has been used recently for XPath mateei@dlview-based rewritingﬂ[S] and for access
method selectior[[EEJ.O]. Our work is complementary in whaiaerns the path summary, since we for-
malized and presented efficient algorithms for exploitinearies, which could be integrated with these
works. As we have demonstrated, some documents yield largenaries, whose exploitation may raise
performance problems, therefore, we have provided anefticelevant path computation algorithm, which
furthermore performs some interesting query minimizatiobhe only previous path summary exploitation
algorithm concerns simple linear XPath path queries (ﬂ]y&{ﬂd it does not perform any minimization.
With respect t0|]]5|]0], in this work we focused on formalgirelevant path computation, and showing its
benefits in the particular context of a path-partitionedesto

Many works target specifically query minimization, someigibased on constraints, e.ﬂ.@, @ 24]. We
show how summaries can be used as practical structuressniatipg constraints.

e Some of the benefits offered by a summary can also be attapnesibg DTD or XML Schema
information. However, a large part of the XML existing bodydmcuments may lack a schema (in
the study], 40% of the documents had a DTD, and less thémHad an XML Schema). Even in
the absence of schema information, a summary is very easyltband to exploit, as soon as one has
had a chance to look at the data (which is the case in any fmrstatabase, since the data has been
loaded).

e Some of the summary benefits cannot be attained by using sshdracause the summary is more
precise in some aspects, such as the actual depth of rexzetsinents etc.

Constraint-independent minimization techniques areagidimal to our work and can be successfully com-
bined.

With respect to path partitioning, we considered the tagkwieving IDs satisfying given path constraints as
in [E, ,] and shown that structural IDs and joins effidignombine with path information. Differently
from , ,] which assume available a persistent traecstre, we also considered the difficult task of
re-building XML subtrees from a path-partitioned store. $tledied an extension of an existing method, and
proposed a new one, faster and with much lower memory needs.

The starting point of this work is the XQueC compressed XMatptype ES[’V] The contributions of
this paper on building and exploiting summaries for optitian have a different scope. An early version
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of this work has been presented in an informal setting, withe French database community orIE [26]. A
2-pages poster based on this work is currently under sulimiss

7 Conclusion and perspectives

We have described a practical approach for building andoéipd path summaries as metadata in a per-
sistent XML repository, i.e., information about the stwret encountered in the XML document. We have
shown how summaries can be combined with path partitiorarachieve efficient, selective data access, a
plus for processing queries with a complex navigation negoents.

Our own experience developing the summary was first inclidedr XQueC ﬂS,[I7] XML compression
project. Subsequently, we isolated it out of the XQueC pygte, and found it useful applications, which
we briefly describe below; the prototype is freely availa{@.

Apprehending varied-structure data sources In the framework of the INEX collaborative effort, we
concentrated on designing an integrated conceptual madl@fdeterogeneously-structured bibliographic
data sources. As a side effect of building summaries, XSweo generates image files of such sum-
maries ]. We used this feature to get acquainted to theceswand visualize their structure. This is
in keeping with the initial Dataguide philosophy of usingrsuaries for exploring data se18].

Physical data independence We developed a materialized view management tool for XQueaijed
ULoad []5]. This tool includes a query rewriting module basadiiews, which naturally leads to containment
and equivalence problems. ULoad judges containment anidadguceunder summary constraintshus
exploiting summaries and path annotations.

Query unfolding An ongoing work in the Gemo group requires a specific form afrgwinfolding. As
soon as an XQuery returns some elements found by some ufisgecvigation path in the input document
(that is, using the descendant axis), the query must bettewso that it returnall elements on the path
from the document root to the returned nodet just the returned node as regular XPath semanticsre=qui
For instance, the quemjperson in an XMark document must be transformed into the query iriélﬁb A
summary is an useful tool in this context.

for $x1 in document(“xmark.xml”)/site

return <site> { for $x2 in $x1/people

document(“xmark.xml”)//person return <people> for $x3 in $x2/person return $x3
<Ipeople> }

<Isite>

Table 7: Sample summary-based query unfolding.

2INEX stands for Initiative for the Evaluation of XML Inforntian Retrieval; see http://inex.is.informatik.uni-doisg.de.
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Perspectives Our ongoing work focuses on adding to the XSum library a wersif the containment and
equivalence algorithms implemented in ULoad. We are alswsidering the joint usage of summary and
schema information for XML tree pattern query rewriting @ottainment; we anticipate that this combined
usage provides increased information and thus more opptiesifor optimization.

We are also currently extending ULoad to support XQuery tggjaccordingly, we expect to implement
summary maintenance under data modifications in XSum. & ietnoted that summary maintenance has
very low complexity, using our notion of summaMlS], thue do not expect this to raise difficult issues.

Acknowledgements The authors are grateful to Christoph Koch for providing uthwis XML compres-
sor codeEZ], and to Pierre Senellart for sharing with ugjhisry unfolding application.
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