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Abstract. The model ofmoldable task (MT) was introduced some years ago and
has been proved to be an efficient way for implementing perafiplications. It
considers a target application at a larger level of graityltran in other models
(corresponding typically to numerical routines) where thgks can themselves
be executed in parallel on any number of processors. CRst&MP (symmetric
Multi-Processors) are a cost effective alternative tolpersupercomputers. Such
hierarchical clusters are parallel systems made frei8MP composed each by
k identical processors. These architectures are more anel popular, however
designing efficient software that take full advantage ohssystems remains dif-
ficult. This work describes approximation algorithms foneduling a set of tree
precedence constrained moldable tasks for the minimizatfdhe parallel ex-
ecution time, with a scheme which is first used for two muitigessors and
several bi-processors and then extended to the generalbtasg number of
multi-processors. The best known approximation ratio fees in the homoge-
neous case is 2.62, and although the hierarchical probldmarier our results
are close as we obtain a ratio of 3.41 for two multi-process8r73 for several
bi-processors and 5.64 for the general case of several SMPs \farge number
of processors. To our knowledge, this is the first work on @deace constrained
moldable tasks on hierarchical platforms.

1 Introduction

In recent years computer hardware became increasinglsdafite. This trends led to a
greater number of parallel computers, however the pricefasiinterconnection net-
work can now be a high part of the cost of a cluster. A solutinthts problem is to

use several processors on each motherboard connectedistitwrk. This introduces
a large difference in the time needed for on-board commtioiteand for communi-

cations between two different motherboards.

In the case of Parallel Tasks (PT), where a task has to be gzedey a fixed
number of processors, the execution time of a task cannoasily gredicted on such
hierarchical architectures unless some very restriciymthesis are made such as tasks
have to be executed on one board only, or all communicatimsansidered as long
communications. We consider in this paper the related Midédarask (MT) model,
where the execution time of a task depends on the number oégsors used to compute

1 Sometimes also called Malleable.



the task. As in the PT model, in a hierarchical system knowhegiumber of processors
used is not enough to predict the execution time. In [1], wavidied a new hypothesis
to deal with this problem. This placement hypothesis isltedén Section 2. With this
additional rule, the MT model is well suited to hierarchisgstems.

Scheduling precedence constrained MT tasks is a NP-habigond2], and there-
fore approximation algorithms were developed to providiieht schedules in poly-
nomial time. The first approximation algorithm for the horangous case have been
introduced by Lepere et al [3] with a ratio 262 for tree based precedence constraints
and a ratio 0b.24 for general graphs. This scheme has been recently improvetlib
Zhang in his PhD thesis [4] (under supervision of Pr. Janaehieving at.73 approxi-
mation ratio. In this article, we adapted this scheduliriptéque of Lepére et al. in the
case of tree precedence constrained moldable tasks, as fidfydowards scheduling
general graphs. To obtain ratios for general graphs witthmiimprovements designed
by Hu Zhang, the results presented here can be simply mattiply a factoR. The re-
cent improvements were not taken into consideration heedalthe length limitation.

In the next section, we will recall the definitions of the Mahde Task model and its
adaptation to hierarchical platforms. We will then brieféall the scheduling scheme
used for the homogeneous case. This scheme (and improwvehyerihang) will then be
adapted for the two extremal cases of scheduling on two pudtessors and schedul-
ing for several bi-processors. Finally a general schemsdbeduling on several multi-
processors is proposed in Section 6.

2 The Moldable Tasks Model on Hierarchical Platforms

In the MT model a processor can compute only one task at a eintethe number of
processors allocated to a task is constant during its whxeleution. The execution time
of a task depends on the number of processors alloted to it.

We consider an instance composedhaholdable taskg T, ..., T, } to be sched-
uled on a cluster ofn SMP composed each @f identical processors. The tasks are
linked with precedence constraints, in the form of treesl{eaode has at most one
predecessor). The execution time of the moldable 1asihen allotted tg processors
will be denoted byt;(p). Its computational area (or work) is defined as usually as the
time space produd®;(p) = pt;(p). For a given allocation, we catritical path the
maximum sum of execution times over a chain of the graphyamt of the graph, the
sum of all the work of the tasks. The total wdik = 3 W;(1) divided bymk, and the
critical pathL,, . are straightforward lower bounds of the optimal makespan.

Using more than one processor to compute a task will cost pemalty for manag-
ing the communications and synchronizations. Accordintip#ousual behavior of the
execution of parallel programs, we assume that the tasksyametonic. This means
that allocating more processors to a task will decreasexésigion time and increase
its computational area.

There exists a difficulty inherent to hierarchical systems t the fact that commu-
nications inside the same SMP are faster than between parsdselonging to different
SMP. In this case, the number of processors allotted to adask not give all the in-
formations needed to determine the execution time of a tasksk will be scheduled



faster using processors inside the same SMP than usinggsarseof different SMP. In
order to avoid this problem, we introduce below a dominakg:ru

Definition — Best placement rule
For a given number of processors, we say that a task is in its best placement if the
penalty with this number of processorsis the lowest possible.

This definition is not very useful in the sense where manyetaants may verify
the best placemergondition, and from the definition we cannot decide whers ligst
to schedule the task. However, we can usually make the assumipat a task which
runs on less thah processors will be in itbest placemerit all the processors allotted
to the task are into the same SMP.

For tasks alloted to more tharprocessors, we need an additional hypothesis which
is the following:

Hypothesis— Minimal penalty

We assume in the rest of the paper that a task T; allotted on a;k + b; processors (with
a; € [0;m]andb; € [0; k—1])isinits best placemerit exactly a; SVIPs are dedicated
to it during its execution and the remaining b; processors are within the same SMP.

This hypothesis is clearly verified for clusters of bi-presers, as it avoids the cases
where atask is sharing more than one bi-processor with takks. For larger values of
k, this placement minimizes the number of clusters used bskaitet a given allocation,
therefore it is probably not far from the optimal placement.

Remark that we do not ask the processors to be contiguousgtance, Figure 1
represents two tasks verifying tineinimal penaltyhypothesis. The third one does not.

time

[]Task 1
B Task 2
Il Task 3
processors

1 mk

Fig. 1. Tasks 1 and 2 are in thelirest placementvhereas task 3 is not{ = 4).

In the rest of the article, we will build algorithms whose juit verify this best
placement rule. However, the competitive ratios given aitb vespect to an optimal
schedule which can use any kind of placement as long as thimalipenalty hypothesis
holds, as the proof are based on the total workload.

3 Previous Results with Precedence Constraints

The schemes used in this article are mainly inspired fronstiheduling algorithm for
the homogeneous case [3]. In this section, we will recalbidsics of this algorithm.



In the homogeneous case, there is no placement proldlem {). The algorithm
is composed of two phases. The first phase is a search for aalloodtion for the
moldable tasks, i.e. an allocation which realizes a trdflbetween the workload and
the length of the critical path in the precedence graph. problem is related to the
general class of time-cost problems where the time needpdrform a task depends
on the budget alloted to it. This problem has been solved loyedik [5] very efficiently
in the case of tree precedence constraints leading to amalptiade-off, and also has
good solutions for general graphs (leading t a@pproximation on both the work and
the critical path).

Once this allocation is known, all allocations greater thaparametey. (i.e. all
tasks using more tham processors) are reduced jgoand then the second phase is a
classic list scheduling algorithm. The analysis of the atgm is similar to the classic
proof of Graham'’s list scheduling algorithm, and for thetlpessibleu the performance
ratio is (3 + v/5)/2 ~ 2.62 for trees and + /5 ~ 5.24 for general graphs.

4 Scheduling with Two Multi-processors

Schedules produced by the homogeneous algorithm are ysuadlequate in a multi-
processor setting, because of the placement rule. For aiégsstof the problem, we
will consider in this section the restricted case of schiedubn two multi-processors.

To keep the same construction scheme as in the homogeneseiswm have to
consider how the placement rule interferes in the list saliegl. As the parameter is
less or equal tenk /2 in the homogeneous case, a task in its best placement casot u
processors in both multi-processors. We now distinguish ¢ases depending on the
value ofp.

For % < p < k, the schedule produced by the list algorithm can be split int
two kinds of time intervals. The first kind (of total length) is composed of all the time
intervals during which at mogt(k — 1) + 1 processors are used. During these intervals,
there are enough idle processors on at least one of the pnattessor to schedule a
task. If those processors are idle there is no availabletaghich means that as in the
original proof from Graham, a precedence constrained abfaiasks which covers all
these intervals can be found. 8& — ) + 1 < p, the tasks in this chain did not have
their allocation reduced to processors. The other kind of interval (of total lendih
is composed of all the other time intervals. We nothe length of the schedule.

With these two kinds of intervals defined, we can write théofeing (in)equalities:

w = Il + IQ (1)
w2 Linge 2 1 (2)
kw* >W* > +2(k — p+ 1) (3)

wherew* is the optimal makespan. The first one states that the tdteldsde length is
the sum of all the time intervals, the second states thatritieat path (and therefore
the optimal schedule length) is greater than the lengthefitkt kind of interval, and
the third one is a lower bound on the workload in the optimbksiule.

A straightforward calculation proves that the ratip is at most equal t%%

which takes its minimum whep is smallest, i.ey < %. The ratio is therefore
bounded byt + 2(%1)



Forpu < %TH the schedule can be split into three different kinds of tintervals.
The first kind (of total lengthl;) is when less thap processors are used, the second
kind (of lengthI;) when betweem and2(k — ) + 1 processors are used, and the third
when at leas®(k — o + 1) processors are used.

In the first and second kind of intervals, there is enoughpdteessors to schedule
any tasks, therefore a chain of tasks covering all thesevailteis again constructible.
However this time, the tasks executed during intervals efgacond kind may have
been reduced from their original allocation to an allocatd size.

The previous (in)equalities are now:

w=hL+1I+13 (4)
* * 1%
> L >1 + 1T
W' 2 Loy 2 L1+ o1 (5)

To find the best upper bound for the performance rgtiowe can consider these
inequalities as a set of linear programming constraint&reda has to be maximized,
andl, I> andI; are the variables. The dual problem is easier to solve, as ihenly
two variables. It is composed of the following (in)equaii

z = w*y1 + 2kw s @)

1<y +ye (8)
1

1< = 9

< gt pye 9)

1<2(k —p+1)y2 (10)

With the new objective of minimizing. Combining inequalities 7 and 9 we haye >
%, and addin@(k — p + 1) times inequality 8 td2k — 1 time inequality 10, we

get= > 14 —2=L__ To minimize z we have to minimize the maximum &£
w 2(k—p+1) (i

and1 + % The first quantity decreases wheanincreases while the second
quantity has the opposite behavior. The real minimum isefioee achieved when the
two are equal, and the bestis one of the two integers closest to the solutio%%f:

1+ % which is 21y (8k+41)2732k(k+1) ~ (2 - V2)k+ 2:—‘?. Figure 2
presents the comparison between the curve corresponditig ticeal solution of the
previous equation with real values bfand the actual values pffor integer values of

k. As k grows without bounds, this minimum gets close;t_é\/—5 ~ 3.41. The value of
the performance ratio for small values/ofs given in Figure 3. With the exception of
k = 2 where the ratio i€, all the obtained performance ratio are less tg@qﬁ, the
minimum being.75 for k equal to four. Therefore it is always better to chopdewer
or equal to(2k + 1)/3 for two multiprocessors.

Remark that if% > 1+ % the ratio is reached by a schedule of a single

task. LetT be a highly parallel task such agp) = % its optimal execution time
would betg(,j), and the schedule produced with our algorithm has an exectithe of

%, leading to the ratic%.




4

14 integer values  + )
expected solution—— a8
12 \
3.6
10 )
o4 A
: |
3.2
6 I
3
: |
281
ol
2.6
0
2 4 6 8 10 12 14 16 18 20 0 5 10 15 20 25 30 35 40

Fig. 2. Comparison between expected values  Fig. 3. Best performance ratio for two multi-
of u and the actual value for the best ratio  processors of sizes up 40 processors each.
achieved 2 < k < 20).

5 Scheduling on Bi-processors

The second restricted case which is interesting to conbigiere addressing the gen-
eral case, is scheduling on a large number of bi-procedisotisis case, restricting the
allocation to a portion of a bi-processor as we did previpushkes no sense. The solu-
tion we considered is to directly use the homogeneous dfgoriwith a different value
for u, and try to prove that the placement constraint with bi-pssors is generally
satisfiable.

Let m be the number of available bi-processors. As previouslyraggrict the al-
locations of the first phase which are greater thato 1. The placement rule states
that to place a task of allocatien we need to have at Ieapgj idle bi-processors plus
eventually a processor if is odd. As we did in the previous section, we will consider
two cases depending on the valug.of

For 27”—3“ < p < m, the schedule can be split into two kinds of time intervals of
respective lengttf; andl,. The first kind of time intervals is when at most— | £ |
processors are used. In these intervals, there is enouglpidtessors to schedule a
task usingu processors. All other time intervals are counted in the rotived of time
interval.

As previously, we can write some inequalities on the lengtif the schedule pro-
duced by the algorithm:

w = 11 + IQ (11)
wr>Lr o o>I (12)
2mw* > W* > 1 + (m — {%J + 1) I (13)

From these inequalities, it is straightforward to prove:tha
3m— [ 5]

(8 +1 .

w
— <
w*

which means that the best ratio is obtained for the smallessiple value of:, which
is | 2L | 4 1. This ratio is lower thar and tends td for large values ofn.



For smaller values of, i.e.n < 2741, we again have to distinguish three kinds of
time intervals, of respective lengfh, I, andls, depending on the number of processors
used. The first kind is made of intervals where less thgrocessors are used, the
second kind is composed of intervals with betwgeandm — [%J and the third of time
intervals with more tham — [%J busy processors.

Again, there is a set of inequalities describing the lendthe schedule:

w=I1L+1L+13 (15)

WS LA >+ (16)
2m

2mw™ > W* > I + pla + (m - {gJ + 1) I3 17)

Which can be seen as a linear programming set of equatiodshardual is this
time:

z = w 'y + 2mwyo (18)
1<y +y2 (19)
1< 2y + o (20)
2m
1
< B
1_(m L2J+1)y2 1)

As before, some straightforward rewriting yields:

122_771 (22)
w* 7

z 2m —1

= >1 23
D Y (23)

Again, we have to find thg which will minimize the maximum of the two lower
bounds. This time, the begtcan be bounded between two functionsiaf

dm—1—vI2m2+4m+1| -1<p (24)
| v 1
u< L4m —12m? - SmJ +1 (25)

The obtained performance ratio is presented in Figure 4, avitotted line for small
values ofy, and a solid line for large values @f When the number of bi-processors
is lower than ten, the best solution is achieved with a largeshereas for more bi-
processorg, has to be smaller. As, grows without bounds;- gets close t§4 — 21/3)
and the performance ratio of the algorithm tendg_tla\/—5 ~ 3.73.

6 A General Framework

The algorithms of the two previous sections cannot easilgxtended to an arbitrary
number of multi-processors with a large number of processidie number of multi-
processorsn is a lower bound on the ratio of the first algorithm,;ais always lower
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Fig. 4. Best performance ratio for up to 40 bi-processors. The ddite is forpu < 2";“, and
the solid line for2mtl < 4.

thank, while & is a lower bound of the ratio of the second onerasequential tasks
can prevent the execution of tasks alloted to at Iégstocessors. A closer look shows
that the first algorithm corresponds o< k, and the second one (0> k.

To design efficient schedules for the general case, we hatakéothe best of the
two previous algorithms, considering both the tasks witrge allocation and the tasks
with a small allocation. The main idea is to use differenueal. for small and large
tasks, and then restrict the execution of the small tasksspeeific part of the platform.

Let v be an integer betweehandm, v sets the threshold between “small” and
“large” tasks. Tasks alloted to less thah processors are “small”, while other tasks are
“large”.

For the rest of the paper, we consigdemulti-processors, havingprocessors each.
After the first allotment phase, the allotment of the taskie@uced in the following
way:

— Tasks alloted ta processors, withh < p are kept in their original allotment.

— Tasks alloted ta processors, withy < a < vk are reduced tg processors.

— Tasks alloted t@ processors, withk < a < §k are reduced tdg%J k processors.
— Tasks alloted ta processors, withik < a are reduced ték processors.

Once this allotment is determined, the schedule is prodbged list scheduling
algorithm, with always at most multi-processors filled with small tasks. However,
the large tasks can fill more th&m — 0) multi-processors if there is not enough small
tasks. As previously, we can split the resulting schedugeireral kind of time intervals,
depending omccsmqn andoccqrge the number of processors used by small and large
tasks:

— I, is the set of intervals such as< occgmau < p @andocciarge = 0. In all the time
intervals of this set, there is always a task which is parhefdonstructed critical
path, and whose allocation has not been reduced.

— Iy isthe set of intervals such as< occsman < 0(k—p+1) andoccigrge = 0. Inall
the time intervals of this set, there is always a task whigiaig of the constructed
critical path, and whose allocation may have been reducgd to



— I3 is the set of intervals such ag < occigrge < 0k andoccgmen = 0. In all
the time intervals of this set, there is always a task whigiaig of the constructed
critical path, and whose allocation has been reduced toghsest multiple of:.

— 1, is the set of intervals such @& < occjarge < (m — 6 + 1)k andoccoman =
0. In all the time intervals of this set, there is always a taskcl is part of the
constructed critical path, and whose allocation may haes beduced tok.

— I.iticar 1S the set of intervals which are not in the previous sets,vanére you
can still schedule a task, either small or large. Matherallyiche occupations are
eitheroccigrge < (Mm—0—0+1+a)k andoccsmqan < 0 —a for a betweerl andd,
Or ocClgrge < (Mm—0—030+1)k andoccsman < 0(k—p+1). We can redistribute all
the time intervals from this set to sdfisto I, depending on the task of the interval
which is considered for building the critical path.

— I is the set of intervals such &k — 1 + 1) < occgman- In these time intervals,
if a task of sizeu is available, it may be impossible to schedule it.

— I is the set of intervals such & — § — 6 + 1)k < occiarge andm +1 —§ —
Farse < ocegmau- IN these time intervals, if there is an available task of 8iz,
it may be impossible to schedule it.

Remark that some of these intervals may be empty, and sonowarapping. De-
pending on the values 6f k andu, I> can be empty. If this is the case, the upper bound
Oonocesman Of 17 is reduced to meet the upper boundefln the same way, depending
on the values ofn. andd, I, may be empty. Again, if this is the case, the upper bound
of I3 must be reduced to the upper bound/of Time intervals which can be ify and
I are putin the sefs if 6(k —u+1) > (m —0 — 0+ 1)k + 6 and in setl otherwise.

As previously, we can bound the length of the intervals whithtotal workload and
the critical path:

w:11+12+13+14+15+16 (26)
vk 1)

0]
*>1T I I3+ —1 27
et TRt e 27)
mkw* > Iy + pls + vklIs + 0kIy + 9(k — U+ 1)[5 (28)
+((m—-06—-0+1)k+0)Is (29)
And from these equations, we can write the dual problem:
z = W'y + mkw*ys (30)
1<y+y (31)
7
< 2
Ls gt me (32)
vk
1< ———y1 + 7k 33
S GroEoT TR (33)
5
1< —y + Skys (34)
m
1<0(k—p+1)y (35)
1<((m—=30—04+1)k+0)ys (36)

Although it may seem much more complicated, this problertiliswo dimensional
and the extremal point of the polytope can be found. Due toréls&rictions on the



article length the case analysis will not be presented Hereis instead provided in
an extended version of this paper [6]. Unsurprisingly thargotees for the general
case are not as good as in the two special cases studied irethieys sections. These
results are summarized in Figure 5 and Figure 6. We can séwée ffigures that the

40
35+
30 -
25+
k 20
15+
10 ¢

0 5 10 15 20 25 30 35 40
m

Fig. 5. Performance ratios for up to 40 SMPs  Fig. 6. Projections of the iso-levels 4 and 5
having each up to 40 processors. of Figure 5.

performance ratio is quickly worse thanand does not get bigger tharb for small
values ofk andm. For very large values df andm, this ratio tends t6.64.

7 Conclusion

The algorithms presented in this article are (to our knogégdhe first to address the
problem of scheduling moldable tasks on hierarchical ptats. The next step is to add
the improvements from Hu Zhang. In the longer run, we shaujdément the resulting

algorithms in operational resource management systenisiriiplementation has to be
preceded by a simulation phase, as the behavior of the tigwrion real workloads can
be quite different from expected.
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Study of the dual problem

The set of linear equations of Section 6 defines a polytopetwikisimilar to the grey
zone in Figure 7. Note that inequalities (35) and (36) candpdaced by a single in-
equality:

C <y (37)

Where(C is defined as:

C = ma 1 1
T Ok — 1) (m—6—0+ Dk +0

Y2

Y1
Fig. 7. General form of the polytope.

Altogether, the five constraints (31), (32), (33), (34) aBd)(have 10 possible inter-
section points. At most five of those points are on the polytpvelope. The minimum
z can be attained either on one of these points or on the sipdad of the polytope
on they, axis.

Here is a table of the intersection points:

As C is defined as the maximum of two possible values, it is natarebnsider the
two possible cases depending on which value is higher.

Case A

In this first case, we suppose that:

1 1
>
0k —p+1) =~ (m—0—0+1k+0

And therefore: )

C=— -
Ok —p+1)



Intersection (y1, y2) coordinates Label % valug
(yk—D)(p—1) ~yk—p-—1
(31)x(32) ( Hk=2) uw«—z)) A
(y+Dk=1)(vk=1) k—1
(31)x(33) ( STHGEDA-3)  TRGADED) B
m(Sk—1) m—34 m
(31)x(34) (6(mk—l)’ 6(mk—1)) c 5
(BIx(37) 1-C,0) D
(k=) (vk—p)(v+1k—=1) p((y+1)k—1)—~k(yk—1)
(32)x(33) ( —u) , 1) ) E
m(yk—1)(p—26k) §(yk—1)—m m
(32))((34) (u&&'yk—l)l—mk)’ u&(;{'yk—l)—7:k)) F 5
(32)x(37) (X (1-p0),0) G
m((y+1)k—1)(v=8) §((v+1)k—1)—m~yk m
(33)x(34) (M«Vwﬂ)kajmk))’ Mk?(wmkflfn?k)) H1 %
(33)x(37) (S (1 — 4.0, 0) [
(34)x(37) (2 (1-6kC),0) J m

Table 1. Possible extrema.

The fourth column of table 1 shows that for all points such thequality (34) is
an equality the objective value is the same. If one of thiswp@ on the frontier of
the polytope, the value of the objective function is thepy. Minimizing the objective
value then is equivalent to maximiziag With the case inequality, we have:

<(m—6—0+1)k+0

Ok—p)<(m-56—-0+1)k

<m-40—-0+1

0(k — )
k

9
5§m—29+1+%

6<m—0+1-

As § only appears in the definition of those points, changingatse do not change
the value of the objective function for the other points. V&a therefore choose to take
the maximum possible value for Relaxing the parameters to real values instead of
integers and maximizing, sets the value of tom — 20 + 1 + 42,

If we remove constraint (34), we are left with a simpler peshlwith only four
significant constraints. As the slope of the objective fimrcis almost “flat” (nk is
larger thanl, vk — 1 or (v + 1)k — 1) of all the possible extremal points, the points
along the constraint (37) will always have the best possitMalue. However, only the
largest of them is on frontier of the polytope.

In order to find the best possible guaranty for our algorithmd o determine the
appropriate values for the parameters, we are left with aHeviing quantity to mini-
mize:

Zmin = min (max (2p, zg, 21, 27))
w0,y



With the respective values:

mk —1

zp =1+ m (38)
k=1 (m—7y)k+1

T Tkt (39)
v+ D=1 (m—y—-1k+1

S Ok —p+1) (40)

y=— (41)

m—29+1+“79

At this point, rather than looking for an exact formula of thest values for all
the variables, we considered what happens wheandk grows without bounds. The
values of Figure 5 where generated with a small programmigsiil possible values of
i, 8, 6 and~ for givenm andk. From the output of this program, we remark several
trends for the best solutions:

— ~is alwaysl.

— 0 grows quite linearly withm

— u grows quite linearly withk

— ¢ is small but growing withk andm

To take into account these remarks, and to find an approomeditio whenn and
k grows large, we replacewith 1, 6 with 6m andy with k. With these substitutions
and whenn andk grows without bounds, the previously defingg;,, tends to:

1 1 1
Zmin = Min <max <7+ — , - ~>)
6, B0l —p) 1—20+ pb

Defining the two functiong andg as:

L

£0) = 2+ 50— (42)
s 1

90 = 5= (43)

The valuez,,,;,, is achieved for solutions of the following system of equasgio

F(i,0) = g(i1, 0) (44)
of(i,0)  9g(a,0)
0 _ o (45)
Of (,9) _09(ii,0) (46)
o0 o0

Wherez is an additional variable angithe derivation operator.



The only sensibkesolution of this set of equations is the following:

fi =~ 0.47560 (47)
6 ~ 0.53961 (48)
Zmin ~ 5.63652 (49)

This values are consistent with the experimental valuesddu = 48 andfd = 54
form = k = 100), and suggests a performance ratio arobuéd for very large values
of bothm andk.

Case B

In this case, we now suppose that:

1 1
<
0k —p+1) — (m—0—-0+1k+0

And therefore: 1

(m—56—-0+1k+0
As previously, the minimum value in the polytope is achieved for the largest point
on the constraint (37).

C =

Zmin = min (max (zp, zg, 21, 27))

w0,y
With the respective values:
mk —1
=1
SR B Py BN yy (50)
vk —1 (m—yk+1
= 1
G u (m—0—0+1)k+0 (51)
v+ Dk-1 (m—vy—-1Dk+1
= 52
=1 kT m—o—0+ k10 (52)
- (53)

)

To obtain the same results as in the previous case, we remarkntthe relaxed
version of the problem, with fixed values &f andf, augmenting the value ¢f only
decreases the value af. Therefore we can always transform an optimal solution in a
solution whereg. is maximized. This maximum is reached Whieequals;n729+1+%9
which is the same situation as before.

2 This means: making sense for our problem.



