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Abstract. Clustering methods are machine-learning algo-

rithms that can be used to easily select the most representative

samples within a huge program trace. k-means is a popular clus-

tering method for sampling. While k-means performs well, it

has several shortcomings: (1) it depends on a random initial-

ization, so that clustering results may vary across runs; (2) the

maximal number of clusters is a user-selected parameter, but its

optimal value can be benchmark/trace-dependent; (3) k-means

is a multi-pass algorithm which may be less practical for a large

number of intervals. To solve these issues, we adapted an alter-

native clustering method, called DCA, to the issue of sampling.

Unlike k-means, DCA and its sampling-specific adaptation ID-

DCA do not require the user to be exposed to internal cluster-

ing parameters: it dynamically defines the number of clusters

for each target program and the method parameters dynamically

adapt to the target program. For an ordered input (e.g., a trace

of intervals), the method is deterministic. Finally, it is an online

and thus single-pass algorithm, resulting in a significant execu-

tion time gain over an existing and popular k-means implemen-

tation. Within the context of a variable-size sampling approach,

we show that IDDCA can achieve an average CPI error of 1.62%

over the 26 SPEC benchmarks, with a maximum error of 5.72%

and an average of 403 million instructions.

1 Introduction

Sampling is an accurate and fast solution to increas-

ingly long simulation times (more complex superscalar

processors, multi-cores, modular simulation [12, 10],

etc). There are two possible approaches for select-

ing sampling intervals: either (1) pick a large num-

ber of uniformly (or randomly) selected small intervals

(SMARTS/TurboSMARTS [14, 13]), or (2) pick a few

but large and carefully selected intervals (SimPoint [11,

5, 7, 8, 4], EXPERT [6] and our recently proposed bud-

geted region sampling technique BeeRS [9]). Selected

sampling intervals can either have a fixed or a variable

size. The sampling accuracy/size tradeoff is more eas-

ily and finely adjusted with fixed-size intervals. Variable-

size intervals [4], where the interval definition is based

on program semantic, may potentially allow even more

targeted, and thus accurate, sampling. However, the num-

ber of intervals is harder to control and thus potentially

large, and the size of intervals can wildly vary. To date,

two variable-size sampling methods have been proposed,

SimPoint VLI and EXPERT. In the present article, we as-

sume a variable-size sampling method called BeeRS [9],

which relies on a simple basic block reuse distance cri-

terion for selecting intervals. The accuracy/size target of

BeeRS is to achieve an accuracy of the order of one or

a few percents (sufficient for comparing architectures per-

formance) and then to minimize the sampling size. BeeRS

also particularly focuses on applicability, i.e., facilitating

the use of sampling.

A key step of selecting sampling approaches is natu-

rally how they select sample intervals. The principle is to

group together similar program intervals using so-called

clustering methods. Currently, SimPoint, the most pop-

ular selecting sampling approach, relies on a clustering

method called k-means. In the present article, we present

a new clustering method for sampling, within the con-

text of BeeRS, that addresses three applicability short-

comings of k-means (when applied to sampling): (1) the

method works by randomly selecting intervals at the start-

up phase, so that several runs of the method on the same

trace may not provide the same sampling intervals, and

thus the same accuracy results; (2) the number of clusters

is a user-selected parameter, but its optimal value can be

benchmark/trace-dependent, so that inappropriately set-

ting this parameter can degrade either simulation time or

accuracy; (3) the method requires multiple passes which

may be impractical for a large number of intervals.

The clustering method introduced in this article is

called IDDCA (Interleaved Double DCA), and it is de-

rived from the Dynamical Clustering Analysis (DCA) [1]

clustering method, and adapted to sampling. We show that

IDDCA provides consistent results across runs (no ran-

domization phase when the input set is ordered as a set of

trace intervals), it automatically determines the appropri-



ate number of samples, and it is about two orders of mag-

nitude faster than k-means. The clustering technique cur-

rently used in BeeRS would fail on 3 SPEC benchmarks

(it would only identify a single cluster, breeding large CPI

errors). BeeRS uses a clustering technique which is in-

spired, but distinct, from k-means or its iterative variant

X-means, and called Unweighted X-Means, UXM. Plug-

ging IDDCA in BeeRS results in less than 6% CPI error

on all 26 SPEC benchmarks with an average 1.62% CPI

error (assuming 20M instructions warm-up before each

interval, which is almost perfect warm-up).

Section 2 presents the BeeRS sampling method for par-

titioning the program trace into regions. Later on, all clus-

tering techniques are only applied to this trace partitioning

method. Section 3 introduces the DCA clustering algo-

rithm, and highlight its differences with k-means. Finally,

Section 5 presents sampling accuracy and size results and

how/why IDDCA was derived from DCA.

2 Program Partitioning Into Re-

gions

Beers (Budgeted Region Sampling) is a recently proposed

sampling method [9] for partitioning the program trace

into variable-length intervals. This method is easy to

implement and tolerates irregular program control flow;

other recent variable-length interval partitioning includes

EXPERT [6] and SimPoint VLI [4]. In this section, we

introduce the trace partitioning of BeeRS, and in the next

sections we investigate the behavior of DCA and IDDCA

on these variable-size intervals.

Region-Based partitioning. Our program partitioning

approach is based on the principle that programs can ex-

hibit complex control flow behavior, even within phases.

More precisely, the very principle of phases means that

programs usually ”stay” within a set of static basic blocks

for a certain time, then move to another (possibly over-

lapping) set of basic blocks, and so on. This set of basic

blocks can span overall several parts of multiple subrou-

tines and loops. Moreover, the order and frequency with

which these basic blocks are traversed may be very irreg-

ular (think of if statements with very irregular behavior,

think of subroutines which are called infrequently within

looping statements, etc. . . ). We call such sets of basic

blocks where the program ”stays” for a while regions.

These regions capture the program stability while accom-

modating its irregular behavior. We propose a simple

method, composed of two rules, for characterizing these

basic block regions:

1. Whenever the reuse distance between two occur-

rences of the same basic block (expressed in number

of basic blocks) is greater than a certain time T , the

program is said to leave a region.

2. After the program has left a region, application of

rule 1 is suspended during T basic blocks, in order

to ”learn” the new region.

Implicitly, we progressively build a pool of basic

blocks: whenever a new basic block is accessed, we exam-

ine whether this basic block has been recently referenced

(less than T ago); if so, we assume the program is still

traversing the same region of basic blocks; if not, we as-

sume the program is leaving this region; then, the second

rule gives time for the program to build the new pool of

basic blocks.

Selecting T . The only really important parameter in

this region partitioning method is T . T represents a trade-

off: a too large T and the region sizes can be fairly large,

degrading simulation time (in the extreme case where T
yields a single region containing the whole code, the ac-

curacy is the best possible and the simulation time is the

worst possible); a too small T and the region breakdown is

too fine-grained to unveil characteristic groupings of basic

blocks, degrading accuracy (if T = 1, regions contain a

single block and accuracy is very poor). While this trade-

off seems delicate at first sight, we found the accuracy of

the region partitioning method was largely, if not remark-

ably, tolerant to variations of T .

Still, we want to find T in a manner that is practical for

the user, i.e., architecture-independent. Thus, we need to

set T only once for each benchmark/data set pair (inde-

pendently of the target architecture), much like SimPoint

provides architecture-independent simulation points; the

final recommended T values are indicated in Table 1. Let

us now explain how we find these T values.
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Figure 1: Selecting T from P for swim.

Since T determines what reuse distances are captured

by regions, a fixed value of T can potentially miss key



Number of Num. Insn. per

SPEC Instructions T Regions Region

ammp 326,548,908,728 45,000 183,558 1,778,996

applu 223,883,652,707 1,500 187,278 1,195,462

art 41,798,846,919 1,500 112,350 372,041

bzip2 108,878,091,744 25,000 170,903 637,075

crafty 191,882,991,994 100,000 199,499 961,824

eon 80,614,082,807 20,000 194,912 413,592

equake 131,518,587,184 2,000 196,991 667,637

facerec 211,026,682,877 35,000 196,206 1,075,536

fma3d 268,369,311,687 15,000 184,667 1,453,260

galgel 409,366,708,209 70,000 111,399 3,674,779

gap 269,035,811,516 90,000 192,658 1,396,442

gcc 46,917,702,075 20,000 95,529 4,911,357

gzip 84,367,396,275 30,000 170,966 493,475

lucas 142,398,812,356 100 187,849 758,049

mesa 281,694,701,214 80,000 187,916 1,499,046

mgrid 419,156,005,842 2,500 54,440 7,699,412

parser 546,749,947,007 300,000 177,738 3,076,157

perlbmk 39,933,232,781 100,000 41,866 953,834

sixtrack 470,948,977,898 9,500 183,823 2,561,970

swim 225,830,956,489 400 75,740 2,981,660

twolf 346,485,090,250 200,000 161,142 2,150,184

vortex 118,972,497,867 80,000 190,722 623,806

vpr 84,068,782,425 8,500 193,173 435,199

wupwise 349,623,848,084 200,000 13,696 25,527,442

Average 231,987,140,463 61,130 151,915 2,712,371

Table 1: Region statistics and T .

reuses in certain programs or conversely insufficiently dis-

criminate regions in other programs.1 A more benchmark-

tolerant way to capture ”enough but not too many” reuses

is to set T for each benchmark such that a fixed percent-

age P of reuse distances are captured in regions. Then,

we can deduce the corresponding value of T based on the

basic block reuse distance distribution, see Figure 1 for

benchmark swim. During a training run (emulation only,

no simulation, the run is architecture-independent, per-

formed once for each benchmark/data set pair), we record

the basic block reuse distance distribution, and the region

partitioning for a large range of T values.

The issue now is to find the appropriate value for

the percentage of reuse P . P influences accuracy and

time; since time (number of simulated instructions) is an

architecture-independent characteristic, we select P based

on a time target (rather than an accuracy target) in order

to fulfill our architecture-independence constraint. We

have currently set this time target at ≃200 million in-

structions, but it is a user-adjustable toggle that can be

increased/decreased at the benefit/expense of accuracy.

Based on the time target, we now want to find P . Recall

the same value of P is used across all benchmarks, so the

time target will be fulfilled in average, across all bench-

1Note however that we did observe very good average accuracy/time

tradeoffs for the same T value applied across all benchmarks, sustaining

the above mentioned tolerance to T variations.

marks. Since we know how to find the T value for each

benchmark based on P and the training run, and since we

know the number of instructions (time) for each value of

T thanks to the training run, we can compute the average

time over all benchmarks for each P value; conversely,

for a given time target, we can deduce P . Based on the

training run and the average time target of 200 million

instructions, we found P = 99.6%. The corresponding

values of T for each benchmark, along with other region

statistics, are indicated in Table 1.

This heuristic allows to appropriately set T and to

achieve a good accuracy/time tradeoff, but we do not

claim it is optimal. We intend to investigate better T se-

lection heuristics in the future.

Note that the value of P (and consequently T ) depends

on the clustering method. In this article, we have esti-

mated P using UXM, and we use this value throughout

the article, whatever the clustering method.

UXM and motivation for IDDCA. In order to apply

SimPoint to variable-size intervals of BeeRS, the new

SimPoint VLI approach should be used, which weights

the intervals with their size (number of instructions) dur-

ing the clustering method as described by Lau et. al. [4].

This weighting is important for accuracy because it af-

fects the relative position of the centroid (center of mass)

of a cluster of intervals with respect to all its intervals (for

each cluster, the interval that is located the closest to the

centroid is chosen to represent the cluster; if the centroid

location is incorrectly estimated, a sub-optimal represen-

tative interval may be selected). Weighting implicitly en-

sures that the importance of an interval is correlated to

how many instructions it contains. Since SimPoint VLI

is not yet released, we instead compare IDDCA with Un-

wighted X-means, and we use SimPoint 2.0 as the imple-

mentation for UXM.

However, BeeRS aims at reducing size as much as in-

creasing accuracy, not privileging accuracy over size at all

costs. For that reason, we experimented with a method

that works like k-means but which ignores the size of

the intervals, i.e., not weighting the intervals with their

size. This simple trick has the effect of avoiding that

larger intervals are systematically privileged, though it

may come at the expense of accuracy. This method is

no longer k-means, hence the UXM name, but we found

it almost achieved the intended BeeRS target accuracy

with a reasonable sampling size of 160 millions instruc-

tions in average. However, the effect of not weighting

the cluster can sometimes badly skew centroids locations

(the unweighted centroid may be far from the more rep-

resentative weighted centroid) resulting in inappropriate

or wrongly chosen intervals. For 3 benchmarks, apsi,



gzip and mcf, this effect particularly shows since only a

single cluster is identified by UXM, resulting in very poor

accuracy for two of the benchmarks (CPI error of 26.35%

for apsi, 3.65% for gzip and 93.19% for mcf, with a

20-million instruction warm-up before each interval).

Thus, the motivation for IDDCA was twofold: the

shortcomings outlined in the introduction, and finding a

clustering method with a reasonable accuracy/size trade-

off and no inaccuracy singularity as with UXM.

3 Dynamic Cluster Analysis (DCA)

Once a program execution has been divided into intervals

(called regions in BeeRS) we can cluster them on the basis

of their similarities. In our case, a data point is a region,

i.e., a vector of execution frequencies, one per region ba-

sic block. All the clustering results of this article are ap-

plied to the BeeRS intervals.

Briefly, the aim of clustering algorithms is to classify

data points into separate clusters obeying the following

rule: a given data point must be more similar to any data

point belonging to the same cluster than to any data point

picked in a distinct cluster. Because the number of ba-

sic blocks per region can be high, the vector dimension

can be large, making clustering a fairly time-consuming

task. In our case, the number of static basic blocks ranges

from 1,236 for art to 35,202 for gcc. In order to reduce

computation time, clustering methods usually pre-process

data points by reducing the vector dimension using pro-

jection. Random linear projection [3, 11] is a fast and

simple method to reduce the dimensions without degrad-

ing too much the information of the input data. SimPoint

uses this technique to reduce the vector dimension down

to 15.

3.1 Algorithm

DCA is an alternative clustering method recently pro-

posed by Baune et al. [1]. DCA dynamically defines the

number of clusters and their centroids, and constantly re-

visits intermediate decisions. This dynamic process re-

lies upon three different parameters: Θnew, Θmerge and

Θstep factor.

DCA starts with no cluster and the list of regions to

cluster (called R), and executes the following steps:

1. Pick a region (r) from the list of regions R; if there is

no cluster yet, create a first cluster containing region

r and go to step 5.

2. Find the cluster (ci) with the closest centroid to the

current region r and compute the distance (d) be-

tween r and the centroid of ci.

3. If d is greater than Θnew, then create a new cluster

containing the current region r.

4. If d is less or equal to Θnew then:

• Add r to cluster ci and update ci centroid ac-

cordingly.

• Find the cluster (cj) with the closest centroid

to that of ci. If the distance between the cen-

troids of ci and cj is less or equal to Θmerge

then merge the two clusters into a unique one

and compute its centroid.

• Update Θnew and Θmerge thresholds so

as to make cluster creation and merger

more difficult. For that purpose, increase

Θnew and decrease Θmerge as follows:

Θnew = Θnew/Θstep factor and Θmerge =

Θmerge×Θstep factor (for Θstep factor < 1).

5. Remove r from the list of regions R. If there are

no more regions in R, then the process terminates,

otherwize go to step 1.

At the end of this process DCA has created a set of

clusters. The sampled points are the closest regions to the

clusters centroids.

Intuitively, Θnew, Θmerge and Θstep factor control the

creation and merging of clusters. Their initial values are

benchmark specific. We first compute the centroid of all

the regions (taken as a whole); Θnew and Θmerge are then

initialized to 10% of the distance between this global cen-

troid and the farthest region. Θstep factor determines the

rate at which the probabilities of creating or merging clus-

ters changes. We found that Θstep factor depends on the

number of data points to cluster, but that the method was

robust enough to tolerate the same value across all bench-

marks. We empirically found Θstep factor = 1− 10−5 to

be appropriate for the SPEC size range.

3.2 DCA versus k-means and UXM

In this section, we compare the algorithmic assets of DCA

over k-means and its iterative variant UXM.

Exposing the user to internal parameters. In UXM,

the maximum number of clusters is defined by the max k

parameter, but this parameter is arbitrarily set by the user.

While many codes perform well (good accuracy) with the

same max k (or k) values, some codes require high max k,

or conversely work well with a low max k (k) (and thus re-

quire few sampling intervals). Table 2 shows the number



max k max k

SPEC 10 50 100 SPEC 10 50 100

ammp 10 45 100 gzip 1 1 1

applu 10 10 10 lucas 1 13 13

apsi 1 1 1 mcf 1 1 1

art 10 10 10 mesa 10 19 19

bzip2 10 32 100 mgrid 10 16 16

crafty 1 17 100 parser 10 12 100

eon 10 31 100 perlbmk 1 41 100

equake 10 17 17 sixtrack 10 37 100

facerec 10 28 28 swim 10 24 24

fma3d 1 20 100 twolf 10 50 100

galgel 10 10 10 vortex 10 49 100

gap 10 32 100 vpr 10 29 100

gcc 4 4 4 wupwise 10 16 16

Average 7 22 53

Table 2: Number of clusters obtained with different max k

values using UXM for BeeRS intervals.

of clusters for different values of max k. Obviously some

benchmarks require a significantly higher number of clus-

ters than others. SimPoint 2.0 uses a back-off heuristic to

systematize the setting of max k: if the number of clusters

found is equal to max k, max k is doubled and the cluster-

ing run again.

The DCA algorithm also has internal parameters

(Θnew, Θmerge and Θstep factor), but the initial values of

these parameters have less impact on the algorithm behav-

ior because their values are dynamically adjusted during

the algorithm execution. In practice, for none of be ex-

periments we had to tailor these parameters to the bench-

marks.

Clustering speed. Even though the complexity of

UXM and IDDCA are similar, the implementation of ID-

DCA is 130 times faster than a widely used implemen-

tation of k-means, i.e., the SimPoint 2.0 implementa-

tion [8].2 For instance, clustering the BeeRS intervals

for one benchmark with all of the same parameters in

runsimpoint script except max k = 100 requires 21

hours in average on a modern PC, and up to two days

(crafty). In average, IDDCA requires 9 minutes for the

same interval list, and 44 minutes on crafty.

The SimPoint group has apparently developed a new

version of its clustering method [4], still based on k-

means, and adapted to variable-size intervals, but it has

not been released yet. This new version also proposes to

speed up the clustering process on very large inputs (very

large numbers of intervals) by sub-sampling the set of in-

tervals to cluster, and run k-means on only this sample.

While this technique can greatly improve the clustering

speed, it can also degrade the clustering quality. Note

that this technique can also be applied to DCA, so it shifts

rather than bridges the performance gap.

2Recall that UXM is based on SimPoint 2.0.

SimPoint has also sped up the iterative clustering pro-

cess by limiting the number of iterations of the k-means

algorithm, even if it has not converged (100 iterations by

default). We have found no case on the 26 Spec bench-

marks where this fixed max k=100 threshold would not

be sufficient, but it is also difficult to ensure that a fixed

parameter will be compatible with any benchmark.

While k-means must compute multiple times the dis-

tance between the cluster centroids and the regions, DCA

only needs to compute this distance once for each region.

We can take advantage of this higher speed to improve

DCA accuracy, when applied to sampling, by using a large

dimension after the random linear projection (100).

Clustering stability. The clustering quality achieved

by the random assignment of the initial centroids. Thus,

clustering quality can vary from one run of the clus-

tering method to another; therefore, it may be hard

for researchers to replicate the experiments of other re-

searchers. Note that, to address this k-means issue, Sim-

Point 2.0 uses a modified initialization method, called

furthest-first, that allows to partly reduce this source of

variability. This initialization technique randomly selects

a centroid from the region space, and then recursively se-

lects new centroids from the region space such that their

distance to already chosen centroids is maximized. Addi-

tionally, SimPoint proposes to execute k-means multiple

times (5 by default) to maximize the likelihood that the

best clustering is obtained.

Section 5 presents the simulation accuracy results for

DCA.

Instruction 16K 4-way set-associative, 32 byte blocks,

Cache 1 cycle latency

Data 16K 4-way set-associative, 32 byte blocks,

Cache 1 cycle latency

L2 Cache 128K 8-way set-associative, 64 byte

blocks, 12 cycle latency

Main Memory 120 cycle latency

Branch hybrid - 8-bit gshare w/ 2k 2-bit predictors

Predictors + a 8k bimodal predictor

O-O-O Issue out-of-order issue of up to 8 operations

per cycle, 64 entry re-order buffer

Memory load/store queue, loads may execute

Disambiguation when all prior store addresses are known

Registers 32 integer, 32 floating point

Functional 2-integer ALU, 2-load/store units,

Units 1-FP adder, 1-integer MULT/DIV,

1-FP MULT/DIV

Virtual 8K byte pages, 30 cycle fixed TLB miss

Memory latency after earlier-issued

instructions complete

Table 3: Baseline simulation model.



4 Methodology

We used the SimpleScalar [2] 3.0b toolset for the Alpha

ISA and experimented with all 26 SPEC CPU2000 bench-

marks. To create the regions we used the sim-fast emu-

lator. Table 3 shows the microarchitecture configuration

used for our experiments.

Warm-up. Even though BeeRS [9] proposes a budget-

aware warm-up technique, the issue of warm-up is out of

the scope of this study. Therefore, to minimize the im-

pact of warm-up, we add a significant warm-up interval of

20 millions instructions before each region, correspond-

ing to a total warm-up size of several billions instructions

per benchmark (almost perfect warm-up). However, we

have demonstrated that the BeeRS warm-up technique can

achieve a similar or better accuracy with a warm-up size

of about 100 millions instructions per benchmark.

5 Adapting DCA to sampling

5.1 DCA

Table 4 and Figure 2 respectively show the number of

clusters and the sampling size for DCA. While DCA cre-

ated a reasonable quantity of clusters for most of the

benchmarks, it generated more than 100 of them for

bzip2, galgel, gcc and parser, resulting in very

large sampling sizes. For instance, DCA detected ≈ 500

clusters for parser, which is the origin of the large num-

ber of instructions simulated for this benchmark.

More subtle clustering issues also appear in Table 4.

For instance, for galgel and lucas, DCA produced

several clusters that mainly contained very large regions

(of more than 400 million instructions). Simulation of

these clusters greatly increased the number of instructions

required for these benchmarks.

Figure 3 shows the accuracy results for DCA. Even

though DCA exhibited no CPI error as strong as UXM,

it still fails significantly for 3 codes: gap, perlbmk, and

in a lesser way, equake. In the next section, we further

analyze the behavior of DCA on these benchmarks, and

we present enhanced DCA algorithms.

5.2 Interleaved DCA

As explained in Section 3.1, when processing the first re-

gions of a program, DCA easily creates and merges clus-

ters, but as more regions are processed, the probability to

create new clusters decreases, keeping the number of clus-

ters stable. This method works well when the overall vari-

ability of the regions is experienced from the beginning of

SPEC DCA IDCA IDDCA SPEC DCA IDCA IDDCA

ammp 45 49 49 gzip 59 167 167

applu 33 37 37 lucas 60 56 56

apsi 50 44 44 mcf 36 54 54

art 46 42 42 mesa 8 16 16

bzip2 145 318 318 mgrid 36 32 32

crafty 20 10 527 parser 495 507 507

eon 20 92 92 perlbmk 33 27 129

equake 14 17 17 sixtrack 46 46 46

facerec 24 22 22 swim 53 54 54

fma3d 70 73 73 twolf 22 21 28

galgel 138 140 140 vortex 29 31 31

gap 16 92 92 vpr 91 155 155

gcc 318 323 323 wupwise 18 16 16

Average 74 94 118

Table 4: Number of clusters obtained using DCA, IDCA

and IDDCA.

the program. But whenever distinct regions appear only

late in the program execution, creating a new cluster for

these regions becomes more difficult.

This problem is mainly due to the fact that DCA clus-

ters the regions in the order of their appearance along the

program execution. To overcome it, a simple method con-

sists in picking the regions to cluster at regular intervals

along the execution trace. We have used this option and

set the interval to one tenth of the total number of re-

gions. Let N be this number. Hence, we first cluster the

first region, then region number N + 1, followed by re-

gion 2N + 1,..., then region 2, then region N + 2, region

2N + 2... We call this variation of DCA Interleaved DCA

(IDCA). Figure 4 shows the clustering generated by IDCA

for equake, and compares it to the clustering generated

by DCA. Clearly, IDCA created a new cluster at the end

of the program that DCA did not detect. The presence of

this cluster at the end of the program is further confirmed

by a SimPoint clustering using fixed-size 10-million in-

structions intervals.

Figure 3 shows the accuracy results with IDCA, and

compares them to DCA. We can see that the CPI errors

for equake and gap are significantly reduced by IDCA

(respectively from 9.45% to 0.33% and from 18.10% to

5.07%), thus validating our approach. But as a side effect,

IDCA increased the number of instructions to simulate

due to the larger number of clusters created, see Figure 2

and Table 4. We are currently working on methods for re-

ducing the number of simulated instructions in DCA and

IDCA, by biasing the cluster representative to the smallest

regions.

5.3 Interleaved Double-DCA

Still, the accuracy of perlbmk remains poor, see

Figure 3. An analysis of the clusters shows that there are



Figure 2: Simulated instructions with DCA, IDCA and IDDCA.

Figure 3: Simulation accuracy with DCA, IDCA and IDDCA.

“giant” clusters, i.e., clusters containing more than 90%

of the program regions. crafty and twolf clustering

also contain such “giant” clusters, albeit their detrimental

influence on simulation accuracy was less pronounced

than for perlbmk.

Intuitively, a first solution would consist in decreasing

the initial value of Θnew, but this solution would remove

much of the practicality of DCA by forcing the user to

carefully set a parameter. An alternative solution, called

Interleaved Double-DCA (IDDCA), consists in creating

an initial clustering using IDCA, then checking if one of

the clusters contains more than 90% of the regions. If

such a “giant” cluster is present, IDDCA performs a sec-

ond IDCA clustering, restricted to these “giant” clusters.

Table 4 and Figure 2 show the number of clusters

and simulated instructions generated by IDDCA. Note

that the IDDCA double clustering was necessary only

for crafty, perlbmk and twolf. As expected, the

number of clusters and instructions increased for these

three benchmarks, but while the number of clusters for

crafty and perlbmk rose from 10 to 527 and from

27 to 129 respectively, for twolf the number of clusters

varied much more moderately, increasing from 21 to 28.

Figure 3 shows IDDCA clustering accuracy results, and

compares them to DCA and IDCA. IDDCA reduced the

CPI error of the three previously mentioned benchmarks

(from 11.5% to 3.4% for crafty, from 21% to 5.6% for

perlbmk and from 2% to 0.6% for twolf) and obtained

the lowest average CPI error with 1.62%. Hence, IDDCA

allowed to efficiently cluster every of the 26 SPEC bench-

mark studied.



Figure 4: equake clustering.

5.4 Unweighted vs. Weighted IDDCA

In all the above DCA variants, the intervals are not

weighted by their size during the clustering. As for UXM,

not weighting the clusters is a choice targeted at reduc-

ing sampling size rather than privileging accuracy. The

IDDCA results show that an effort is still needed on size

rather than accuracy, so the choice falls on the right side

of the tradeoff.

Still, in order to investigate the effect of not weight-

ing the clusters, we have run IDDCA clustering with

weighted clusters. As expected, the total sampling size

increases, and more surprisingly, significantly (34%), see

Figure 5. Even more surprising, the accuracy is lower

with weighted clusters than with unweighted clusters:

2.00% CPI error for weighted clusters versus 1.62% for

unweighted clusters, see Figure 6. The stiff sampling

size increase validates the approach of not weighting the

interval size during clustering. The performance of un-

weighted clustering with respect to weighted clustering,

both in terms of size and accuracy, suggests that there are

many intervals of very different sizes with similar behav-

ior. Thus, not weighting the intervals will still allow to

pick an interval representative of the overall behavior, and

it will provide an opportunity to pick the cluster represen-

tative in an area with smaller intervals.

6 Conclusions and Future Work

In this article, we present IDDCA, a clustering method

adapted to sampling and based on DCA. IDDCA improves

DCA by reducing the effect of heterogeneous regions dis-

tributions and “giant” clusters. IDDCA achieves a CPI er-

ror of only 1.62% with 400 million instructions per bench-

mark in average. This rather large sampling size is espe-

cially due to 3 codes with samples that excess 400 million

instructions (up to 1 billion instructions sample in the case

of lucas). We are now working on controlling such sam-

pling size excesses within IDDCA. We are also investigat-

ing methods for biasing the selection of the representative

regions in order to reduce the total number of simulation

samples, while preserving accuracy. Furthermore, we are

working on the integration of IDDCA into BeeRS, in place

of UXM.
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