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Preface

Dear Workshop Attendee:

We are proud to present to you the Proceedings of the Third Edition of the Annual Conference on Wire-
less On-demand Network Systems and Services (WONS 2006). After Madonna di Campiglio (Italy) and St
Moritz (Switzerland), the conference takes place this year in Les Ménuires, set in the beautiful French Alps,
from January, 18th to January, 20th, 2006. The conference was organized by INRIA and sponsored by IFIP,
INSA de Lyon and Alcatel. We wish to thank all the sponsors for their organizational support and generous
contributions.

The WONS 2006 event consolidates the success of the previous editions of the conference series. It firmly
establishes WONS as the ideal forum for researchers from academia, research laboratories and industry from
all over the world to come and share their ideas, views, results and experiences in wireless on-demand net-
works, systems and services.

This year, 56 papers were submitted. From the Open Call submissions we accepted 16 papers as full
papers (up to 12 pages) and 8 papers as short papers (up to 6 pages). All the accepted papers will be
presented orally in the Workshop sessions. More precisely, the selected papers have been organized in 7
session: Channel access and scheduling, Energy-aware Protocols, QoS in Mobile Ad-Hoc networks, Multihop
Performance Issues, Wireless Internet, Applications and finally Security Issues. The papers (and authors)
come from all parts of the world, confirming the international stature of this Workshop. The majority of
the contributions are from Europe (France, Germany, Greece, Italy, Netherlands, Norway, Switzerland, UK).
However, a significant number is from Australia, Brazil, Canada, Iran, Korea and USA. The proceedings also
include two invited papers. We take this opportunity to thank all the authors who submitted their papers
to WONS 2006. You helped make this event again a success!

The review process was thorough. For each paper, we obtained at least two and typically three reviews.
This could only be realized through the hard work of an outstanding Technical Program Committee com-
posed of 39 members. We thank all the TPC members for their invaluable help with the paper reviews.

We wish to express our deep gratitude to Serge Fdida for accepting our invitation to deliver the keynote
message to the conference, entitled Networking in Autonomic Communications. We also wish to thank
Renato Lo Cigno for organizing a panel on the still very timely theme: Is There a Killer Application for
On-Demand Networking? We hope the answer will be YES, of course, and we thank all the panelists in
advance for agreeing to offer their vision and opinions on this controversial topic. We sincerely thank the
authors of our two invited papers: Pan Hui (University of Cambridge), James Scott (Intel Research), Jon
Crowcroft (University of Cambridge), and Christophe Diot (Thomson Research), will present Haggle: a
networking architecture designed around mobile users, and Longbi Lin (Purdue University), Ness B. Shroff
(Purdue University), and R. Srikant (UIUC) will present Energy efficient Routing in Sensor Networks: A
Large Systems Approach.

Finally, the success of the Workshop is due in no little part to the hard work of many colleagues. In
particular, we wish to thank Danièle Herzog for handling the organizational aspects and Claude Chaudet
for taking on all sorts of charges (including emergencies) as a true jack-of-all-trades!

We wish you a profitable participation to WONS 2006 and a productive interaction with your peers,
either during the sessions or on the alpine slopes!

Mario Gerla and Isabelle Guérin Lassous, General Chairs
Carla-Fabiana Chiasserini and Edward W. Knightly, Conference Program Chairs
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Towards End-to-End QoS in Ad Hoc Networks
OSMAN SALEM and ABDELMALEK BENZEKRI

Institut de Recherche en Informatique de Toulouse,
Université Paul Sabatier,

118 Route de Narbonne - 31062 Toulouse Cedex 04 - France
Email:{benzekri, osman}@irit.fr

Abstract— In this paper, we address the problem of supporting
adaptive QoS resource management in mobile ad hoc networks,
by proposing an efficient model for providing proportional end-
to-end QoS between classes. The effectiveness of our proposed
solution in meeting desired QoS differentiation at a specific node
and from end-to-end are assessed by simulation using a queueing
network model implemented in QNAP. The experiments results
show that the proposed solution provides consistent proportional
differentiation for any service class and validates our claim even
under bursty traffic and fading channel conditions.

I. I NTRODUCTION

A mobile Ad Hoc network (MANET[1]) is a collection of
autonomous mobile hosts, where each one is equipped with
a wireless card that makes it able to communicate with any
other host, directly if this last is in the same receiving zone,
or indirectly through intermediate hosts that forward packets
towards the required destination. Therefore, each host acts as
a router when cooperating to forward packets for others, as
well as a communication end point.

With the evolution of wireless communications and the
emergence of diversified multimedia technologies, qualityof
service in ad hoc networks became an area of great inter-
est. Besides existing problems for QoS in IP networks, the
characteristics of MANETs impose new constraints due to the
dynamic behavior of each host and the variation of limited
available resources.

A lot of researches has been investigated in routing area
[1], [2], [3], [4], [5], [6], [7], and today routing protocols
are considered mature enough to face energy constraints and
frequently changing network topology caused by mobility
(e.g., DSR [2], [6], AODV [3], [6], etc.). Many QoS aware
routing protocols that claim to provide a partial (or complete)
solution to QoS routing problems have appeared consequently,
e.g. QoS-AODV [4], MP-DSR [5], ASAP [8], CEDAR [9].

In the current days, the Integrated services (IntServ) [10]
and the differentiated services (DiffServ) [11] are the two
principal architectures proposed to provide QoS in wired
networks. While the IntServ approach achieves end-to-end
services guarantees through per-flow resource reservations,
the DiffServ focuses on traffic aggregates and provides more
scalable architecture. Contrarily to IntServ, DiffServ does
not require any per-flow admission control or signaling, and
routers do not maintain a per-flow state information. Routers in
DiffServ domain, need only to implement a priority scheduling
and buffering mechanism in order to serve packets according
to specified fields in their headers.

The migration of these architectures to MANETs is proved
to be inconsistent with the characteristics of these networks
[12], [13]. Many researches have been based on these concepts
and the mitigation of their impediments to make them suitable
with the characteristics of MANETs, like INSIGNA [14], [15],
FQMM [16], and SWAN [17]. Most of these strategies rely
on admission control, priority based resource allocation and
scheduling. They only ensure that a newly added flow achieves
its desired QoS but can not prevent the degradation of existing
flows due to the contention with newly admitted flows and link
breaking.

Taking into account that the bandwidth fluctuations and
routes change over time, existing QoS mechanisms that require
explicit resource reservation and absolute QoS guarantee are
difficult to realize in ad hoc networks. The mobility and
link breaking make useless the network resources reservation
to provide hard guarantee when the resources do not exist.
Clearly, there are a number of reasons to beleive that per-
hop differentiation technique is more appropriate for ad hoc
networks than resources reservation. Without loss of general-
ity, DiffServ is addressed to the network core by aggregating
flows in a set of classes. Thus allows per-hop differentiated
services for the aggregated flows in the core of the network
without requiring any resources allocation. However, DiffServ
architecture largely depend on available resources and it does
not define any scheme for taking corrective actions when
congestion occurs. This is why a static DiffServ model is not
suitable for ad hoc networks, and it is imperative to use some
kind of feedback as a measure of the conditions of the network
to dynamically regulate the class of traffic in the network with
respect to the perceived and required QoS.

We turn our attention to provide an adaptive approach with a
soft guarantee (small time scale violation) rather than absolute
one (strict guarantee). Adaptive services are very attractive in
ad hoc networks, because networks resources are relatively
scarces and widely variables, where resources fluctuationsare
mostly caused by mobility, energy constraints and channel
fading. In contrast to traditional techniques (IntServ andDiff-
Serv), our model adjusts the spacing of QoS perceived by each
class proportionally and independently of network load.

Our approach to provide proportional end-to-end QoS in
ad hoc is based on the idea of fighting QoS degradation
due to mobility, which will change the topology and will
produce bandwidth fluctuation due to load redistribution when
re-routing existing traffic, after link break caused by node
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movement outside the radio range of its vicinity. Therefore,
the relayed packets by this node of an active communications
flow towards a destination will be inevitably lost. To recover
communication, source node initiates end-to-end alternative
route discovery with reactive routing protocol, and flows will
travel through the newly discovered route if there is one,
causing load redistribution and changing the QoS perceived
by existing traffic profile in the newly traversed route due to
additional amount of traffic.

The Proportional Differentiated Service (PDS) [18], [19]
model, which was proposed for IP networks, classifies flows
into N classes where classi gets better proportional perfor-
mance than classi−1. PDS aims to achieve better performance
for high priority class relatively to low priority class within
fixed pre-specified quality spacing. This proportionality is
achieved through the use of a scheduling mechanism able to
provide the pre-specified spacing between classes. The most
important idea of PDS is that even the actual quality of each
class will vary with network load, the spacing ratio between
classes will remain constant.

A proportional approach outperforms the strict prioritization
scheme, where higher priority classes are serviced before
lower ones. This means if the high priority classes are per-
sistently backlogged in corresponding queues, the low priority
will starve for bandwidth with strict priority scheduling.More-
over, strict priority schemes do not provide a tuning mecha-
nism for adjusting the quality spacing among classes, and the
QoS perceived by a class depends only on the load distribution.
Another advantage for using proportional differentiated service
rather than strict one is that bandwidth degradation is sensed
firstly by the low priority flows, whenever it is desirable to
distribute the bandwidth degradation across different classes in
a proportional fair manner. Furthermore, while some research
in ad hoc try to provide a static fairness in resource network
distribution, obsessive fairness is neither reasonable nor desir-
able in this kind of networks, where some applications expect
better services than others.

Usually, QoS parameters are specified in term of maximum
end-to-end delay, maximum loss rate and minimum through-
put. The differentiation between classes in a static mannerwill
not to be able to respond to these end-to-end requirements
with resources fluctuations. To resolve this problem, we will
use a priority adaptor mechanism (or dynamic class selection
mechanism proposed in [20]) to dynamically adjust the priority
of each flow according to the perceived/required QoS.

In this paper, we address the problem of providing a
proportional differentiation service that supports a widerange
variation of the network load in ad hoc networks. The problem
of using PDS model lies in the additional random waiting time
for every frame due to medium access mechanism (CSMA/CA
in IEEE 802.11). Thus render network scheduler inefficient in
providing proportionality between classes. Furthermore,the
medium access mechanism was initialy proposed to provide
bandwidth fairness between contended nodes, but it is unfair
to penalize nodes forwarding more traffic for others with a
higher delay than its vicinity. To overcome these problems,

and to provide consistent delay at all nodes in the path
regardless of their arrival rates and their backlogged traffic,
our proposed solution uses a dynamic priority adaptor, Waiting
Time Priority (WTP ) scheduler at the network layer and a
contention window adaptor for IEEE 802.11e. The qualitative
and quantitative study of our scheme is conducted after a
formal description, expressed through stochastic extensions
of process algebras and by simulation through a queueing
network model. The algebraic description is not described in
this paper due to space limitation.

The rest of this paper is organized as follows. Section II
gives a brief introduction to the PDS model with the imped-
iments that prevent its use in ad hoc networks. Section III
presents the components of our extended PDS (EPDS). Section
IV is devoted to the performance evaluation and analysis.
Finally, section V concludes the paper with a summary of
the results and future directions.

II. T HE PROPORTIONAL DIFFERENTIATION SERVICE

MODEL AND PROPERTIES

There are two basic types of service differentiation schemes
[11]. The first one is the absolute service differentiation,which
has a weak ability of adaptation to fluctuating arrival ratesfrom
various hosts and which leads to a low resource utilization.
The second one is relative service differentiation, where QoS
measures for a class are guaranteed relatively to others in the
network.

Within the relative service differentiation infrastructure,
traffic is divided intoN classes that are sorted in an increasing
order according to their desired levels of QoS. In this scheme,
service quality of classi is better than classi − 1 for 1 ≤
i ≤ N . Thus assures that the class with higher priority will
receive a relatively better quality than the classes with lower
ones. Therefore, the application must regulate its priority levels
to meet its end-to-end requirement in an adaptive manner.

The primary objective of relative service differentiation
is to provide proportional differentiated level of QoS to
different traffic classes even in the presence of burst in a
short timescales. The best known effort in the PDS model
was initially proposed in [18], [20], [21], which attempts to
provide proportional queueing delay differentiation for packet
forwarding in IP networks. It states that the average delay ex-
amined by classes should be proportional to the differentiation
parameters:

di(t, t + τ)

dj(t, t + τ)
=

δi

δj

, ∀ i 6= j and i, j ∈ {1, 2, . . . , N} (1)

The class parametersδi, δj are the pre-specified differentiation
parameters for classi andj respectively. They are ordered as
that higher classes provide lower delay, i.e.δ1 > δ2 > . . . >
δN > 0. di(t, t+τ), dj(t, t+τ) are the average delay for class
i, j in the time interval[t, t + τ ].The delay perceived by each
class is relative to another class, and the higher class willget
a better service (i.e. lower delay) than lower classes. Equation
1 must hold for each class regardless of its loads, which mean
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that the ratio between classes will remain constant depending
only on the pre-defined differentiation parameters.

As far as the design for scheduling algorithms to provide
proportional delay differentiation, many schedulers haveap-
peared to achieve this proportionality, e.g. waiting time priority
(WTP[18]), Proportional Average Delay (PAD [21]) and the
Hybrid Proportional Delay (HPD [18]). The difference be-
tween these schedulers is related to their speed of convergence
under heavy and light load in the network, but it should be
noted that all three schedulers use time dependent queueing
delays to assign priorities to packets in different fashions.

Furthermore, Dovrolis et al in [20] introduced a method
to provide an absolute guarantee to the end user through
the proportional differentiated services by adding a dynamic
class selection mechanism, where the application can in-
crease/decrease its traffic class dynamically based on the QoS
feedback reports from the receiver to satisfy its requirements.

In the rest of this paper, we will adopt the WTP algorithm
which was studied in [22] with the name of Time Dependent
Priority (TDP), and which was used by Dovrolis in [21] as an
effective means to achieve the proportional delay differentia-
tion in IP network. In WTP, the classifier addstarrival to the
header of each packet and forwards it to the corresponding
queue according to its belonging priority class. The scheduler
serves packets from queues in the FIFO manner by calculating
the waiting time of each of head of line (HOL) packet (denoted
by wp(t) = t− tarrival) in each queue and chooses the packet
with the higher associated priority given by the following
formula:

pi(t) =
wp(t)

δi

=
t − tarrival

δi

The scheduler selects packet with the largest priority value at
time t from the HOL packets of all backlogged classes to be
forwarded, according to the following formula:

ser p(t) = argi=1...N max(pi(t))

WhereN is the set of all backlogged classes. If two packets
have the same priority value at timet then they will be
transmitted in a random order, but the arrival process of traffic
usually follows the Poisson distribution probability where the
Pr(2 packets arrive at the same instant) is zero.

The different classes must have an equal waiting time
priority at the same node in order to make the required
proportionality between classes hold, e.g. transmitted packets
of classi andj at time t1 and t2 must have:

wi(t1
δi

=
wj(t2

δj

∀i, j ∈ {1, 2, . . . , N}

While this mechanism is suitable for wired networks, it is
still desirable to use this model in the wireless domain. Dueto
the fact that WTP is a centralized scheduling scheme, it needs
to know the waiting times of all packets before deciding which
one to transmit at a time. This is trivial in IP network, where
all packets waiting to be scheduled originate from the same
routers.

Due to shared medium and distributed access mechanism
in ad hoc networks (CSMA/CA used in IEEE 802.11 [23]),
WTP can not achieve proportionality between classes at the
same node, because of the contention based access and the
additional random probabilistic waiting time. In contrastto IP
networks where the link is controlled by one router, frames
underlying different classes at the MAC layer in ad hoc, wait
for an additional random time before transmission (discrete
uniform random variable), and thus render PDS inefficient
with these kinds of networks. This additional random time
may cause priority reversal at transmission time, because at
this instance, the frame may no longer be the corresponding
one to the paquet with the highest priority. For clarification, if
packetPacketn received at MAC layer at timetn, it will not
be transmitted immediately but after a uniformly distributed
random time. At transmission timettx, this packet may no
longer have the largest waiting time prioritypi(t) as shown in
figure 1.

Fig. 1. Priority reversal

Most of the existing distributed QoS schemes for ad hoc
provide service differentiation by proposing a new medium
access mechanism, e.g. the use of priority based channel
access [24], [25], or distributed fair scheduling [26], or lin-
ear mapping from network to MAC access priority [27],etc.
However, even if some works have shown that it can achieve
a relative service differentiation, where higher priorityclasses
have better performance than lower priority classes, they did
not provide a means to adjust the degree of differentiation be-
tween service classes, nor a formal proof for the differentiation
result.

Recently, the IEEE Task Group proposes the Enhanced
Distributed Coordination Function (EDCF) in IEEE 802.11e
[28], which enhances IEEE 802.11 DCF with the introduction
of different traffic classes by the use of distinct Arbitration
Inter Frame Spaces (AIFSi) and contention window (CWi)
sizes for different classes. We will exploit this access mech-
anism with the Markov analysis given in [29] to provide
differentiation between classes.

III. SPECIFICATION OF THEPROPOSEDMODEL

Our objective is to extend PDS model in order to provide
end-to-end proportional delay differentiation between classes
in ad hoc networks. Our proposed model is constructed by
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composition of many mechanisms: priority adaptor, propor-
tional differentiation scheduling mechanism, enhanced dis-
tributed prioritized medium access EDCF of IEEE 802.11e
and delay estimator component as shown in figure 2.

Fig. 2. QoS assurance mechanisms at each node

This mechanism works as follows: each application specify
its QoS requirements parameters (maximum supported end-
to-end delay, tolerated jitter, minimum throughput, etc.)to the
priority adaptor component. This last is used to specify the
appropriate priority dynamically in order to meet the QoS
application requirements for its flow. The WTP scheduling
mechanism is used at the network layer to provide differ-
entiation between tagged packets in the same manner as in
IP networks and to forward packets to the IEEE 802.11e
layer. At link layer, a modification to the initialization fashion
of control parameters in the MAC layer are proposed to
provide proportionality between different access categories
and packet delay fairness in each class at every node. This
modification will be achieved through the use of congestion
window adaptor component. In the next sub-section, we give a
detailed specification of the tasks of each of these components.

A. IEEE 802.11e and contention window adaptor

In ad hoc networks, nodes access the medium with a decen-
tralized scheduling scheme such as the distributed coordination
function (DCF [23]) of IEEE 802.11. It is based on Car-
rier Sense Multiple Access Collision Avoidance mechanism
(CSMA/CA) with binary exponential backoff algorithm when
collision occurs.

EDCF in IEEE 802.11e is an extension to DCF mech-
anism for supporting QoS differentiation. The EDCF basic
access method [28] is shortly summarized as follows: each
packet from the higher layer arrives at the MAC layer with
a specific priority value. A 802.11e station implement four
access categories (ACs), where each packet arriving at the
MAC layer with a pre-defined priority (traffic categories) is
mapped into the corresponding AC. Basically, EDCF uses
different Arbitration Interframe Spacing (AIFS(ACi)), mini-
mum Contention Window value (CWmin[ACi]) and maximum

Contention Window value (CWmax[ACi]) for differentiation
between packets belonging to the different ACs in contention
phase to access the channel, instead of singleDIFS, CWmin,
andCWmax values as in 802.11 DCF. These parameters will
be exploited to provide proportional differentiation between
ACs and consistent equal delay for each classes at every node.

Fig. 3. FourACs for EDCF.

Figure 3 shows the 802.11e MAC with four transmission
queues in a station, where each queue behaves as a single
enhanced DCF contending entity, i.e., anACi with its own
AIFS(ACi) and Backoff Timer (BT (ACi)). After sensing
the channel idle for time period equal toAIFS(ACi) by an
ACi, it generates a random backoff value before transmit-
ting. The backoff time counter is decrementedBT (ACi) =
BTold(ACi)− 1 as long as the channel is sensed idle for unit
time (aSlotT ime). The value ofBT (ACi) is freezed when a
transmission is detected on the channel, then reactivated when
the channel is sensed idle again for more thanAIFS(ACi).
The ACi transmits when the backoff timeBT (ACi) reaches
zero. Moreover, the backoff timer is generated asBTi =
random(0, CWi,j)× aSlotT ime, whererandom() is a gen-
erator of random uniformly distributed from[0, CWi,j − 1]
interval, andaSlotT ime is a very small time period (9µs)
and CWi,0 = CWmin(ACi) at the first attempt. After each
unsuccessful transmission,CWi,j is increased exponentially
by a factor2 up to a maximum valueCWmax(ACi) as shows
equation 2.

CWi,j =

{

2jCWi,0 0 ≤ j ≤ m
2mCWi,0 m ≤ j ≤ R

}

(2)

R is the retransmission limit at the MAC layer and it is equal to
7 in both DCF and EDCF.CWi,j denotes contention window
of classi after a number of unsuccessful transmissionj. After,
a successful transmission,CWi,j will be reset toCWi,0. When
more than oneACi within a station have theirBT (ACi)
expire at the same time, the collision is handled in a virtual
manner. The highest priority packet among the colliding pack-
ets is chosen and transmitted, and the other queue performs
the backoff mechanism while increasingCW (ACi) values.
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Fig. 4. EDCF channel access mechanism.

The basic access medium in EDCF is shown in Figure 4.
This figure shows the timing diagram of the EDCF channel
access. Basically, the smallerAIFS(ACi), CWmin[ACi], and
CWmax[ACi], the shorter the channel average access delay
for the corresponding priority, and hence the more capacity
this priority obtains. However, the probability of collisions
increases when operating with smallerCWmin[ACi].

As Malli et al. in [30] show through simulations, EDCF
performs poorly when the medium is highly loaded. This is
due to the high collision rate and wasted idle slots caused
by backoff in each contention cycle. The best medium distri-
bution can be obtained only when EDCF supports a perfect
scheduling algorithm among all the queues even in those at
different nodes. That involves a complete synchronizationand
is difficult to realize in this kind of networks.

IEEE 802.11e achieve distributed priority scheduling by
moderating the contention behavior in enhanced distributed
coordination function (EDCF) [28] where better delays are
provided using higher medium access priorities. The service
differentiation is qualitative and does provide neither any
specific delay assurance nor proportionality between classes.
Consequently, we study the influence of the control parameters
(CWmin[ACi], CWmax[ACi], AIFS(ACi), etc.) that affect
PDS. As a result, we knew thatCWmin[ACi] is the most
effective parameters in providing a relative differentiation
between classes. Therefore, we should search the relationship
between delay constraint andCWmin[ACi] for providing a
consistent differentiation.

Bianchi in [29] presents a Markov chain model for the
analysis of the IEEE 802.11 saturation throughput. By ana-
lyzing the chain in the way proposed by Chatzimisios et al in
[31], we get all required value for average transmitting delay
experienced by contending nodes:

Di =
R

∑

j=1

Pi,jTi,j

wherePi,j is the probability that a nodei transmits the frame
at thej−th backoff stage, andTi,j is the average delay. These
parameters are given by Liqiang et al in [32], with:

Pi,j = (1 − Pi)(Pi)
j 0 ≤ j ≤ R.

and

Ti,j = AIFSi+
Si

2
.

j
∑

l=0

(Wi,l − 1) + j.Pi.Ti,c 0 ≤ j ≤ R.

with Si is the normalized throughput,Pi is the collision
probability andTi,c is the collision time. Interested reader must
refer to [31] for a detailed explication. Consequently, theratio
of the average delay of adjacent classes can be written as:

Di+1

Di

=

R=7
∑

j=0

Pi+1,jTi+1,j

R=7
∑

j=0

Pi,jTi,j

=

R=7
∑

j=0

(

AIFSi+1 + Si+1

2

j
∑

b=0

(CWi+1,b − 1)+

R=7
∑

j=0

(

AIFSi + Si

2

j
∑

b=0

(CWi,b − 1)+

j · pi+1 · Ti+1,c

)

· Pi+1,j

j · pi · Ti,c

)

· Pi,j

As shows the previous formula, the control parameters
that affect the delay experienced by a packet are:AIFSi,
R, j.pi.Ti,c, Pi,j and the minimum contention window size
throughCWi,min. Yang and Kravets in [33], minimum con-
tention window sizes and throughput have been shown to
have the following relationship, where we can conclude the
equivalence through the relation between throughput (THi)
and transmission delays (Di):

THi+1

THi

≈

Li+1

CWi+1,min

Li

CWi,min

⇔
Di+1

Di

≈
CWi+1,min

CWi,min
(3)

This can be explained by the fact thatpi is the same for
all the classes,AIFS[i] and j.pi.Ti,c are smaller than the
other term. Therefore, delay proportionality can hold between
classes at the same nodes as in end-to-end, because the
packet’s end-to-end delay equals the sum of all per-hop delays
along the path. On the other hand, it is unfair to penalize
nodes relaying more traffic than others. We turn our attention
to provide a fair delay for each class at different nodes along
the path. We want to provide an extension to equation 1 that
must hold locally, to make it hold along every node in the
networks, according to:

dp
i (t, t + τ)

dq
j(t, t + τ)

=
δi

δj

, ∀ i 6= j and ∀ p 6= q (4)

The superscriptsp andq represent theid of two nodes along
the path. An equal time delay between contending nodes
can be achieved through a dynamic adjustment of minimum
contention window as follows:

CW p
i (tk) = CW p

i (tk−1)×(1+η
d̄p

N (tk−1) − d̄p
i (tk−1)

d̄p
N (tk−1)

) (5)
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with wp
i (t) = ttx−tarrival

δi
=

W
p

packet

δi
is the normalized delay

experienced by a packet at nodep, anddp
i (tk) is the average

of this normalized delay calculated as follows:

dp
i (tk) = αwp

i (tk) + (1 − α)dp
i (tk−1)

dp
N (tk) = δdp

i (tk) + βdq
N (tk) + (1 − δ − β)dp

N (tk)

d̄p
N (tk) denotes the estimated normalized delay of the network

at nodep andη is a small positive constant. Each node must
estimate its average waiting timedp

i (t) after the transmission
of each packet using the RTT average formula, and the
average waiting time of the networkdp

N (t) after overhear-
ing of a packet transmitted in its contending zone. Clearly,
RTS/CTS/DATA/ACK frames can piggyback the waiting time
of each packet and the average network estimation delay for
two reception zone away along the path. This information
in the packet header may be used to estimate the average
delay experienced by a packet in the previous hop of the
network, and at the node forwarding other flows in the same
reception zone. The basic idea is to equalize the average
normalized delay between nodes along the path such that equa-
tion 4 is satisfied. Therefore, the contention window adaptor
must adjust the minimum contention window accordingly, by
comparing the average delay of its transmitting packets with
the networks average delay estimated from collected data. To
provide proportionality at the same node, contention window
adaptor updates the minimum contention window of only one
predefined class according to equation 5 after a successful
transmission, and for other classes according to equation 3.

B. Network layer and waiting time priority scheduler

The classifier handles the received packets by forwarding
them to the appropriate waiting queue, where they wait before
transmission to the MAC layer. The WTP scheduling is used to
provide differentiation at the network layer in the same manner
as in IP networks, where packets are treated in a proportional
manner. WTP selects the packet with the longest normalized
waiting time and sends it to the MAC layer.

C. The Priority adaptor

The end-to-end delay (throughput) sensitive applications
request a bounded maximum delay (minimum throughput)
with a jitter bound (tolerance bound). At the source node, this
mechanism is responsible for determining the suitable class for
each traffic flow. It begins by tagging packets with the lowest
priority and compares received QoS report feedbacks with the
required one. If QoS parameters are not satisfied, it increments
the priority by one until the perceived QoS is satisfied or stays
in the same class if it reaches the maximum priority levelN .
The priority adaptor may select directly the adequate priority
if there is available information from existing flows. We do not
claim to provide a hard guarantee with this priority adaptor,
which tries to meet required bounds without providing any
guarantee if the network is not able to deliver requirementsof
the application. This mechanism begin with priorityC0

i = 0
and increases the priority of the flow periodically afterT time

if the received feedback report is inadequate with applications
requirements. This mechanism works as follow:


























C0
i = 1

C
k(T+1)
i = CkT

i + 1 if (CkT
i < N ∧ QoSpar /∈ SAT )

C
k(T+1)
i = CkT

i if (CkT
i = N ∧ QoSpar /∈ SAT )

C
k(T+1)
i = CkT

i − 1 if (CkT
i > 1 ∧ QoSpar ∈ SAT )

C
k(T+1)
i = CkT

i if (CkT
i = 1 ∧ QoSpar ∈ SAT )

Wherei is a flow indicator andSAT is the satification set
of QoS parameters.

IV. PERFORMANCEEVALUATION

In this section we study the performance of the proposed
scheme using simulations performed in theQNAP . Queueing
model is used due to its flexibility in adding time to header of
each packets and its offred facility in accessing HOL packets
information from other queues. The formal specification of
each component in our scheme has been described through the
use of algebraic operators of architectural description langage
AEMILA [34], before the description inQNAP .

We have chosen a a small grid topology of(3 × 3) (figure
5), with linear mobility in the four directions for all nodes,
exceptA andC supposed fixe. The destination and the sources
from where the data have to be sent are randomly generated
in addition to that fromA to C. When nodeB fails for an
exponential delay used to simulate mobility and link break
when node moves out, existing traffic fromA to C will travel
throughAE along the pathAEC to reach required destination.

Fig. 5. Topology used in simulation.

We briefly describe the experimental setup and system
configuration of our proposed model. Next, we present the
results demonstrating the effectiveness of the proposed model
in providing proportionality.

The robustness of our proposed EPDS scheme is tested
using two different packet arrival profiles. Packets can belong
to four different classes and usually the arrival process is
described as a Poisson process. This process is the most widely
popular traffic model because it takes into account the fluctu-
ation of traffic. The timet between arrivals (inter− arrival)
is exponentially distributed with rateλ:

Pr(t ≤ T ) = 1 − e−λt
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and the number of arrivals in an interval of lengtht is then
given by the Poisson probability:

Pr(n arrivals ∈ [0, t]) =
(λt)n

n!
e−λt

In contrast, recent studies and measurements show that
realistic traffic follows heavy tailed distribution where the
variance of data size is very large, even sometimes not
finite and that can not be represented by Poisson distribution.
Heavy tailed distributions are more convenient, e.g. Pareto
distribution function given in equation 6 is an example of
heavy tailed distribution. However, a robust model should not
depend at distribution load assumptions for providing QoS.

Pr(t ≤ T ) = 1 −
1

tκ
(6)

Therefore, we consider Pareto traffic arrivals for each class,
where the packet arrival process follows the Pareto distribution
with a shape parameter equals toκ = 1.2. All packets are
constant length with 512bytes.

We first study the accuracy of EPDS model in providing
differentiation between classes according to the pre-specified
ratios at the same node and under the two arrivals pattern.
We focus on scenarios of only four service classes at the
network layer mapped directly to the 4 access categories used
in IEEE 802.11e at MAC layer. All the parameters investigated
in our model are given in table I. Results concerning the local
average delay at a node are presented in figure 6, 7. It is
obvious from these figures that average delay differentiation
is mostly achieved simultaneously between different service
classes according to their differentiation weight.

Parameters Value
Number of classes at network layer 4
Number of classes at MAC layer 4
Differentiation parametersδi, i ∈
{1, 2, 3, 4}

δ1 = 1, δ2 = 1

2
, δ3 = 1

4
,

δ4 = 1

8

MAC CWi,min, i ∈ {1, 2, 3, 4} for
EDCF

[64, 32,16, 8]

MAC CWi,max, i ∈ {1, 2, 3, 4} for
EDCF

1024

MacOverhead 28 Bytes
aSlotT ime 9µs

SIFS 16µs

DIFS = SIFS + 2 × aSlotT ime 34µs

AIFS4 DIFS

AIFSi = AIFSi+1 + aSlotT ime.
AIFS[4], AIFS[3], AIFS[2],
AIFS[1]

34µs, 43µs, 52µs, 61µs

Average weightsα, δ, β α = 0.9, δ = 0.1, β = 0.1
Per-class queue size (packets) 512bytes
Propagation delay 1µs
Delay jitter toleranceε 20% of application delay

TABLE I

SIMULATION PARAMETERS.

User mobility leads to network topology changes after
link breaking and thereby rerouting of all forwarded flows
along the old path. When this occurs, traffic distribution
changes significantly at other nodes in the same reception

zone, and a transient perturbation of the proportionality ratio
will occur and thus will result in short timescale violation
of proportionality. This perturbation will not appear in the
average and therefore a transient study is necessary to detect
the influence of mobility at performance degradation. Figures
8, 9 show a non significant perturbation at a local node where
proportionality between classes nearly continues to hold in the
first 300sec of simulation run. The end-to-end delays propor-
tionality continu hold perfectly with respect to differentiated
parameters of1 : 1

2 : 1
4 : 1

8 , where we observe that the end-to-
end achieved waiting time ratios are significantly closer tothe
target ratios. Velocity of each mobile node was taken 1m/sec
during simulation.
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Fig. 6. Inter-arrival is exponentially distributed.
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Fig. 7. Inter-arrival is Pareto distributed.
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Fig. 8. End-to-End delay and delay ratio with Poisson distribution.

Then we extend the study to the impact of network size
N at differentiation between classes. The variation curve is
presented in figures 10(a) and 10(b) for Exponential and Pareto
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Fig. 9. End-to-End delay and delay ratio with Pareto distribution.
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Fig. 10. Impact of network size.

inter-arrival pattern respectively. We observe that the achieved
differentiation ratios are nearly equivalent to their assigned
differentiation weights when the network size is small(N ≤
10). In contrast, when the network size is large(e.g.N ≥ 40),
our scheme tries to maintains a differentiation index closeto
the target, but it suffers from the number of collision that
grows exponentially with the number of nodes(N).

In addition, our model results in a significant performance
gain over EDCF that initializes its parameters in a static
manner , regardless of channel condition. The gain appears
in terms of enhanced throughput, reduced access delai and
reduced collision probability even under a large size networks.

V. CONCLUSION

In this paper, we have investigated the problem of delivering
high priority packets without over-compromising low priority
classes by controlling the quality spacing between different
classes. We study the problem of providing proportional delay
differentiation by the use of EDCF and PDS. We showed the
impact of tuning selected parameters of EDCF mechanism of
IEEE 802.11e to provide and maintain service differentiation
in the channel.

We investigate the impacts of different arrival pattern rules
and show that our proposed scheme has the ability to softly
re-adjust bandwidth among different types of traffic, in con-
trast to current QoS differentiation mechanisms that depend
on specific assumptions of the distribution of traffic inter-
arrival pattern. Our scheme makes the performance of network
adaptively configurable by themselves which will minimize the
impact of mobility at performance parameters.

From the performance point of view, we can also observe

that our model scheme is an efficient way in providing
differentiation between classes in predictable and controllable
way. Moreover, our scheme is easy to implement and work
in a completely distributed fashion. Finally, it is also possible
to incorporate any proportional scheduling mechanism other
than Waiting Time Proirity (WTP), to provide better support
for differentiated services in mobile ad hoc networks.
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Abstract— Great attention has been dedicated, in the recent
years, to the WLAN standards that are opening the market
to the short range and high data rate wireless services in
the local and hot spot areas. Technically speaking, the main
strength of the most quoted standard, the IEEE 802.11, is the
fully distributed nature of the access scheme, that provides
cheap and easy-to-install components, able to operate in the
unlicensed spectrum, still guaranteeing broadband capabilities.
The aim of this paper is to deeply investigate traffic issues
in 802.11b networks by emphasizing the interaction between
WLAN link layer parameters or Access Point buffer provisioning
with uplink/downlink TCP fairness. The novel aspect is that
this investigation is fully made in an experimental environment.
A great portion of flows that are exchanged in a WLAN are
TCP-based (e.g. FTP flows). We prove, with real experiments,
that TCP suffers of some inequalities that derive to unfair
bandwidth sharing between uplink and downlink. Our extensive
experimental analysis shows the main effects of these inequalities
on the TCP behavior and highlights some performance anomalies
that are difficult to be measured via simulations.

I. INTRODUCTION

Wireless LAN standards are drawing the attention of the
research and industrial community due to their potentialities
in opening the market to the short range and high data rate
wireless services in the local and hot spot areas. Technically
speaking, the main strength of the most quoted standard, the
IEEE 802.11, is the fully distributed nature of the access
scheme, that provides cheap and easy-to-install components,
able to operate in the unlicensed spectrum, still guaranteeing
broadband capabilities.

Several works regarding 802.11 WLANs have been pub-
lished: analytic models (e.g. [1]), simulation environments
(e.g. [2] and [3] ), experimental works (e.g. [3], [4], [5], [6]
and [7]). In this paper we deal with experimental evaluation
of 802.11b and we specifically point out the unfairness issue
when uplink and downlink TCP flows compete in a WLAN.

The unfairness problem in a typical WLAN configuration
made up of one Access Point (AP) and several mobile stations
(STAs) has been highlighted by several works. Some papers
stress the unfairness between uplink and downlink traffic
and the disadvantages caused when the number of stations
increases. The problem is mainly due to the fact that, while
each station contends the medium to transmit its own traffic,

This work has been partially supported by the PRIN TWELVE project
founded by the Italian Research Ministry.

the AP, with the same access mechanism, contends the medium
to transmit the whole downlink traffic directed to the various
STAs. To send the downlink traffic the AP relies on a unique
MAC queue. The immediate conclusion is that, when the
number of STAs increases, the downlink system performance
decreases steeply because the AP transmission opportunities
decrease inversely with the number of uplink competing flows.
A proposal to reduce this drawback is given in [8] where
authors operate at Logical Link Control (LLC) layer to solve
the unfairness due to the 802.11b MAC mechanism. In the
LLC AP a number of queues equal to the number of STAs
is introduced; on the other hand, each STA is equipped with
only one queue. A scheduling algorithm is then introduced to
suitably pass the LLC frames to the MAC layer. In [8], to
allow a fair share of the available bandwidth between uplink
and downlink streams, AP MAC queue is provided with a
lower contention window value than STAs’ queues.
A controllable resource allocation method between uplink and
downlink traffic flows has been proposed in [9]. This solution
is based on measurements of the current load performed
by the AP and on adapting some AP MAC parameters to
control the fair sharing of bandwidth. The efficiency of the
proposed method has been demonstrated by Markov analysis
and computer simulations.

The unfairness between downlink and uplink becomes more
critical when the flows exchanged in the WLAN are TCP-
controlled. The combination of TCP mechanisms with an
unfair bandwidth sharing increases the unbalancing between
downlink and uplink flows giving rise to deep unfairness
events. In [6] the TCP fairness over 802.11 is discussed by
showing: i) the effect of the AP buffer size in an experimental
test constituted by one mobile TCP sender and one mobile
TCP receiver; ii) the up/down throughput ratio derived by
carrying out an extensive simulation study. The main conclu-
sions are that the buffer size in the AP plays a key role in the
observed unfairness and that TCP throughput ratio between
up/down could become very high (' 800), thus giving rise
to deep unfairness. Authors of [6] also propose a solution to
alleviate the unfairness that is based on the manipulation of
TCP advertised window. Simulative analysis of the proposed
solution shows that a 1:1 ratio is maintained, resulting in fair
allocation bandwidth. Two problems however exist: 1) the
solution is not tailored to TCP flows with different round trip
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Fig. 1. Testbed layout.

times; 2) the advertised window manipulation requires that the
AP is able to modify the TCP header fields and to re-compute
the checksum; this could become time/resource consuming and
results in a non-scalable solution.
The work in [10] considers unfairness at the TCP level due
to different channel behaviors at the physical 802.11 layer.
Authors propose an algorithm which improves the fairness
among STAs that experience short channel failures.
Finally, several works suggest to exploit the upcoming stan-
dard IEEE 802.11e to solve the unfairness by differentiating
the MAC access methods in uplink and downlink. The paper in
[7] investigates the use of the 802.11e MAC EDCF to address
transport layer unfairness in WLANs. A simple solution is
developed that uses the 802.11e AIFS and CWmin parameters
to ensure fairness between competing TCP uploads. Authors
in [11] present measurements made using 802.11e wireless
test-bed which shows how this new standard can be used
to mitigate damaging cross-layer interactions between MAC
and TCP. TCP ACK are prioritized by using suitable 802.11e
MAC parameters in both the AP and the wireless STAs. This
partially restores the fairness between uplink and downlink.

The aim of this paper is to deeply investigate the flow fair-
ness in 802.11b by stressing the interaction between WLAN
link layer parameters (e.g., ARQ retransmission persistence
degree) and transport protocols. The novel aspect is that this
investigation is fully made in an experimental environment
constituted by an AP and up to 8 wireless STAs. Thanks to
an extensive experimental analysis we are able to show the
main effects of the 802.11b MAC on the TCP behavior and
to propose a simple solution to alleviate the uplink/downlink
unfairness.

The rest of the paper is organized as follows: Section II
describes the testbed architecture and components. In Section
III we report results of the measurement campaign focusing on
the goodput behavior of downlink and uplink. In Section IV,
we propose a simple mechanism, implemented in the AP, that
mitigates the uplink/downlink unfairness. Main conclusions
are drawn in Section V.

II. DESCRIPTION OF THE TEST-BED SCENARIO

The test-bed reproduces a typical wired-cum-wireless sce-
nario (Figure 1). It is composed of a 802.11b infrastructured
WLAN and a dedicated 100BaseTX Ethernet link between the
802.11b AP and a PC (HOST A) that is the starting and/or
the terminating point of all TCP connections. One PC acts as
Access Point, 8 PCs as 802.11b client stations (from STA1 to
STA8 in the figure), one PC equipped with a 802.11b network
card monitors all the traffic on the air. The AP acts as a bridge
between the wireless LAN and the 100BaseTX link exploiting
the standard linux bridging functionalities [12]. In the test-bed
topology, each STA is within the transmission range of all
other STAs. All STAs are located in the same room and are
motionless. The traffic is captured at:

• the monitor station, thus allowing the analysis of all the
802.11b frames exchanged on the air interface (this PC
is equipped with a 802.11 wireless card that reads MAC
headers and other 802.11b control information);

• the HOST A where it is easier to analyze the TCP
evolution.

The adopted wireless LAN cards are 3COM 3CRDW696
802.11b driven by the Intersil Prism 2.5 chip-set [13]. All
cards utilize the same firmware version (including the AP
and the monitor station). The choice of this chip-set has
been motivated by the high reconfigurability of the relevant
options and by the possibility to use the HOSTAP driver
[14] to implement a AP system on a linux PC. In fact, the
Prism 2.5 chip-set (that is used both in WLAN host cards
and in commercial APs) can be used to drive an AP in two
modes: Firmware-based and Host-based AP mode. In the first
mode, used in commercial APs, the chip-set utilizes a tertiary
firmware for the AP functionalities such as authentication,
association and forwarding of MAC frames. In the second
mode, used in our testbed, the most time-critical actions are
performed by the firmware (i.e. frame transmission, frame
reception, beacon and probe frame handling), whereas other
functionalities (such as authentication and association) are
demanded to the host driver (the HOSTAP driver in our
testbed). Moreover, the Prism MAC firmware implements a
monitor mode that enables a 802.11b card to receive and pass
to the host driver all frames with a PLCP header correctly
received, irrespective of MAC frame check sequence errors,
along with baseband layer information such as signal and noise
levels.

The key MAC parameters (e.g., DIFS, SIFS, MAC header,
etc.) are set according to the IEEE 802.11b standard. We set
the MTU at 1500 bytes (fragmentation has been disabled) and
the rate in the WLAN at 11Mbps. We disabled the RTS/CTS
mechanism. Specific manufacturer features (out of 802.11b
standard) have been disabled by default (e.g. power control,
fallback rate control, etc.).
To study the effect of the AP buffer size on the up-
link/downlink fairness, we exploit the standard linux traffic
control tools [15] that enable us to modify the network
interface card buffer size and queuing discipline.
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The TCP version used in the experiments is the SACK-TCP
[16] with window scaling and timestamp enabled [17]; TCP
ACKs are sent according to the “delayed ACK” algorithm [18]
(see [19] for a detailed insight into the linux TCP congestion
control implementation). The TCP buffer sizes have been
increased in order to avoid that the bottleneck of the TCP
mechanism is the receiver advertised window. In this way we
are able to capture all the effects of the congestion control
interacting with 802.11 MAC access mechanisms.

Different software packages have been used in the test-bed:
TCP traffic is generated to emulate bulk data transfer with
a modified version of ttcp [20], changed to allow the ttcp
server to accept multiple TCP connections simultaneously. The
packet capturing tool is tethereal [21]. The traffic analysis and
the performance metric computation have been performed with
several awk [22] scripts.

Experiments have been performed varying the maximum
number of transmission attempts Mt at the 802.11b link layer,
varying the AP buffer size Q and the scheduling discipline (i.e.
FIFO and a custom scheduling discipline proposed to alleviate
the TCP uplink/downlink unfairness problem). All the PCs are
equipped with an additional 100BaseTX Ethernet card that it
is used for control purposes. Experiments are configured and
controlled by HOST A through ssh commands [23].
Each experiment lasts 500 seconds and all the metrics have
been computed on the last 450 seconds of the experiments to
remove the transient phase of TCP connections. A script runs
at the end of every experiment to check consistency of the
collected data and test-bed set-up: in particular, the number
of active STAs and connections, the rate of all transmitted
packets on the air and the absence of RTS/CTS packets are
controlled1. The purpose of these checks is to enhance the test
reliability.

III. ANALYSIS OF THE EXPERIMENTAL RESULTS

In order to understand the TCP uplink/downlink fairness
issue in the 802.11b scenario, we focus our analysis on two
main metrics:

1) the ratio between the overall TCP downlink goodput and
overall TCP uplink goodput2;

2) the packet loss probability estimated through the analysis
of packet traces captured at the HOST A.

Two scenarios are considered: in the first one there are 2 TCP
uplink connections (STA1-HOST A and STA2 -HOST A ) and
2 downlink connections (HOST A-STA3 and HOST A-STA4).
In the second scenario there are 4 TCP uplink connections
(between STA1-4 and HOST A) and 4 downlink connections
(between HOST A and STA5-7). In the remainder of this
paper we refer to the first and the second scenario as dl2-ul2
and dl4-ul4 respectively. Given the symmetric characteristic

1These checks are important in a scenario where it is difficult to distinguish
between standard features and features developed by 802.11b card producers;
e.g. by default the Intersil Prism 2.5 chipset decreases the transmission rate
after a pre-defined number of unsuccessful transmission attempts.

2The goodput is defined as the throughput at TCP layer, excluding retrans-
mitted packets.
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Fig. 2. Downlink/uplink goodput ratio vs. Mt, for different values of AP
buffer sizes.

of the scenarios, the ideal downlink/uplink goodput ratio is
1:1. We choose the symmetric scenario since it allows a
comprehensive understanding of the balancing between uplink
and downlink. In general, in typical WLAN scenarios, the
symmetric assumption is not respected and the most of the
traffic is in the downlink direction.

Figures 2(a) and 2(b) depict the downlink/uplink goodput
ratio versus the maximum number of transmission attempts
(Mt) at 802.11b link layer. The metric is measured for
different values of the AP buffer size, with a FIFO scheduling
discipline, in the dl2-ul2 and dl4-ul4 scenarios respectively.
It is worth noticing that the goodput ratio is influenced
significantly by both the maximum number of retransmission
attempts and AP buffer size. As far as the behavior as a
function of Mt is concerned, it can be noted that:

• when Mt=1, in case of dl2-ul2 scenario, the down-
link/uplink goodput ratio is about 1:1 when the AP buffer
size is large (between 50 and 200 packets), whereas the
uplink is favored when the buffer size is smaller. In
the dl4-ul4 case, downlink connections achieve a higher
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goodput with respect to the uplink connections;
• when the number of link layer retransmission increases

(Mt=2) the downlink goodput increases in spite of uplink
performance. The larger is the AP buffer, the more the
downlink goodput is higher than uplink;

• by increasing Mt, the uplink connections seize the avail-
able bandwidth and the downlink connections starve. A
larger buffer slightly alleviates the phenomenon.

Figure 3 depicts the downlink goodput (solid line) and uplink
goodput (dot and dashed line) varying Mt, in dl1-ul1 (one TCP
session in downlink and one TCP session in uplink), dl2-ul2
and dl4-ul4, when the AP buffer size is 100 packets.
Let us concentrate on the simple case dl1-ul1: for Mt=1, the
downlink behaviour is satisfactory in terms of downlink/uplink
goodput ratio. However, it could be noticed that the overall
goodput is about 370 packets/s (250 packets/s in downlink
and 120 packets/s in uplink). An useful expedient to improve
the overall goodput in 802.11b is to increase the number of
allowed transmission attempts at link layer to overcome the
collision problem and minimize packet losses. The resulting
performance anomaly is that, the overall goodput increases as
expected, however, the downlink/uplink unfairness reverses for
Mt > 3, favoring uplink connections in spite of downlink. This
is mainly due to the different behaviour of TCP sender entities:
TCP senders of uplink connections are directly connected
to the bottleneck link, whereas in the downlink case the
bottleneck is not in the access link. A better insight into these
phenomena is given in Figure 4 where TCP DATA packet loss
probability (estimated exploiting TCP packet retransmissions)
is reported. Figures 4(a) and 4(b) depicts respectively the
uplink and downlink packet loss probability in the dl4-ul4
scenario. We notice that, when Mt=1, the uplink packet loss
probability is higher than downlink one, allowing downlink
goodput to outperform uplink goodput. When the number of
retransmission attempts increases, the uplink packet loss prob-
ability decreases monotonically, whereas the downlink packet
loss probability decreases till Mt=2 and then it increases again.
While the uplink packet loss probability is mainly due to
packet collisions on the wireless channel, the downlink packet
loss probability is the combination of two phenomena. On
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Fig. 4. Uplink (a) and downlink (b) packet loss probability vs. Mt, for
different values of AP buffer sizes.

the one hand there are packet losses due to collisions that
decrease when Mt becomes larger. On the other hand, there
are losses due to congestion in the AP buffer. These losses
increase when Mt increases, because the congestion windows
of TCP connections are able to inflate and fill the AP buffer.
While uplink connections contribute to congestion the AP
buffer with ACK packets, their performance is not influenced
because DATA packets are not lost. It is to be considered that
in traffic saturation conditions [1], every device achieves an
equal portion of bandwidth (including the AP), leading to a
ratio 1:(n+1) between downlink and uplink, where n is the
number of STAs. With TCP as transport protocol, downlink
flows are greatly influenced by congestion in the AP buffer
and the ratio between downlink and uplink goodput decreases
below the 1:(n+1) ratio.

Our experimental results confirm the influence of AP buffer
size on the TCP uplink/downlink fairness problem (as also
shown in [6]). With respect to [6], we show that the phe-
nomenon is more complex and several factors influence the
equilibrium between uplink and downlink connection goodput.
We can summarize these factors as follows:
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• Small AP buffer sizes favor uplink flows by increasing
the downlink DATA packet loss probability;

• Large AP buffer sizes alleviate the throttling of downlink;
• A high number of transmission attempts favors the uplink;
• The downlink/uplink goodput ratio is unbalanced even in

the dl1-ul1 scenario. The increasing number of supported
TCP flows worsens the unbalancing phenomenon.

IV. TCP UPLINK-DOWNLINK SEPARATION VIA TRAFFIC

CONTROL

To increase the fairness between uplink and downlink in
case of TCP flows we propose a simple traffic control mech-
anism. As well known, TCP sending rate is controlled by the
rate the ACKs are received by the sender entity. The idea is
to control the aggressiveness of the uplink flows by reducing
the ACK rate issued by the AP. In this way the AP is able to
control the throughput of the downlink versus the uplink one.

In the most of TCP implementations (see [19] and [24]), an
ACK is generated at the TCP receiver side, every two DATA
packets (according to the delayed ACK algorithm [18]). We
implemented a simple scheduling discipline, at the AP buffer,
that forces to 1:3 the ratio between ACK and DATA packets
flowing through the AP towards the STAs. Since the reception
of one ACK allows the transmission of two new packets, the
uplink rate is forced to be the same of the downlink one
because the ACK rate generates a doubled uplink data rate
identical to the downlink data rate.

The scheduling scheme is represented in Figure 5. It is
composed of a packet classifier that inspects packet charac-
teristics (in our case TCP header fields) and forwards packets
respecting user-defined rules to different queues. In case of
our schedule, the classifier distinguishes between TCP DATA
packets and TCP ACKs and enqueues them in Q1 and Q2
respectively. The scheduler is the entity that serves Q1 and
Q2 in a weighted round robin fashion with a ratio of 2:3 for
TCP DATA queue (Q1) and 1:3 for the ACK queue (Q2).
Figures 6(a) and 6(b) depict the ratio between the overall
uplink goodput and the uplink one in the dl2-ul2 and dl4-
ul4 scenarios respectively. Comparing Figure 2(a) with Figure
6(a) and Figure 2(b) with Figure 6(b), it is evident that in the
region where downlink goodput is higher than uplink goodput
the scheduler is not able to increase uplink/downlink fairness.
When Mt increases and the AP buffer size is not too small
(larger or equal to 50 packets), the scheduler is able to keep the
goodput ratio about 1:1 indicating that uplink and downlink
connections are experiencing the same goodput. Benefits of
the proposed scheduler can be pinpointed by having a look
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Fig. 6. Downlink/uplink goodput ratio vs. Mt, for different values of AP
buffer sizes.
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at Figure 7: in all the considered scenarios, the downlink and
uplink goodputs converge to same value when Mt increases.
It is to be noticed that already for Mt > 5 performance target
is reached.

An insight into the packet loss probability experienced by
TCP connections shows that the packet loss probability of

24



1 2 3 5 8

10
−3

10
−2

10
−1

U
pl

in
k 

P
ac

ke
t l

os
s 

pr
ob

ab
ili

ty

Maximum number of transmissions

Q=5
Q=10
Q=50
Q=100
Q=200

(a)

1 2 3 5 8

10
−2

D
ow

nl
in

k 
P

ac
ke

t l
os

s 
pr

ob
ab

ili
ty

Maximum number of transmissions

Q=5
Q=10
Q=50
Q=100
Q=200

(b)

Fig. 8. Uplink (a) and downlink (b) packet loss probability vs. Mt, for
different values of AP buffer sizes.

the uplink does not change with the customized scheduling
discipline (comparison between Figure 4(a) with Figure 8(a)),
whereas the downlink packet loss probability trend changes
and the packet loss probability is reduced. The separation
of the ACK scheduling in the AP presents two benefits: i)
the TCP sender rate in the STAs decreases, ii) the ACK
packet pressure in the AP MAC queue is reduced, diminishing
downlink DATA packet losses.

It is worth noticing that our proposal is designed to equally
share the 802.11b bandwidth between uplink and downlink
not considering the number of active uplink and downlink
connections. A more complex mechanism that estimates the
number of active uplink and downlink connections and dy-
namically adapts the weights of the scheduler is needed to
maintain the downlink/uplink goodput ratio proportional to the
ratio between active downlink and uplink connections.

V. CONCLUSIONS

In this work, we deeply investigate the flow fairness in
802.11b in an experimental test-bed constituted by an AP and
up to 8 wireless STAs. The aim is to highlight the interaction
between WLAN link layer parameters and transport protocols.

Thanks to an extensive experimental analysis we were able
to show the main effects of the 802.11b MAC on the TCP
behavior stressing in particular the effect of the AP buffer
size, the number of link layer retransmission attempts and of
concurring flows. The novelty of this contribution is a cir-
cumstantial report on TCP performance in a real 802.11b test-
bed. To solve some performance anomalies we implemented
in the AP a simple packet scheduling policy that succeeds in
alleviating the uplink/downlink unfairness. The scheduling is a
simple software module that can be included in the AP and that
acts only by reading the TCP header fields of the exchanged
TCP segments and by storing them in different queues handled
with different priorities. It results easy to implement, scalable
and not time consuming. Future work will be dedicated to
adapt the proposed scheduling discipline to dynamic traffic
conditions and asymmetric scenarios.
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Abstract—This paper presents a measurement study of TCP 
performance at an operational WiFi deployment. After 
presenting the network topology and the tools used to generate 
and analyze traffic, we examine the throughput performance of 
competing TCP connections. We investigate how throughput is 
divided among the participating wireless hosts with respect to 
signal strength, traffic direction and use of the RTS/CTS 
mechanism. Our study shows that while competing clients with 
comparable signal strength are treated fairly, achieving similar 
throughput values, clients with lower signal strength are treated 
unfairly, relinquishing a larger share of the available bandwidth 
to clients with higher signal strength.  

I. INTRODUCTION 
The IEEE 802.11b standard for Wireless LANs (WLANs), 

also known as WiFi, is becoming increasingly popular 
worldwide for providing wireless Internet access in University 
campuses and many other public areas. WiFi client devices 
(WLAN network interface cards) are now becoming standard 
equipment for mobile devices such as laptops, PDAs and 
advanced cell phones. Moreover, WiFi infrastructure devices 
(Access Points or APs) are increasingly used even in 
households, providing wireless coverage for home networks. 
This popularity, along with its easy and cheap deployment, 
indicates that WiFi technology will be an integral part of any 
Wireless on Demand System with aspirations to appeal to the 
masses. Such systems will have many users with diverse needs 
and/or access rights. 

The WLAN environment is characterized by the existence 
of multiple wireless clients competing for a share of the 
bandwidth. Quality of Service (QoS) tools (such as [1]) can be 
used to allocate a fixed share of bandwidth to each client. 
However, in order to apply efficient QoS policies for these 
clients, it is useful to be able to estimate the throughput that a 
client is likely to achieve for a given amount of bandwidth. 

The objective of this paper is to investigate how TCP 
throughout is affected by various network parameters by 
measuring the throughput values achieved by the clients. The 
parameters examined in this study are: i) signal strength and 

signal to noise ratio, determined by wireless card gain and 
topological factors, such as distance from the Internet Access 
Point (AP) and interfering obstacles, ii) RTS threshold value, 
which effectively enables or disables the RTS/CTS 
mechanism and iii) traffic direction, classified as either uplink 
(from client to AP) or downlink (from AP to client). 

Our study is not concerned with improvements of TCP 
performance over WLANs. Measurements so oriented can be 
found in [2] and [3]. Our work only aims to discover the rules 
governing throughput behaviour in WiFi, so that they may be 
used for purposes such as client classification in WiFi specific 
QoS policies. We focus on the behaviour of TCP as it carries 
the majority of the traffic encountered on our campus WLAN, 
most other WiFi deployments and, of course, the Internet (e.g., 
see [4] and [5]); while UDP based measurements reveal more 
about the underlying network, it is TCP performance that most 
users experience. Our major conclusions are: 

1. Throughput is unfairly distributed between competing 
TCP connections experiencing unequal signal strength, at 
least in a max-min sense of fairness. “Strong” clients 
dominate the wireless medium, forcing “weak” ones to 
drop their transmission rate below their fair share. 

2. The RTS/CTS mechanism generally has a detrimental 
effect on maximum achieved throughput, but it may help 
to reduce the unfairness in some circumstances. 

In the remainder of this paper we first describe the 
measurement testbed, including the hardware and software 
used and the procedures employed, and then proceed to 
examine single connection measurements, which serve to 
establish the base relationship between the throughput of a 
TCP connection and the parameters under study. We use these 
measurements as a baseline for our multiple connection 
measurements, where we investigate the achieved throughput 
per client when two clients are simultaneously transmitting or 
receiving TCP traffic. 
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II. TESTBED SETUP 

A. Hardware setup 
The measurements took place in the operational 

IEEE 802.11b WLAN deployed in the Computer Science Lab 
(CSLAB) on the 2nd floor of the main building of the Athens 
University of Economics and Business (AUEB). The WLAN 
infrastructure consists of a Cisco 1200 IEEE 802.11b AP 
directly connected to a Linux based router (Zeus), allowing 
wireless nodes to access the Internet. We employed two 
(mobile) clients for our experiments, Ares and Apollo; one or 
both of them are active in the WLAN during tests. In order to 
limit the number of parameters that could influence 
performance, both clients used the same type of wireless 
network interface card. We used the Zoom Air 4100 PCMCIA 
802.11b wireless cards which are fully compatible over the air 
with the AP, support nominal bandwidths of 1, 2, 5.5 and 11 
Mbps and are equipped with a 2.2dbi dipole external antenna 
and the Prism I chipset. We confirmed that the performance of 
both our test hosts was symmetric by exchanging Ares’ and 
Apollo’s roles during our tests; results were almost identical. 
Table I shows the names and characteristics of each host. Ares 
and Apollo are laptops, while Zeus is a desktop machine. 

TABLE I 
DESCRIPTION OF HARDWARE EMPLOYED 

Name Processor Network Interface 
Zeus Pentium III 

450Mhz 
802.11b AP via IEEE 802.3 100BaseTX 

Ares Mobile Pentium 
1700Mhz 

PCMCIA 802.11b – Zoom AIR 4100 

Apollo Mobile Pentium 
1600Mhz 

PCMCIA 802.11b – Zoom AIR 4100 

Since Zeus acts as router, it has two identical IEEE 802.3 
100BaseTX interfaces, one for Internet connectivity and one 
for connectivity with the AP. We used the mii-tool [6] to 
downgrade the interface between the AP and the router to 
IEEE 802.3 10BaseT, as preliminary tests showed that the fast 
Ethernet interface negatively affected the performance of the 
wireless LAN. This was due to congestion arising at the AP 
queue when forwarding packets from the (100Mbps) wired 
LAN to the (11Mbps) wireless LAN. Therefore, in order to 
avoid packet drops at the AP queue, we forced the wired LAN 
to a speed comparable to that of the WLAN. 

All wireless client interfaces were set to operate at 11Mbps. 
We disabled the 802.11b rate adaptation mechanism in order 
to avoid unpredictable effects and test the native performance 
of TCP at a specific data rate. It should be noted that the rate 
adaptation mechanism seems to have unfairness issues of its 
own [7,8]. Table II shows the network settings used during our 

measurements. For each experiment performed, all hosts used 
the same settings. 

TABLE II 
DESCRIPTION OF NETWORK SETTINGS 

Parameter Value 
ESSID AUEB 
Channel 1 (2412 MHz) 
RTS Threshold 200 bytes (ON)  / 2346 bytes (OFF) 
Fragmentation Threshold 2346 (OFF) 
Radio Preamble Short 

B. Software setup 
All hosts ran the Debian GNU/Linux operating system [9], 

kernel version 2.4.27, using the orinoco_cs WLAN drivers 
as kernel modules. Preliminary tests showed that the newer 
2.6.x kernels face performance problems due to major changes 
in the networking subsystem; therefore, we reverted to a more 
stable kernel version. Linux was selected in order to enable the 
use of the many freely available measurement tools and to 
provide us with full control of all network parameters. All 
hosts were in multiuser mode during tests, but no user tasks 
were executing on Ares and Apollo. Zeus was running the 
appropriate Network Address Translation / Firewall rules.  

For the measurements we used the ttcp benchmark tool 
[10], which sends a number of packets of a specified size to a 
receiver using TCP (or UDP), reporting at the end various 
transfer related metrics. We also used the tcpdump tool [11] 
to record detailed logs of all packets sent and received by the 
wireless interfaces during each test. Logs were later processed 
by tcptrace [12], an analysis tool that provides statistical 
and graphical analysis of TCP/IP traffic, correlating incoming 
and outgoing packets in order to compute performance 
statistics at both the IP and TCP layers. These statistics 
include estimated congestion window size, number of out-of-
sequence and duplicated segments, throughput and RTT. 

C. Measurement procedure 
We present below measurements with the clients in two 

different locations, while the AP is fixed. Location A is close 
to the AP and location B is far from the AP. Table III shows 
the signal strength, noise level and physical distance of each 
location from the AP. Channel noise was nearly constant 
during all tests, indicating that no sources of interference were 
present, while the signal strength experienced some deviation 
from time to time, due to the movement of people in the room. 

TABLE III 
DESCRIPTION OF MEASUREMENT LOCATIONS 

Location Signal Strength Noise Level Distance 
Location A -2dBm -96dBm 2m 
Location B -91dBm -96dBm 30m 
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The measurements consisted of executing ttcp with 
appropriate parameters in order to send 15MB of data; each 
run was monitored with tcpdump. The Maximum Segment 
Size (MSS) used by TCP was 1460 bytes, that is, the 
maximum LAN packet size minus 40 bytes for headers. The 
main test parameters were transfer direction 
(uplink/downlink), RTS (On/Off), and the signal to noise ratio 
(SNR) defined by the location of the clients. A test script 
automating the above procedure repeated each test five times, 
allowing us to estimate the variance. The script recorded 
ttcp output and SNR levels at both endpoints of the transfer. 
The tcpdump output files were used with tcptrace to 
generate dynamic TCP behaviour data that were plotted using 
xplot [13]. Among the possible measurements produced by 
tcptrace, we present in this paper the following: 
• Throughput: It is computed by dividing the actual bytes 

transferred by the transfer time. This was used to double-
check the throughput estimation of ttcp. 

• Congestion window: As there is no direct way to 
determine the TCP congestion window without 
instrumenting the TCP code at the sender, the amount of 
outstanding (unacknowledged) data was used to estimate 
the congestion window size. The tcptrace tool 
measures the maximum, minimum, average and weighted 
average values for outstanding connection data.  

III. MEASUREMENT SCENARIOS AND ANALYSIS 

A. Single connection measurements 
In this section we present measurements involving a single 

TCP connection between Apollo and Zeus. After preliminary 
tests in many locations, we decided to present results from 
locations A and B, as these were representative of the results 
seen in other locations. For each location, we performed tests 
in both directions (uplink/downlink) for two different RTS 
threshold values: i) 2346 bytes, which is larger than the 
segment size of the sender, thus disabling the RTS/CTS 
mechanism, and, ii) 200 bytes, which is smaller than the 
segment size of the sender but larger than the size of a TCP 
acknowledgment segment, thus enabling RTS/CTS for data 
but not for TCP level acknowledgments. 

The following observations can be made from these tests: 
1. Throughput values are substantially lower than the 

available bandwidth (about 50% at best). Some 
explanations for this behaviour are given in [2], [3], but 
they are not within the scope of this paper. 

2. Uplink and downlink throughput differ. The throughput 
achieved when Zeus was the TCP sender (downlink) was 
higher in all cases (Figure 1).  This asymmetry was 

expected due to the differences between client and AP 
hardware. Τhe AP’s (Zeus) radio is more powerful 
(during the experiments we configured it at 100mW) and 
is also equipped with two 3dbi antennas working in 
diversity mode. Thus, we had better reception when Zeus 
was the sender, verified by the fact that the received SNR 
at Apollo was higher than it was at Zeus. 

3. Enabling the RTS/CTS mechanism has a negative effect 
on achieved throughput (Figure 1). This was also 
expected since the RTS/CTS mechanism imposes 
overhead for each frame sent, by first exchanging an 
RTS/CTS frame pair, leading to decreased TCP 
throughput. 

4. Lower signal strength leads to a greater frequency of 
changes in the estimated TCP congestion window. The 
result is a more “jagged” diagram for the estimated 
congestion window at location B (low signal strength), as 
opposed to a smoother congestion window diagram at 
location A (high signal strength) (Figure 2).  
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Fig. 1: Average uplink/downlink throughput (bytes/sec) (single TCP 
connection). 

B. Multiple connection measurements 
Having established above a performance baseline from the 

single connection measurements, we then added a second 
wireless client. Our goal was to investigate how the achieved 
TCP throughput was distributed between two competing TCP 
connections running on different hosts sharing the same 
wireless channel. We only used a single TCP connection per 
host since we were interested in the total throughput achieved 
by each host, not in the manner that throughput is distributed 
between competing TCP connections on the same host. 

In the first scenario that we examined, the signal strength 
between the laptops and the AP was roughly the same and 
equal to its value in location A. This was achieved by 
arranging the hosts in a triangular topology where both clients 
were about the same distance from the AP and one another. 
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Again, we ran tests in both the uplink and downlink directions, 
with the RTS/CTS mechanism either enabled or disabled. 

 
(a) 

 
(b) 

Fig. 2: Outstanding data (estimated congestion window size) at (a) location A 
and (b) location B for downlink traffic (RTS/CTS disabled, single TCP 
connection). 

As the left side of Figure 3 shows, in this scenario total 
throughput was divided evenly among the two connections in 
both the uplink and downlink directions, whether RTS/CTS 
was enabled or not. This is particularly important in the uplink 
scenario, where the two clients are directly competing for use 
of the medium, unlike in the downlink scenario where the AP 
alone is sending data to both clients.  

Another observation is that the total throughput achieved is 
greater with two competing clients than with one client. This 
is due to the conservative transmission behaviour of TCP: it is 

easier to get two TCP connections to send with rate R 
simultaneously than to achieve a rate of 2R with a single TCP 
connection. These results indicate that the IEEE 802.11 MAC 
protocol (CSMA/CA) is dividing throughput “fairly” when the 
signal quality is equal. 

In addition, the observations that we made for the single 
connection measurements, that is, that an asymmetry exists 
between the uplink and downlink throughput and that the 
throughput is decreased when RTS/CTS is enabled, still apply. 
The RTS/CTS mechanism is unnecessary in this scenario, 
since the two clients can detect each other’s transmissions. 
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Fig. 3: Average uplink/downlink throughput (bytes/sec) with (a) RTS/CTS 
disabled and (b) RTS/CTS enabled (two TCP connections). 

In order to investigate what happens when the competing 
clients experience different signal quality levels, in the second 
scenario Apollo was moved to location B, while Ares 
remained at location A, so that Apollo would experience 
worse signal level conditions than Ares. Throughput results 
from this scenario are shown on the right side of Figure 3.  

In the downlink direction, with RTS/CTS disabled, in the 
single connection tests Apollo achieved a throughput of 
474,680 bytes/sec at location B (Figure 1), while with Zeus 
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sending data to both Ares in location A and Apollo in location 
B, the throughput at location B decreased to 196,550 bytes/sec 
(Figure 3). Similarly, in the single connection tests Apollo 
achieved a throughput of 647,822 bytes/sec at location A 
(Figure 1), while with Zeus sending data to both Ares at 
location A and Apollo at location B, the throughput in location 
A decreased to 449,053 bytes/sec (Figure 3). We observe that 
the host at location A and the host at location B lost 
comparable amounts of bandwidth when competing against 
each other, as opposed to when operating in isolation: the 
throughput reduction in location A was 278,310 bytes/sec 
while at location B it was 198,769 bytes/sec.  

The throughput reduction is however considerably different 
in relative terms: the host at location B lost 58.59% of its 
throughput, while the host at location A lost only 30.68% of 
its throughput. By comparing the two sides of Figure 3, we 
can see the reason: in the competing clients scenario the 
throughput of the host at location A (Ares) was considerably 
increased when its competitor was moved to location B 
(Apollo). That is, the TCP connection from Zeus to Ares took 
advantage of the decreased transmission rate of the connection 
from Zeus to Apollo, thus achieving higher throughput. 

This unfair TCP throughput allocation is due to the delays 
incurred by MAC layer retransmissions of corrupted frames 
when Apollo is in location B, where the signal strength is 
lower and the frame error rate is higher. These delays are 
attributed to congestion by TCP, thus lowering the 
transmission rate of this connection and allowing the 
competing TCP connection to grasp a larger share of the 
bandwidth. As a result, the competing connection ends up with 
higher throughput than when both hosts had equal signal 
strength. This is evident by looking at the estimated 
congestion window sizes of Ares and Apollo in this scenario 
(Figure 4): Ares stabilizes its estimated congestion window at 
a large value, while Apollo keeps opening and closing it. 

Enabling the RTS/CTS mechanism in the downlink 
direction decreased all throughput values, as expected. 
However, the overall behaviour followed the pattern observed 
with RTS/CTS disabled: when one host was moved to location 
B, the host at location A improved its performance at the 
expense of the host at B. This is reasonable, as in the downlink 
case the only data sender is Zeus, hence no conflicts occur and 
the sole impact of RTS/CTS is its overhead. In the reverse 
direction where there is contention, only acknowledgments are 
transmitted, which are too small to use RTS/CTS.  

It was only in the uplink direction of this scenario that we 
expected the RTS/CTS mechanism to have some impact, since 
the two clients competing for the wireless medium were so 
positioned as to not be able to detect each other’s 
transmissions all the time. We verified that this was the case 

by testing the link between Ares in location A and Apollo at 
location B and finding connectivity to be unstable. Indeed, in 
the uplink direction, with RTS/CTS enabled, the gap between 
the performance of the host at location A and the host at 
location B was considerably smaller (Figure 3). That is, the 
unfairness factor was smaller with RTS/CTS enabled, even 
though the total throughput achieved was worse: the ratio 
between Apollo’s and Ares’ throughput was 0.635 with 
RTS/CTS enabled, compared to 0.36 with RTS/CTS disabled. 
It seems then that in this case the RTS/CTS mechanism was 
beneficial with respect to the fairness of TCP throughput 
sharing between the two hosts at location A and location B. 

 
(a) 

 
(b) 

Fig. 4: Outstanding data (estimated window size) for downlink traffic (a) from 
Zeus to Ares and (b) from Zeus to Apollo (RTS/CTS disabled, two TCP 
connections, Ares in location A and Apollo in location B). 
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A possible explanation for this phenomenon is that the 
RTS/CTS mechanism, by introducing delays in the TCP 
transmissions and throttling back the TCP sender, makes the 
client at location A less aggressive when competing for 
throughput with the client at location B, thus preventing the 
client with the higher signal strength from grasping most of 
the available bandwidth. Apollo’s throughput (Location B) 
may have remained low, but the decrease was smaller. 
Without RTS/CTS Apollo’s throughput was reduced from 
341,243 bytes/sec to 171,225 bytes/sec (49.82% decrease), 
while with RTS/CTS it was reduced from 232,567 bytes/sec to 
166,615 bytes/sec (28.35% decrease). That said, the overall 
effect of enabling the RTS/CTS mechanism was clearly a 
negative one for both the individual and total throughputs 
achieved. 

IV. SOME MEASUREMENT ISSUES 
Before we conclude our analysis, we discuss some 

measurement difficulties that we encountered and which we 
believe should be taken into account in similar tests. 
1. Changes in signal strength levels can have great impact 

on TCP throughput. When the corridor between the AP 
and location B became crowded with people, for example, 
during class breaks, throughput dropped dramatically. 

2. When performing measurements from locations with low 
signal levels, the results are more susceptible to random 
disturbances. In order to collect a valid set of results, such 
tests should be repeated a significant number of times.  

V. CONCLUSIONS AND FUTURE WORK 
Our study indicates that there exist serious unfairness issues 

in the distribution of WiFi bandwidth among multiple hosts 
with different signal strengths when TCP is used. It is not 
trivial to predict how this affects the QoS policies applied in 
such an environment. As we observed in our experiments, 
when both clients were downloading data at the same time, the 
performance of the client with the lower signal quality was 
disproportionately affected by the client with the higher signal 
quality. By employing a QoS policy on the AP that enforces 
an upper bound on the rate of data sent to each client, for 
example, the throughput that each client would achieve if all 
clients had equal signal strengths, it is possible that clients 
with lower quality signals would not be penalized as much.  

Self-organized wireless systems providing roaming between 
peers (e.g., see [14], [15]) may use QoS policies to assign 
bandwidth shares to users in proportion to their contribution. 
Our measurements indicate however that, despite nominally 
different bandwidth allocations, users with lower contributions 
may get better treatment due to their advantageous position. 

An issue for further study is how signal strength could be 
taken into account so as to retain the reciprocity motive. 

Another issue for further study is the role of the RTS/CTS 
mechanism with respect to fairness. The scenarios that we 
studied show that this mechanism considerably reduces total 
TCP throughput achieved. On the other hand, measurements 
in scenarios where clients are greater in number and 
experience diverse signal quality levels indicate that the 
RTS/CTS mechanism can have a positive effect on the 
fairness of TCP throughput sharing. It is an open issue 
whether it is possible to obtain these benefits of RTS/CTS 
without its penalties. 

Finally, we plan to extend our measurements to include: 
1. Multirate tests in order to check the impact that the bit 

rate adaptation algorithm has on the transport layer. 
2. UDP and/or more TCP implementation tests, in order 

to evaluate their performance with respect to fairness 
and correlate our results with the MAC layer. 
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Abstract— Real-time applications, especially real-time multi-
player games, are getting popular in mobile ad hoc environments
as mobile devices and wireless communication technologies are
becoming ubiquitous. However, these applications have strict
demands on the underlying network requiring low latency with a
minimum of jitter and a small packet loss rate. Therefore, Quality
of Service (QoS) support from the network is essential to meet
the demands of real-time applications which is a challenging task
in mobile ad hoc networks due to the high level of node mobility,
properties of the wireless communication channel and the lack
of central co-ordination.

In this paper, we analyze and evaluate, via simulations,
common QoS extensions, like backup route or priority queuing,
and propose some new ones, such as real-time neighbor aware
rate control policies or hop-constrained queuing timeouts, to ad
hoc routing in IEEE 802.11 mobile ad hoc networks. We show
how the performance, using these QoS extensions, of the selected
AODV routing protocol improves significantly for connections
up to three hops making possible to meet the demands of
real-time applications. Moreover, we present how some common
mechanisms like local repair of AODV and RTS/CTS degrade the
performance and should not be used in case of real-time traffic.

I. I NTRODUCTION

Online real-time applications such as multiplayer games
have become very popular recently and are a big business in
today’s Internet expecting increasing revenue. Real-time appli-
cations share the common property that the information, for
instance, the game character movements have to be delivered
as fast as possible to the counterparts. If this data is delayed
and arrives too late the game is not playable any more. Thus,
real-time applications such as multiplayer computer games
have strict demands on the underlying network and require
low latency1 connections, generally in the range of up to
50 – 150 ms, with a minimum of jitter and low packet loss
rate below 5 % [1]. While multiplayer games are playable in
the Internet, in wireless networks Quality of Service (QoS)
mechanisms are required to meet the demands of real-time
applications.

With the constantly increasing amount of powerful mobile
devices, such as PDAs, laptops and mobile phones with
wireless networking support, real-time applications and even
multiplayer computer gaming in wireless environments are

1We are using the termslatencyanddelayexchangeable in this paper

gaining much interest. Even though wireless networking in-
frastructure, such as base stations or access points, might
not be available, various heterogeneous mobile devices can
connect to each other setting up spontaneously a self-organized
mobile wireless multihop ad hoc network (MANET) that
does not rely on any existing infrastructure. However, ad hoc
communication introduces several challenges mainly due to
the mobility of the nodes, limited device resources, properties
of the wireless channel and the lack of central co-ordination.
The routing protocol, which is needed to send packets from
a source to a destination via multiple hops, must cope with
these challenges. Moreover, it has to be able to satisfy the
QoS requirements of real-time applications, as well. But QoS
provisioning in MANETs is even more difficult than in wired
networks because of, among others, arbitrary mobility, weak
wireless links, signal fading and interference, and the used
channel access mechanisms. Thus, meeting the applications’
demands in MANETs is very challenging and has been an
open field of research in the last couple of years.

In this paper, we analyze and evaluate common QoS
extensions, such as priority queuing, backup route, broken
link detection, etc., and propose some new ones, like real-
time neighbor aware rate control and hop-constrained queuing
timeouts, to ad hoc routing in IEEE 802.11 [2] MANETs
focusing on the requirements of real-time applications, specif-
ically real-time multiplayer computer games. We selected the
AODV [3] routing protocol as the starting point of our work
because this protocol had shown the best performance in our
initial simulations compared to some other ad hoc routing
protocols, such as DSR, DSDV and OLSR [3]. However, our
simulations show that end-to-end communication delay and
jitter experienced using AODV are still too high to meet the
demands of multiplayer computer games. In order to improve
the performance of AODV for real-time applications, we
require improved congestion handling mechanisms which can
cope with mobility and the properties of an unstable wireless
channel. Thus, in our work, following a cross-layer design, we
have used: (1) QoS extensions to AODV like local repair and
backup route; (2) traffic management mechanisms like priority
queuing, timeouts, real-time neighbor aware rate control; and
(3) MAC (Medium Access Control) layer support mechanisms
like broken link detection, signal strength monitoring, neighbor
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detection, RTS/CTS (Ready To Send/Clear To Send) adapta-
tion.

We show in this paper, how the different QoS extensions
do or do not improve the performance of real-time traffic in
MANETs. First, we categorize and briefly discuss the exten-
sions then present their combined impact on AODV’s perfor-
mance via simulations using the NS-2 network simulator [4].
Our initial routing protocol comparison results show that
AODV outperforms the other routing protocols but still does
not meet the demands of real-time applications. By applying
priority queuing with timeouts and real-time neighbor aware
rate control combined with broken link detection and backup
routes, the end-to-end communication delay, delay jitter and
loss rate can be reduced significantly. For connections up to
three hops, AODV with the applied QoS mechanisms meets
the demands of real-time multiplayer games. However, some
common mechanisms like local repair of AODV and RTS/CTS
degrade the performance of real-time traffic and should not be
used.

The rest of the paper is organized as follows: In Section
II, we discuss the issues of QoS provisioning for real-time
multiplayer games. Then, we introduce the different QoS
extensions in Section III and discuss them in Section IV. In
Section V, we evaluate these extensions via simulations. We
survey related approaches in the field of QoS provisioning in
Section VI and conclude the paper in Section VII.

II. QOS PROVISIONING FORREAL-TIME MULTIPLAYER

GAMES

Real-time applications, especially multiplayer games such
as first person shooters, real-time strategy games, or sports
games have strict QoS demands on the underlying network.
Moreover, in MANETs, compared to wired networks like
the Internet, these applications encounter additional problems
due to the special challenges of MANETs. In this section,
we discuss the substantial QoS requirements of real-time
multiplayer games then describe our objective regarding to
QoS provisioning in the light of the challenges of MANETs.

A. Requirements of Real-Time Multiplayer Games

In case of real-time multiplayer games, end-to-end com-
munication delay, jitter and packet loss to a certain degree
are the most important QoS attributes of the network, while
the available network bandwidth is of less importance [5], [6].
For most real-time multiplayer games, a maximum of 150 ms
round trip delay is still acceptable [1]. The effects of jitter,
however, are not so well-researched yet. In [7], the authors
suggest that latency and jitter are strongly coupled in the Inter-
net with the ratio of jitter to latency being 0.2 or smaller. This
also means that jitter in general is very small in the Internet
if latency is below 150 ms and therefore has little impact on
the game. Furthermore, players’ perception of jitter is game-
dependant [8] because high level of jitter usually leads to
packets not arriving in time thus requiring the use of prediction
mechanisms such as dead-reckoning. As the quality of these
prediction mechanisms differ from game to game, players also

perceive jitter differently. Furthermore, prediction mechanisms
cannot always anticipate players’ actions accurately so high
level of jitter usually degrades the players’ experience. Hence,
the jitter level must be kept as low as possible. Moreover, the
packet loss rate has similar effects and it should be kept in the
range of 3 – 5 % for real-time multiplayer games [1].

B. Objective and Challenges

Our objective is to extend mobile ad hoc routing with
QoS mechanisms by which the performance of the ad hoc
routing protocol and the network can meet the demands of
real-time multiplayer games. However, to give QoS guarantees
in MANETs is a difficult task and the QoS extensions have to
face the following challenges:

• Mobility - The topology of the ad hoc network might
change unpredictably resulting in broken links and stale
routes.

• Congestion -Real-time traffic must arrive in-time even
if the network is highly loaded.

• Shared Medium - Wireless networks operating in ad hoc
mode do not provide any QoS guarantees at the MAC
layer due to the applied contention based medium access
mechanism.

• Wireless Signal -The wireless signal suffers from fading
and interference which gives rise to gray zones [9] and
frequent retransmissions.

III. Q OS EXTENSIONS TOMOBILE AD HOC ROUTING

In this section, we collect common and propose some
new QoS extensions which are supposed to improve the
performance of mobile ad hoc routing. Moreover, we classify
these extensions into three different categories and point out
the challenges they are supposed to tackle.

A. QoS Extensions

As QoS provisioning is a complex task and should be
handled on several layers in the protocol stack we followed
a cross-layer design. Thus, we classify the collected and pro-
posed QoS extensions providing QoS support on the routing,
interface queue and MAC layer, as illustrated in Fig. 1, into the
following categories: (1) enhancements to the routing protocol;
(2) traffic management; and (3) MAC layer support.

Fig. 1. Quality of Service Support in a Mobile Ad Hoc Network Node’s
Protocol Stack
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TABLE I

QOS EXTENSIONS

Challenges
Category QoS Mechanism Mobility Congestion Shared Medium Signal

AODV Enhancements Local Repair
√

Backup Route
√

Traffic Management
Priority Queuing

√
Timeouts

√
Rate Control

√ √

Mac Layer Support

Broken Link Detection
√ √

Neighbor Detection
√ √

Signal Strength Monitoring
√

RTS/CTS Adaptation
√

Moreover, the different QoS extensions address different
challenges of the mobile ad hoc environment. In Table I, we
depicted the extensions and the corresponding challenges they
are supposed to tackle.

1) AODV Enhancements:As the results of the ad hoc
routing protocol comparison in Section V show, the reactive
protocol Ad Hoc On-Demand Distance-Vector(AODV) [3]
provides the best overall performance among the considered
protocols. So, we selected the AODV-UU [10] implementation
as the starting point of our work. To cope with mobility and
broken links, AODV makes use of alocal repair mechanism
that allows intermediate nodes that have detected a link failure
to temporally queue packets and repair the route. In addition,
we extended AODV with the use ofbackup routes to repair
broken links transparently and without any delays.

2) Traffic Management:When employingpriority queuing,
real-time packets are preferably transmitted to make sure that
even in situations with higher load real-time packets do not
become obsolete. Still, it might happen that real-time packets
have to wait too long in the high priority queue. To prevent
for the transmission of outdated packets we introduce hop-
constrained queuetimeouts. These are used to drop obsolete
real-time packets and thus save bandwidth by applying a
gradually decreased timeout timer. The actual timeout value at
a given node is computed taking into account the number of
already traversed nodes by the packet. In addition, to limit the
amount of low priority traffic we introduce real-time neighbor
awarerate controlpolicies which prevent the occupation of the
communication channel by nodes sending low priority traffic
if other nodes have high priority traffic to be sent.

3) MAC Layer Support:Many features, already imple-
mented in the IEEE 802.11 MAC layer, remain unused in
higher layers and are implemented there again, however, less
efficiently. With broken link detectionbased on Link Layer
Feedback (LLF) the routing protocol is notified instantly if
packets cannot be sent any longer over a certain link. In
general, routing protocols periodically broadcast messages for
neighbor detection. However, IEEE 802.11 ad hoc networks al-
ready broadcast periodic advertisements and thus the periodic
routing messages are not required any more, neither for broken
link detection nor for neighbor detection. With the help of
signal strength monitoringmore stable routes can be selected.

In addition, IEEE 802.11 relies on the RTS/CTS (Ready
To Send/Clear To Send) mechanism to avoid the hidden
terminal problem. However, if used,RTS/CTS adaptationto
the application’s requirements is essential to not degrade the
overall performance.

IV. D ESIGN CONCEPTS

In this section, we describe our design concepts with regard
to the mentioned QoS extensions and discuss these extensions
in detail. We used NS-2 to implement these QoS extensions,
so implementation details will be given where relevant. We
did not implement and investigate all of these proposals in the
simulator because, due to its limitations, we decided to do an
implementation for a real hardware driver. Unfortunately, we
could not investigate the real environment experiments due to
time constraints.

A. AODV Enhancements

In order to extend the capabilities of the routing protocol to
react efficiently to network topology changes and route failures
we usedlocal repair and enhanced AODV withbackup routes.

1) Local Repair:AODV makes use of a local repair mech-
anism that allows intermediate nodes detecting link failures to
queue packets temporally while it tries to repair the route. We
used the built-in version of local repair from AODV.

2) Backup Route:AODV just stores the next hop entry to
a certain destination in its routing table. If the link to that
node breaks a new route discovery process has to be started
which requires too much time for real-time data. The idea is
to provide a backup route from the beginning that can be used
instead. A backup route is a path with the same hop count as
the default path but with a different next hop. For example,
assume a scenario as illustrated in Fig. 2. Node S broadcasts
RREQ messages to find a route to node D. Node I receives
two RREQs, one from node 2 and the other from node 4.
Both describe a 3-hop path to node S with the same sequence
number. In this event, node I employs either node 2 or 4 as
the next hop and uses the other as backup route. If a link to a
neighbor on an active route breaks the backup route becomes
the new active path. If hops with a higher hop count were
used as backup paths, routing loops might occur (e.g., node
I receives aRREQ from node 5 with a 5-hop path to node S
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but this path contains a routing-loop and cannot be employed
as backup route).

Fig. 2. AODV Extension Using Backup Routes

B. Traffic Management

The goal of traffic management is to differentiate among
various types of traffic and give a higher level of service to
high priority traffic at the cost of lower priority traffic. To
achieve this,priority queuingcan be used which we extended
with hop-constrained queuetimeoutsand real-time neighbor
awarerate controlpolicies.

1) Priority Queueing:We used and modified the interface
queue sublayer of NS-2 to implement priority queuing mech-
anisms. In our implementation, the interface queue consists
of three sub-queues with different priorities and every packet
is classified into one of three categories, as shown in Fig. 3,
employing the TOS/DS field2 in the IP header. All data packets
that do not have any particular real-time QoS demands are
marked aslow priority, for instance, file transfer and e-mail
traffic. AODV routing management packets such asRREQ, G-
RREP3 andRERR packets are marked asmedium priority. And
finally, real-time data packets are marked ashigh priority as
well as AODV RREP messages if the high priority flag had
been set in the correspondingRREQ. In contrast to medium
and low priority, high priority packets are quickly outdated
and dropped if they cannot be delivered in-time. Low priority
packets might on the one hand experience higher delays, but
on the other hand they are forwarded and delivered to the
destination more reliably. Every sub-queue has a limited size
and allows a packet only to be queued for a certain time
interval. All sub-queues are exhaustive, meaning that a queue
with lower priority will only be processed if all queues with
higher priority are empty. In order to limit the amount of real-
time and routing packets a node is allowed to transmit, the size
of the high and medium priority sub-queues has been restricted
to 10 slots. A much longer queue for real-time packets would
result in more outdated packets. As the packets are marked
with different priorities they can be handled specifically by
the routing protocol and the interface queue.

The route request packetsRREQ are marked with medium
priority by default. By doing this, the actual current queue
length of intermediate nodes are indirectly taken into account
during the route discovery process in AODV. Nodes that have

2Initially, Type Of Service now redefined as the Differentiated Services
field

3In order to establish a bidirectional route between the source and des-
tination nodes, an intermediate node that replies to anRREQ carrying the
gratuitous flag sends an additional route reply messageG-RREP to the
destination

Fig. 3. Design of the Priority Queue

fewer packets in their high and medium priority sub-queues
will be able to forward their packets quicker than nodes that
already have to forward multiple high priority data streams.
However, to minimize the delay in the event of broken links
or the unavailability of routes for high priority data, we
introduced an additional flag (bit 6 in the AODVRREQheader)
that indicates that aRREQ is of high priority to enable nodes
speeding up the route discovery process. But without marking
the RREQ the network layer of the node that replies to the
RREQ is not aware that the reply is urgent. Therefore, when
the destination node receives aRREQ with a high priority flag,
the TOS/DS field of the corresponding IP packet that holds
the RREP message is set to high priority to make sure that the
RREP is queued in the high priority sub-queue and forwarded
as quickly as possible.

In addition to the interface queue, AODV itself queues data
packets if no route to the destination is currently available.
Because the route discovery process generally requires much
more than 150 ms, we suggest that high priority packets are not
to be queued by AODV but should be dropped immediately.

In order to cope with selfish nodes that simply mark all
packets with high priority, packets could be filtered at the
incoming interface to limit the amount of real-time packets
from a certain node. However, we currently do not deal with
malicious nodes in our implementation.

2) Timeouts: Real-time multiplayer games demand low
latency connections with less than 150 ms round trip or
75 ms one-way delay, assuming symmetric latencies. However,
packets that are delayed slightly more than 75 ms, might still
be useful to prediction mechanisms such as dead-reckoning.
Therefore, we decide to only drop packets which take more
than 100 ms one-way delivery time and are clearly obsolete
for real-time applications. Outdated real-time packets need-
lessly consume bandwidth and delay other real-time packets.
Therefore, every packet that is stored in the queue is marked
with a local time-stamp. When the packet is dequeued the
time the packet spent in the queue is compared with the
queue policy. The timeout interval for a high priority packet
is 10 ms for every hop with a maximum value of 100 ms.
Hence, the timeout mechanism supports only up to 10 hops
from sender to destination which is fairly large for an ad
hoc network. With every hop the packet passes, the timeout
value is further decreased by 10 ms which approximates the
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time it takes to process and forward the packet. The timeout
information can be computed locally at each node by using
the node’s routing table because AODV, as a distance-vector
routing protocol, knows about the number of hops to the source
and the destination. The timeout mechanism is designed as a
rather conservative approach and aims at dropping just the
packets that will definitely come too late.

The medium priority sub-queue has a timeout of 500 ms
which has shown reasonable performance in our simulations.
Since both priority sub-queues are rather small and the packets
are outdated quickly compared to the low priority sub-queue,
additional mechanisms that prevent for starvation of low
priority traffic have not been added.

3) Real-Time Neighbor Aware Rate Control:The current
IEEE 802.11 protocol standards do not support QoS at the
MAC layer and the medium access is carried out by the
Distributed Coordination Function (DCF) handling every node
equally [2]. All nodes have the same probability to gain access
to the wireless channel and DCF does not distinguish between
high priority and low priority data traffic. Thus, there is no
guarantee that a node will send even high priority data packets
within a certain time frame. Therefore, nodes that send high
amounts of low priority data might consume most of the shared
bandwidth. Due to the contention mechanism in DCF, other
nodes which send high priority data might wait too long to
access the channel and cannot transmit their high-priority data
in time, although priority queuing has been used. The reason
behind this is, that priority queuing works only locally and
does not take neighboring nodes into account. To solve this
problem at the MAC layer is one of the aims of the new QoS
IEEE 802.11e [2] protocol that is still under development and
not yet available. Even with the advent of IEEE 802.11e, the
current standard will not be displaced immediately and thus, a
mechanism is required that enables nodes that send real-time
data to refrain other nodes from accessing the channel.

Our proposal is to limit the amount of low priority packets
a node is allowed to transmit within a time interval depending
on the amount of nodes handling real-time traffic in its
neighborhood. Therefore, the interface queue needs access to
the actual number of neighbors sending high priority traffic to
adapt the rate control system of low priority traffic.

For this purpose, every node maintains a time-stamp
PRIO TIMEOUT that is updated when the node transmits
a high-priority packet. If the node has sent real-time traffic
within the last PRIO TIMEOUT seconds the node marks
broadcast routing messages with a real-time flag. Employing
the unused bit 5 in the AODV header ofRREQ and RREP

messages, a node indicates whether it currently transmits
high priority traffic or not. In addition to that, the routing
table entry has been extended by a time-stampLASTPRIO.
Every time a node receives high priority data or a routing
message with the high priority flag, theLASTPRIO time-
stamp for that particular routing table entry is updated. Now,
the actual amount of neighbors sending high priority traffic
with an up-to-dateLASTPRIO time-stamp can be derived
from the neighbor list and the interface queue can adapt

the rate control of low priority traffic upon the number of
neighbors sending real-time traffic. By introducing artificial
delays for low priority traffic, nodes with high priority traffic
have a better chance of sending their data in time. If the
mobility rate of the nodes is low and nodes with real-time
traffic have not sent routing messages for a while, the actual
number of neighbors with real-time traffic might be higher,
however. In addition, selfish nodes might just mark all routing
packets with the priority bit. But we assume normal and our
policy conform behavior of the nodes.

C. MAC Layer Support

In order to have accurate access to the current network state,
such as an up-to-date neighbor list and the wireless signal
strength for each neighbor, support from the IEEE 802.11
MAC layer is required. We usebroken link detection, neighbor
detection, signal strength monitoringandRTS/CTS adaptation
as supporting mechanisms from the MAC layer.

1) Broken Link Detection:For broken link detection we
employed the Link Layer Feedback (LLF) mechanism from
the AODV-UU implementation. If a packet cannot be trans-
mitted successfully, that is the sender does not receive anACK

from the destination within a certain time interval, the packet
is retransmitted. Excessive retransmissions, however, can be
reported by the MAC layer using LLF and this information
can be propagated to the routing protocol to deal with the
broken link. This mechanism has two benefits. First, it reacts
to broken links by usually one order of magnitude quicker than
relying on HELLO messages. And second,HELLO messages
used for broken link detection are not required any more which
reduces the routing overhead.

2) Neighbor Detection:To make routing decisions or man-
agement actions in the ad hoc environment an up-to-date
neighbor list of a node is required. However, to maintain this
list usually each application implements its own neighbor dis-
covery procedure using network probes orHELLO messages.
This results in message overhead and a waste of the scarce
bandwidth. Since this service is commonly demanded it makes
sense to provide a common interface to upper layers accessing
the neighbor list from the MAC layer. Unfortunately, NS-2
does not provide a way to access the neighbor list on the
MAC layer, thus we did not investigate its effect but decided
to implement this feature in a Linux hardware driver. In a
real environment implementation we can rely onBEACON

messages that are sent out regularly every 100 ms by the IEEE
802.11 MAC layer if operating in ad hoc mode.

3) Signal Strength Monitoring:To provide for link stability
and avoid the gray zones mentioned in [9] the signal-to-noise
ratio (SNR) is measured for routing messages. If the signal
strength of aRREQ is not beyond a certain SNR threshold
the request is not processed. Thus, other neighbors that have
received theRREQ with a higher signal strength will forward
the packet and create a more stable route. AODV employs an
expanding ring searchbased on the TTL (Time To Live) field
in the IP header for dissemination ofRREQmessages. If a node
receives aRREQ which has been sent with the maximal TTL,
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it does not drop theRREQ even though the signal strength is
below the threshold, since no better route is available. Due to
the limitations of the employed propagation model in NS-2,
we did not implement signal strength monitoring for NS-2 but
did a real environment implementation.

4) RTS/CTS Adaptation:NS-2 supports a certain packet
size threshold to indicate if RTS/CTS should be used. By
default the threshold is 0 and RTS/CTS is always enabled. We
disabled RTS/CTS for real-time packets. Without RTS/CTS the
transmission channel is shared equally among the contenting
nodes. Moreover, it requires less bandwidth and we assume
that it reduces end-to-end delay and delay jitter.

V. EVALUATION

In this section, we evaluate the introduced QoS extensions
via simulations and discuss the results in the light of the
demands of real-time multiplayer games.

A. Simulation Settings

In our simulations, we have used NS-2 including wireless
extensions developed at CMU [11]. Throughout the simu-
lations, each mobile node shares a 2 Mbit/s radio channel
with its neighboring nodes using the two-ray ground reflection
propagation model [12] and the IEEE 802.11 MAC protocol.
The simulation scenario consists of 20 nodes in an area
of 650x650 m2. The transmission range of each node is
250 m, which is a typical value for WLAN in a free area
without any obstacles. The nodes that do not take part in
the multiplayer game follow the Random Way Point (RWP)
model [11] with a uniformly distributed speed between 0-
3 m/s and a pause time of 180 seconds. Player nodes are
assumed to move only slightly, within a distance of 0-15
meters, since it is rather difficult to move and play at the
same time with today’s available mobile gaming devices. We
simulated typical multiplayer game traffic [5] between the
player nodes as high priority bidirectional UDP data flows
with a Constant Bit Rate (CBR) traffic of 20 packet/sec and
a packet size of 64 bytes. Additionally, we simulated five
bidirectional low priority data flows between any two random
nodes as background traffic using the same traffic pattern as the
game traffic. We simulated 10 game sessions with a duration
of 600 seconds using different seed values and then averaged
the results. The detailed simulation parameters are depicted in
Table II.

TABLE II

PARAMETERS OF THEUSED SIMULATION SCENARIO

Parameter Value
Simulation Time 600 s
Nodes 20

Mobility Model Adapted Random Way Point (RWP)
Area 650x650 m2

Speed 0-3 m/s
Pause Time 180 s

Traffic Type CBR with 20 packet/sec
Packet Size 64 bytes

To evaluate the performance of the investigated QoS mech-
anisms, we used the following metrics:
• Latency: the average time in ‘ms’ it takes to transmit a

packet from the source to the destination.
• Jitter: it describes how much the packets vary in latency

and is determined by calculating the standard deviation
of the latency.

• Loss rate: the loss rate determines the amount of sent
packets in relation to the amount of packets that have not
been received successfully at the destination.

B. Ad Hoc Routing Protocol Comparison

We have run some initial simulations to see which ad
hoc routing protocol has the best performance and can be
used as the starting point of our work. We investigated four
different protocols, namely Ad Hoc On-Demand Distance-
Vector (AODV), Dynamic Source Routing (DSR), Destination-
Sequenced Distance Vector (DSDV) and Optimized Link State
Routing(OLSR) [3].

With regard to latency and jitter, AODV showed the best
average performance while all the other protocols showed
much higher latency and jitter in the range of some hundred
milliseconds. DSR’s performance was by far the worst in
these comparisons. Concerning loss rate, the reactive protocols
(AODV and DSR) showed the best performance with less than
10 % packet loss while the proactive protocols (DSDV and
OLSR) produced significantly higher losses.

Based on our initial simulation results, we selected AODV
as the routing protocol of choice for our work because AODV
showed the lowest latency, jitter and packet loss rate.

C. Effects of the QoS Extensions

In the following, we show and discuss our simulation results
investigating the effects of the QoS extensions. Fig. 4, 5, and
6 show the impact of one QoS mechanism at a time.

Fig. 4. Latency wrt Hop Count, and Average Latency of Game Traffic

From these figures we can see, that more or less all the
QoS mechanisms, besides using RTS/CTS and local repair,
improved somehow the experienced performance of the traffic,
but it is hard to say clear statements about the level of the
improvements. However, it is more interesting to see the
combined impact of these QoS mechanisms. Thus, in the rest
of the simulations we gradually extended the basic AODV
protocol with the different QoS mechanisms in the order of
the expected significance of the improvement caused by them
and in the following figures (Fig. 7, 8, 9, 10, 11) every
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Fig. 5. Jitter wrt Hop Count, and Average Jitter of Game Traffic

Fig. 6. Loss Rate wrt Hop Count, and Average Loss Rate of Game Traffic

bar represents the result applying its assigned plus all the
preceding QoS extensions. For the evaluation we dropped all
game packets with a delay of more than 100 ms because we
assumed that they would not be of importance for the game
anymore. With this strategy, we could reduce the average game
traffic latency from approx. 300 ms to below 30 ms and the
average jitter from above 50 ms to below 20 ms. Needless to
say that as we dropped late packets on purpose we simply
traded low latency for high packet loss. Fig. 7 and 8 show the
latency and jitter experienced by the game traffic in case of
different hop-number connections. As we can see from Fig. 9,
we were able to reduce the game traffic loss rate significantly
by introducing our QoS extensions. The average delay, jitter
and packet loss rate for the background traffic are shown in
Fig. 10 and 11.

Note that using local repair and RTS/CTS mechanisms
degrade the overall performance in case of real-time traffic,
thus we discuss them first and do not use them in the rest of
the simulations. In the following, we will discuss the effects
of every QoS extension in detail.

1) Local Repair: Using the local repair mechanism de-
grades the performance of the packet loss rate as well as
latency and jitter. In particular, the average loss rate of high
priority connections is increased by 5 %. First, this is due to
the fact that the local repair process takes too much time for
delivering real-time packets. Second, repaired routes tend to be
longer than the original route and in this case the node sends an
additional route errorRERR message to the source which will
itself restart the route discovery process again. Therefore, we
do not recommend to use the built-in local repair mechanism
of AODV in case of real-time traffic.

2) RTS/CTS Mechanism:The RTS/CTS mechanism de-
grades the performance of the routing protocol as well. The
latency and jitter, and even the loss rate of the game traffic

are significantly higher if RTS/CTS is enabled. The reason
behind this is that multiplayer game data packets are very
small in general and the RTS/CTS mechanism induces a huge
overhead in this case decreasing the performance in all metrics
significantly. As a result, RTS/CTS should not be activated by
default and instead a threshold should be maintained by the
system that depends on the number of neighbors and the size
of the data packets that have to be transmitted. A neighbor
list can be discovered easily by collecting MAC layer beacons
from adjacent nodes.

3) Broken Link Detection:Using the Link Layer Feedback
(LLF) mechanism of the MAC layer, broken links can be
detected very quickly. The average latency can be reduced
below 20 ms and jitter below 15 ms if LLF is activated. In
addition, the packet loss rate can be reduced further by some
percent as depicted in Fig. 9. Moreover, the amount of routing
traffic is much smaller if LLF is used since AODV does not
requireHELLO messages for broken link detection any more.

4) Priority Queuing: To evaluate the effect of priority
queuing, we handled the real-time game traffic as high priority
traffic and the background traffic as low priority traffic. High
priority packets that are not delivered within 100 ms (one-way)
are regarded as lost and consequently the average latency and
jitter of high priority packets are reduced significantly in all
simulated scenarios, in our case to 20 ms and 14 ms. As a
side effect, the packet loss rate increases as more packets are
outdated. Regardless of the applied QoS mechanisms the loss
rate highly depends on the number of hops. The higher the hop
count, the more high priority packets are discarded since they
arrive too late at the destination. However, when employing
priority queuing, the loss rate of high priority packets can be
substantially reduced as illustrated in Fig. 9. On the other hand,
latency and jitter of low priority traffic is increased as Fig. 10
shows.

5) Timeouts: When adding timeouts to priority queuing,
the loss rate of high priority traffic is slightly reduced further.
Because of the small timeout value of the high priority queue,
high priority packets which are late are now dropped earlier
thus alleviating congestion. Connections with up to two or
three hops have a loss rate of 2 % or 8 %, respectively. The
average loss rate, however is still over 10 %. In addition, jitter
and latency of low priority traffic can be also reduced.

6) Backup Route:The backup route mechanism increases
the loss rate of high priority traffic for 2-hop connections
slightly to 3 %. On the other hand, the loss rate of 3-hop
connections is now reduced to 5 %. Using the backup route
mechanism low priority traffic yields the lowest latency in all
scenarios as depicted in Fig. 10.

7) Real-Time Neighbor Aware Rate Control:Applying our
rate control mechanism the loss rate of high priority traffic
has been reduced to 2 % and 4.5 % for 2-hop and 3-hop
connections, respectively. Thus, 2- and 3-hop connections can
be employed for real-time multiplayer games. Connections
with 4 hops still suffer from a very high loss rate about 18 %
and therefore cannot be used for real-time applications. Thus,
the average loss rate of high priority traffic is just slightly
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Fig. 7. Latency wrt Hop Count, and Average Latency of Game Traffic -
Combined Impact

Fig. 8. Jitter wrt Hop Count, and Average Jitter of Game Traffic - Combined
Impact

Fig. 9. Loss Rate wrt Hop Count, and Average Loss Rate of Game Traffic - Combined Impact

Fig. 10. Latency and Jitter of Background Traffic - Combined Impact Fig. 11. Loss Rate of Background Traffic - Combined Impact

below 10 %. However, latency and jitter of low priority traffic
are slightly increased since they remained in the same range
in case of high priority traffic.

D. Summary of the Overall Impact of the QoS Extensions

We can see that by applying the discussed QoS extensions,
except for AODV’s local repair and the RTS/CTS mechanism,
the packet loss rate for connections up to three hops can be
reduced below 5 % since the end-to-end communication delay
and delay jitter remain in the range of 25 – 30 ms and 15 –
20 ms, respectively. Moreover, the impact on the background
traffic is also tolerable, i.e., the background traffic is not
punished drastically in favor of the real-time traffic. Thus,
other, non real-time applications can still use the network at
the same time.

VI. RELATED WORK

Many QoS architectures have been proposed for MANETs.
Proposals like INSIGNIA [13], FQMM [14], or CEDAR [15]
use a reservation-oriented approach and keep per-flow state
information at the mobile nodes. Other approaches like SWAN
[16] use a stateless feedback-based mechanism to achieve soft
real-time services. All of these QoS architectures work at the
network layer or above, so they make little use of information
which is available at the lower layers. They also provide a
self-contained solution to the QoS problem in MANETs. In
this paper we take a look at individual QoS mechanisms to
improve latency and jitter for real-time applications. While
some of these mechanisms like priority queuing, rate control or
backup route are also present in some of the QoS architectures
mentioned above, mechanisms like broken link detection or
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backup route belong to the routing part of the network layer
and signal strength monitoring or RTS/CTS are features of the
lower layers. We see this paper disjunctive to existing QoS
architectures because most of the features presented here can
also be applied to them.

One can find most of the QoS mechanisms mentioned in
this paper also in related works.

The RTS/CTS mechanism is a common solution to the
hidden/exposed terminal problem found in wireless networks
and is part of the IEEE 802.11b standard [2]. As the overhead
from RTS/CTS for small data packets is quite large, the
standard also mentions a packet size threshold above which
this mechanism should be used. Instead of just using the packet
size, we proposed to also include the priority and the number
of neighbors in the decision whether to enable RTS/CTS or
not.

Broken link detection is part of the AODV routing protocol
as defined in [17]. It also suggests that any suitable link
layer notification, such as those provided by IEEE 802.11,
can be used to determine network connectivity. Broken link
detection with link layer feedback as well as signal strength
monitoring is also used in the AODV implementation of
Uppsala University [10] and is used unaltered in this paper.

In general, when looking at related work, most papers
that discuss the performance of MANETs only deal with the
analysis and the optimization of throughput and packet loss
rather than taking latency and jitter into account. While on
the other hand, papers on multiplayer games usually focus
on the Internet as transport medium. In this paper, we apply
existing and new QoS extensions to MANETs and compare
their performance with the requirements of multiplayer games.

VII. C ONCLUSIONS ANDFUTURE WORK

In this paper, we analyzed and evaluated common QoS
extensions and proposed new approaches to mobile ad hoc
networks. Following a cross-layer design, we classified these
extensions into the three categories like routing protocol en-
hancements, traffic management mechanisms and MAC layer
support mechanisms. In the simulations, we used the AODV
routing protocol as the starting point of our work because
AODV had shown the best initial performance compared to
some other ad hoc routing protocols such as DSR, DSDV
and OLSR. We have shown that, applying QoS extensions,
the packet loss rate for connections up to three hops can be
reduced below 5 % while the end-to-end communication delay
and delay jitter remain in the range of 20 - 25 ms and 15 -
20 ms, respectively. This allows to meet the demands even of
real-time multiplayer games. Moreover, we have shown how
some common mechanisms like local repair of AODV and
the RTS/CTS mechanism degrade the performance and should
not be used in case of real-time traffic. However, as the net-
work is getting bigger and the connections longer (consisting
of more hops) giving QoS guarantees is extremely difficult
without modifying the actual contention based medium access
mechanism of IEEE 802.11 MAC layer.

As future work, we plan to investigate the discussed QoS
extensions in a real test-bed environment. Moreover, we intend
to design new mechanisms which can give protection against
selfish nodes and which can provide quick channel access to
nodes handling real-time traffic.
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Abstract— Event detection and event localization are inherent
tasks of many wireless sensor network applications. The inac-
curacy of sensor measurements on the one hand and resource
limitations on the other make efficient event localization a
challenging problem. In this paper we propose a fully dis-
tributed localization scheme that consists of two algorithms.
The distributed election-winner notification algorithm (DENA)
performs the determination of the closest sensor node to an event
and notifies all other nodes about that winner. The intensity-
based localization algorithm (ILA) provides a signal independent
position estimation of the event and is calculated at the winner
node. The novelty of the ILA algorithm is its independence from
the kind of signal emitted by an event. In contrast, it solely
requires knowledge about the intensity of an event. The location
of an event can thus be estimated without pre-knowledge about
the nature of the event and with fewer constraints on the sensor
hardware. These properties constitute the practicability of the
algorithm in generic applications.

I. INTRODUCTION

In sensor network applications event detection and local-
ization are common features which imply two main chal-
lenges, namely how to observe a possible event location in
a distributed manner and how to compute the location of an
event efficiently and accurately. Due to battery and resource
constraints on the sensor nodes some present approaches shift
the computational burden of estimating the location of a node
away from the sensor nodes to a sink node with more com-
putational power and more memory. The main disadvantage
of these approaches is the increased data traffic to provide the
sink node with the necessary information to localize the event.
The observation of an event on the other hand is commonly
done by building clusters around predefined locations. Build-
ing up these clusters involves always communication overhead.
This overhead is increased in wireless sensor networks, where
battery constraint devices may follow sleep cycles to save
battery power. Consequently, exchanging information may be
expensive due to frequent topology changes or synchronization
overhead. For these reasons, we intend to provide a fully dis-
tributed event detection framework that avoids the drawbacks
of increased data traffic between the sensed area and the base
station and does not need any cluster formation.

1The work presented in this paper was supported (in part) by the National
Competence Center in Research on Mobile Information and Communication
Systems (NCCR-MICS), a center supported by the Swiss National Science
Foundation under grant number 5005-67322.

In our approach, the detection of an event (e.g fire burst)
is observed as a set of derived values simultaneously sensed
by a node (e.g. increased temperature, significant shockwave,
etc.). Furthermore, the significance of the event can be deter-
mined by the sensor nodes, i.e. an event can be distinguished
from background noise. This can be achieved by the use of
fuzzy logics or probability theory. The task of filtering this
background noise is not subject of this paper and will be
considered in future work. Furthermore, the event is decreas-
ingly observable the farther away a node is. We propose that
considering these requirements all nodes in the relevant region
can derive the intensity with which they sensed a certain event.
Moreover, this intensity can be inferred as the barycenter of
the set of deviated values sensed by the node. Thereby, each
sensed value satisfies a certain membership function, e.g. 80◦

Celsius could have a membership degree of 0.8 in relation
to the predicate ’hot’. A key idea of our approach is to use
fuzzy logic mechanisms to classify the deviated values on the
one hand and to infer the intensity of the event from these
values on the other. The intensity of an event is consequently
represented as a value in the interval [0, 1].

Using these derived values we propose to use a distributed
election algorithm that determines the relevant subset of sen-
sors, which are responsible for handling the event further,
e.g. sending their information to a base station, or aggregate
the information among each other. The determination of the
relevant sensor nodes is performed fully distributed with a
minimal overhead of information exchange.

II. RELATED WORK

Event detection and localization are intrinsic features of
wireless sensor networks. Much work in this context has al-
ready been done. The proposed schemes differ in the way they
get range estimations and how they perform event observa-
tions. Some localization approaches ([1], [2]) depend on either
a central instance such as a sink node or a cluster head, where
the measurements from the sensors in the field are collected
and the event location is computed. In [1] The distance of
a sensor node to an event is approximated using the time of
arrival (TOA) of the signal emitted by the event. The TOA
values are routed together with the sensor node positions to a
sink node, where the location of the event is computed as the
maximum of a four-dimensional consistency function. [2] uses
a cluster head approach to track the location of an event. Thus,
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the overhead of sensor node to sink communication is avoided
but additional communication to maintain the cluster structure
is necessary. Another approach is Sextant proposed by [3].
Sextant uses Bézier regions to represent the locations of nodes
as well as of events and does therefore without knowledge
of the node positions. Additionally, Sextant is independent
of a central instance. However, network properties which are
needed by Sextant have to be disseminated in a restricted
area, whenever one of them changes. Other approaches ([4],
[5]) are mainly concerned in enabling and establishing group
communication and data aggregation in a predefined area
which has to be observed. Both algorithms require cluster
formation what leads to extra communication overhead. A
distributed algorithm for object tracking has been proposed
by [6]. This approach supports event detection and tracking,
but no event localization. A moving object is thereby tracked
by a changeable cluster of nodes.

A common approach to estimate node locations is triangu-
lation against known positions derived from reference points.
APS [7] and GPS-Free [8] use angle of arrival (AOA) and
time of arrival (TOA) respectively to calculate the position of
a node. Both schemes are not practical for event localization
as they depend on specific hardware. In contrast, we will
propose a multilateration scheme that does only depend on
the feasibility to sense an event on a sensor node.

III. DISTRIBUTED ELECTION-WINNER NOTIFICATION

A key problem of event detection is the difficulty to identify
and organize the sensor nodes, which are relevant for the event
in a distributed manner with as little communication overhead
as possible. To fulfill this task we propose the fully distributed
election-winner notification algorithm (DENA). The DENA
algorithm basically consists of two parts. In a first step the
node closest to the event determines itself as winner node. In
a second step the winner node notifies all other nodes about its
election. The principle of the algorithm is depicted in Fig. 1.

winner

Fig. 1: Notification of election losers by winner node

The winner node broadcasts a notification message to
inform all other nodes about its election. The notification
message is thereby only retransmitted by sensor nodes that
have overheard the event, i.e. the nodes bordered by the dotted
line in Fig. 1. All other nodes having received the notification
message (canceled in Fig. 1) simply ignore it. Additionally
to its basic functionality of electing the winner node and
distributing the notification message, the DENA algorithm
offers functionality to provide the localization algorithm (see

Section IV) with the information it needs. The DENA algo-
rithm operates as follows:

1) Initially, each sensor node overhearing an event immedi-
ately calculates the intensity of the event as described
in Section I. Furthermore, it schedules a notification
message to inform all its neighbors about its election.
The release time of the message is delayed according to
the value of the derived intensity of the event, i.e. the
higher the intensity the shorter the delay. We use the
dynamic forwarding delay (DFD) mechanism proposed
in [9]. A detailed description of the DFD concept we use
is given below.

2) The sensor node closest to the event calculates the
shortest delay. Consequently, it broadcasts the notifi-
cation/IREQ message first. As it starts the notification
message distribution it is implicitly signalized as election
winner.

3) To gather the necessary information to perform the
location estimation on the winner node, the notification
message is combined with an information request mes-
sage (IREQ) that has to be distributed within the two-hop
neighborhood of the winner node. The reason for query-
ing the two-hop neighborhood is given in Section V-B.

4) Each sensor node receiving the notification/IREQ mes-
sage knows the existence of the winner node and imme-
diately cancels its own election.

5) Each node that has received the notification message
rebroadcasts it. Additionally, all nodes within two-hop
neighborhood of the event generate an information re-
spond message (IREP) to provide the winner with the
position information it needs to calculate the event lo-
cation. The IREP message may be piggy-backed on the
notification messages of each two-hop neighbor to avoid
additional transmissions.

6) The algorithm terminates when all election-losers have
rebroadcast the notification message. All one-hop neigh-
bor nodes of the winner perform their own location
estimation as soon as they have overheard the piggy-
backed IREP messages of their neighbors. Thereafter,
they forward their results to the winner node which is
responsible to calculate the final position estimation.

The intensity ω derived at each node in the reception
area decreases with the distance d to the event. The general

equation for this relation is d ∼ α

√

1
ωmin

, where α is larger than
one and ωmin is the minimum intensity necessary to identify
an event (see Section IV). The release time of the winner
strongly depends on the amplitude of the event. Consequently,
the weaker an event is, the slower it is detected by the DENA
algorithm. Furthermore, it is crucial that each election-loser
has to be notified before it determines itself as winner. This
has to be taken into account for the design of the DFD
function. The protocol proposed so far does not consider the
case of collisions between transmissions. For this case we
propose the usage of a backoff mechanism with an expo-
nential time window after which the notification message is
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rebroadcast if no notification message from another node was
overheard in the meantime. We argue that collisions will not
occur frequently, as the DFD is designed to avoid them. The
simultaneous election of multiple winners is possible albeit
not very probable. In this case, each winner node calculates
its own position estimation and handles the result further,
e.g. sends it to the base station. The algorithm does not yet
consider any object tracking or the occurrence of simultaneous
events. These are difficult topics and will be investigated in
future work. Finally, an efficient broadcast protocol is used to
minimize the number of retransmitting nodes. This protocol
is again based on the DFD mechanism. The algorithm is
discussed in the next section.

It must be mentioned that in our framework each sensor
node knows its own location. This can be achieved by GPS,
or by other location algorithms ([10], [11], [12]).

Dynamic Forwarding Delay

We use the dynamic forwarding delay (DFD) concept in
two respects: Once to determine the release time of the
notification/IREQ message, and once to perform an efficient
broadcast in the reception area of an event. The DFD basically
depends on the node position x and looks as follows:

DFD = MAX Delay · f(x), f(x) ∈ [0, 1]

The function f calculates a delay in dependence of the
position of the message receiver. By the concept of the DFD,
the decision to forward a packet is shifted from the sender
to the receiver avoiding communication overhead to supply
the sender with the information about its vicinity. This is
in particular important in sensor networks, where battery
constraint devices may follow sleep cycles to save battery
power. In these networks gathering information about the
neighborhood is expensive according to frequent topology
changes or synchronization overhead. For this reason we
think that a receiver based retransmission scheme is more
appropriate. A key feature of the DFD mechanism used for the
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Fig. 2: DFD Functions

release time determination is the support of significant release
time differences for nearby nodes. This is in particular true
for the nodes close to the event. Thus, simultaneous winner
election as well as collision probability are decreased. We
propose an exponential DFD function as depicted in Fig. 2. For
nodes with a higher significance, i.e. nodes that have derived

a higher event intensity, the DFD timers are distributed over a
larger interval. Thus, the probabilities of simultaneous winner
election among these nodes as well as of collision occurrences
are decreased. The exact specification of the DFD function
for the notification/IREQ release has not yet been done. Its
existence is however warranted and needs just the effort
to find an adequate function and the according parameters.
Thereby, the trade-off between efficiency and overhead caused
by additional transmissions has to be minimized.

1) Dynamic Delayed Broadcast Protocol (DDB): Apart of
using the DFD for the winner election, we use the DFD
concept to perform an efficient broadcast. The algorithm
operates in principle as follows: the DFD determines the time
a node is delaying a broadcast message before rebroadcast
it. While the expiration of this time, the node overhears the
transmissions of other messages and cancels its rebroadcast if
the retransmit threshold RT is under run, e.g. the distance to a
sensor node that has already released the message falls below
RT . The retransmission threshold RT may also be zero.

In [13] we have investigated different metrics for the re-
broadcast decision. Thereby, the most efficient metric for the
calculation of the DFD as well as for the decision whether to
rebroadcast depends on the additional area a node may cover
with its rebroadcast. Thereby, each sensor node calculates
the additional area it covers as well as the DFD, whenever
it overhears the transmission of the broadcast message. The
node with the shortest DFD releases the packet first. The DDB
protocol has been evaluated extensively and compared to well-
known protocols. It was shown that the DDB protocol per-
forms even better than a neighbor-based protocol in terms of
energy consumption in most simulations. This is in particular
true under frequent topology changes, what makes it useful
for sensor networks where nodes often follow sleep cycles
and the topology consequently changes frequently. Detailed
information can be found in [13]. The main drawback of
the DDB approach is however its computational complexity.
To minimize this complexity, but nevertheless benefit from
its advantages we redesigned the DFD metric. In the rest of
this section we first shortly introduce the DDB concept with
additional area coverage and then introduce our new metric
which approximates the additional area approach, but uses
much fewer energy.

Fig. 3: Broadcasting with additional coverage

The basic functionality of broadcasting with additional area
coverage is depicted in Fig. 3. The source node S starts
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the communication by broadcasting its message. All three
receivers calculate their DFD according to the additional
area they cover with their retransmission. Node 1 is farthest
away from S and accordingly calculates the largest additional
area it would cover with its rebroadcast what leads to the
shortest DFD. Nodes 2 and 3 overhear that retransmission
and recalculate the additional area they newly cover and
the respective DFD. Node 2 calculates the shorter DFD and
rebroadcasts its message next. Node 3 overhears this message
again and cancels its broadcast as it is totally covered by the
transmissions of the other nodes. The DFD of the additional
area coverage approach is calculated as follows:

DFD = MAX Delay ·
√

√

√

√

(

e − e
AC

ACMAX

e − 1

)

The additional area is denoted by AC and is always between
zero and the maximal additional area ACMAX a retransmitting
node may cover. ACMAX is achieved when a node is exactly
placed on the border of the previous sender. In this case it
covers an additional area of ∼ 61%. As mentioned above,
the main drawbacks of this approach are its computational
complexity and its memory demand. To reduce this overhead
we redesigned the DDB by using a new metric. In Fig. 4 an
approximation of calculating the additional area by the usage
of the triangle connecting any three neighbor nodes is depicted.

Fig. 4: Broadcasting with the triangle metric

Assuming that nodes A and B have already released their
message, any node C that has overheard both transmissions
lies in the intersection area of both transmissions. Moreover,
the additional area a node covers is larger the farther away
C from the connecting line AB is, largest at the position of
node C in Fig. 4, i.e. the area AMAX in this case is

√
3

4 · r2.
Consequently, we use the area of the triangle built by A, B
and any node C in the intersection area as an indicator for the
additional area a node C covers. Thereby, all nodes C with the
same distance h to AB calculate the same triangular area, i.e.
all nodes on the parallel line to AB with distance h. This adds
a certain error, as the additional area a node covers depends
on its location on the parallel line. The error is maximized at
the center of line AB. The area of the according triangle is

zero, whereas the additional area a node covers is:

4

[

∫ r
4

0

√

(r2 − x2)dx −
∫ − r

4

− r
2

√

(r2 − x2)dx

]

∼ 0.021r2π

We argue that a maximal deviation of about 2% is tolerable
and should not affect the algorithm in a destructive way.

Once determined, the area ATriangle of the triangle is used
to calculate the DFD:

DFD = MAX Delay ·

√

√

√

√

√

⎛

⎝

e − e
ATriangle

AMAX

e − 1

⎞

⎠

The reason to use an exponential function is to favor nodes
with a bigger triangle and to minimize the probability of
collisions among these nodes. Obviously, the node with the
shortest DFD broadcasts first. With this broadcast a triangle
as mentioned above is virtually created. All nodes located
within this triangle cancel their retransmission of the message
(a similar approach to cancel the retransmission was used
by [14]). This test is very simple and can be easily calculated
by the use of barycentric coordinates. It adds however some
errors. The problem is depicted in Fig. 5:

Fig. 5: The maximal loss of additional coverage

If the node overhearing two sending nodes is positioned
exactly on the border of each node it must lie on the center of
the connecting line between both nodes. In this case it cancels
its retransmission, as it is within the triangle with height h = 0.
The additional area it could cover is however ∼ 22%:

4

[

∫ r
2

0

√

(r2 − x2)dx −
∫ r

r
2

√

(r2 − x2)dx

]

∼ 0.22r2π

The determination of the DFD as explained in this section
is only applied if a node has already overheard at least two
messages. In the case of the broadcast initiator the instant
release of the message is obvious. If a node has overheard
exactly one retransmission it calculates its DFD according
to the mathematically exact additional area it covers. In this
special case (intersection of two circles) the computation is
simple.

IV. INTENSITY-BASED LOCALIZATION ALGORITHM

Existing localization algorithms ([1], [8]) depend on the
possibility to distinguish two kinds of signals transmitted by
an event. Thereby, the distance of the event is derived from
the time difference of arrival (TDOA) of two different signals.
For example, [1] uses the time difference of arrival between
the shock wave and the muzzle blast generated by a gun.
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From the time difference of arrival of these two signals the
distance between the sniper and the measuring sensor node
is calculated. In many cases the dependence on two different
kinds of signals is restrictive and not easy to fulfill. In contrast
to these algorithms, the algorithm discussed in the next section
depends only on the intensity derived by a sensor node. This
algorithm is generically computable and does not depend on
predefined hardware what supplies a good degree of freedom.

A condition to determine the position (ex, ey) of an event
E is that on any sensor node in the significance area the
intensity determining the amplitude of the occurred event can
be derived. We assume that the intensity ωX derived at a sensor
node X is related to the distance dX the sensor node is away
from an event, e.g the farther away a sensor node is, the lower
its derived intensity is. This relationship is formalized in the
following relation:

ωX ∼ 1

dα
X

, α > 1 (1)

The exponent α in (1) affects the degree of attenuation of the
measured intensity in dependence of the distance to the source
of the event. (1) is a generalized formula of the acoustic, radio,
etc. path loss models. The attenuation of an acoustic signal is
for example similar to 1

d2 .
It is crucial that the intensity cannot be used as a direct

substitute of the distance in order to estimate the position of an
event, but the square root of the ratio of the intensities of two
sensor nodes is equal to the ratio of the distances of the two
sensor nodes to an event. This will be shown in this section.
Furthermore, we will show that if a sensor node A knows its
own intensity ωA and position (ax, ay) as well as the positions
and intensities of at least three not collinear neighbor nodes
B, C, D it can calculate the position of the event. The distance
dA of a sensor node A from the location of an event e can be
calculated with the theorem of Pythagoras:

d2
A = (ax − ex)2 + (ay − ey)2 (2)

From (2) and (1) we can derive the general equation to get
the ratio of the intensities of two sensor nodes A and B:

(ax − ex)2 + (ay − ey)
2

(bx − ex)2 + (by − ey)2
=

(

ωB

ωA

)
2
α

(3)

(3) means that the ratio of the distances from two sensor
nodes A and B to the event location is equal to the ratio
of the intensities derived on both nodes. It forms a circle,
unless the ratio is 1. This case will be discussed later. As the
position of the event E is contained on all three circles and the
intersection point of the three circles is uniquely determined,
the location of the event E is equivalent to the intersection
point. This is true at least as long as the intensities derived
at the sensor nodes are correct (an example generated with
Maple is depicted in Fig. 6).

In order to prove the applicability of (3), we have to show
that the denominator cannot be zero. This is however trivial
as from (3) we can conclude that the denominator can only
become zero if bx = ex and by = ey . This means the
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Fig. 6: Location of an event by intersection of three circles.

denominator can only be zero if the position of event E is
exactly at the position of sensor node B. This case can be
excluded, as the calculation of the position of an event is
trivial if it occurs exactly at the location of a sensor node.
Consequently, the position of an event is only calculated if it
occurred not exactly at the location of one of the participating
sensor nodes. In all these cases, the denominator cannot be
zero.

Next, we calculate the intersection points of the circles that
are derived from the ratios of the intensities of n non-collinear
sensor nodes S1, .., Sn, with n > 1. In order to facilitate the
calculation, we set the point of origin of the coordinate system
at the position of S1 and the position of S2 on the x-axis. This
can be done without loss of generality. We will show that the
calculation of the intersection point of the circles is equal to
multilateration ([10], [12]). For better readability we replace
ω2

X with φX . Using the ratios, we get the following equations:

e2
x + e2

y

(s2x − ex)2 + e2
y

=
φS2

φS1

e2
x + e2

y

(s3x − ex)2 + (s3y − ey)2
=

φS3

φS1

...

e2
x + e2

y

(snx − ex)2 + (sny − ey)2
=

φSn

φS1

If we dissolve the equations to zero and leave out the denom-
inator from which we know that it cannot be zero , we get the
following equations:

φS1(e
2
x + e2

y) − φS2((S2x − ex)2 + e2
y) = 0

φS1(e
2
x + e2

y) − φS3((S3x − ex)2 + (S3y − ey)2) = 0

...

φS1(e
2
x + e2

y) − φSn((Snx − ex)2 + (Sny − ey)2) = 0

45



The equations can be transformed to the following equations:

(φS1 − φS2)e
2
x + (φS1 − φS2)e

2
y + 2φS2S2xex − φS2S2

2
x = 0

(φS1 − φS3)e
2
x + (φS1 − φS3)e

2
y+

2φS3(S3xex + S3yey) − φS3(S3
2
x + S3

2
y) = 0

...

(φS1 − φSn)e2
x + (φS1 − φSn)e2

y+

2φSn(Snxex + Snyey) − φSn(Sn
2
x + Sn

2
y) = 0

The system can be linearized by subtracting the first equation
from the last n−1 equations. Therefore, the first equation has
individually to be multiplied with φS1−φS3

φS1−φS2
,..., φS1−φSn

φS1−φS2
. The

resulting equations are subtracted from equations 2, ..., n. In
all n− 1 resulting equations the unknown variables ex, ey are
on the left side of the equations:

2φS3(S3xex + S3yey) − 2φS2S2xex(φS1 − φS3)

φS1 − φS2

= φS3(S3
2
x + S3

2
y) − φS2S2

2
x(φS1 − φS3)

φA − φS2

...

2φSn(Snxex + Snyey) − 2φS2S2xex(φS1 − φSn)

φS1 − φS2

= φSn(Sn
2
x + Sn

2
y) − φS2S2

2
x(φS1 − φSn)

φS1 − φS2

The equations above indicate that φS1 �= φS2 . The case of
equality of φS1 and φS2 is discussed in the next paragraph.
For now, we assume that φS1 �= φS2 and therefore neglect the
denominator as soon as all terms are of the same denominator.
If all terms are reordered, we get a system of linear equations
of the form Ax = b, where

A =

⎡

⎢

⎣

2(φS3S3xΓ + φS2S2x(φS3 − φS1)) 2φS3S3yΓ
...

2(φSnSnxΓ + φS2S2x(φSn − φS1)) 2φSnSnyΓ

⎤

⎥

⎦

b =

⎡

⎢

⎣

φS3(S3
2
x + S3

2
y)Γ − φS2S2

2
x(φS1 − φS3)

...
φS3(S3

2
x + S3

2
y)Γ − φS2S2

2
x(φS1 − φS3)

⎤

⎥

⎦

For better readability we substituted (φS1 −φS2) with Γ in
A, b respectively. This system can be solved using a standard
least-square approach: E = (AT A)−1AT B, where E is the
location estimation of the event. When the inverse matrix
cannot be calculated, the location cannot be computed and
the multilateration fails. This can happen if φS1 = φS2 . This
is however no restriction, as in the case of φS1 = φS2 the
ratio of the intensities is 1 and the position of E lies on the
vertical line through the middle of S1, S2. The intersection of
this vertical line with any of the participating circles results in
the possible locations of event E. Consequently, in the case
of φS1 = φS2 the matrix is not calculated and the location is
estimated using the intersection of the vertical line with any
two independent circles derived from the intensities.

V. SIMULATIONS

In this section we present first simulation results of the
broadcast as well as of the localization algorithm. To evaluate
the two algorithms we implemented both in Matlab. All
simulations were run over 20 seeds with a 95% confidence
interval. The simulations described in this section share a
common scenario. This standard scenario consists of 300
sensor nodes randomly distributed in a square area with sides
of 100 meters. The radio range R of each sensor node is
ten meters, which results in an average connectivity of nine
neighbor nodes.

A. Evaluation of the DDB protocol

To evaluate the DDB broadcast protocol, we implemented
the triangle metric along with the additional area metric and
a simple flooding algorithm in Matlab. A detailed comparison
of the DDB protocol to other broadcast protocols can be
found in [13]. In this paper we will only investigate the
performance of our new metric compared to the additional area
coverage metric and a simple flooding protocol. It is to remark
that the results we gained match well the results presented
in [13] simulated with the Qualnet network simulator [15].
The thresholds for the protocols were chosen as follows: The
additional area coverage (DDBAC) metric uses a retransmis-
sion threshold RT of 22% of ACMAX . This means a node
using the DDBAC metric cancels its retransmission when the
additional area it covers with a rebroadcast is below 22% of
ACMAX . A value of 22% is chosen as the maximal loss of
the DDB triangle (DDBTriangle) approach is intrinsic 22%.
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Fig. 7: Percentage of retransmitting nodes with different DDB
metrics

To evaluate the performance of the different broadcast
metrics, the network density is varied. The number of nodes
in the network are altered from 300 up to 1100 in steps of
200 nodes resulting in an average number of neighbors from
9 to 33. The broadcast was always initiated by sensor node
one. To have a benchmark for our algorithms we additionally
implemented a minimum connected dominating set (MCDS)
algorithm which computes the minimal set of nodes that is
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necessary to reach all nodes within the network. The MCDS
algorithm calculates the optimal solution for the broadcast
problem, but is only computable with the knowledge about the
whole network topology. The results of the DDB simulations
are depicted in Fig. 7. The results of the delivery ratios of the
different protocols are not depicted, as the delivery ratios are
100% in all simulations over all seeds. The DDBAC as well as
the DDBTriangle protocol decreased the number of retrans-
mitting nodes in the network considerably, especially when
the network density is high. Surprisingly DDBAC needed
almost 20% less retransmitting nodes than DDBTriangle over
all node densities, resulting in less than 25% of retransmitting
nodes as soon as the number of neighbors approximates 15
neighbors. The performance of the MCDS algorithm is by far
the best. The difference can be explained by the retransmitting
overhead of DDB for nodes close to the network area border.
As the DDB algorithm is receiver based it has no knowledge
about a possible area border and all nodes close to the border
retransmit their message even as there are no additional nodes
reachable.

We conclude that the DDBAC protocol is the most suited
protocol as long as the resource constraints on the nodes are
not too restrictive. In other cases the DDBTriangle approach
seems to be a reasonable alternative. A main advantage of the
DDB protocol architecture is the absence of any states. The
rebroadcast decision solely depends on the position of a node
and of a function to assess that position. The results gained in
these initial simulations encourage us to use the DDB protocol
for the notification message distribution.

B. Evaluation of the ILA algorithm

In order to simulate noisy measurements on the sensor
boards we implemented the inverse square law with a signal
attenuation of 1

d2 , where d is the distance, as error model.
This model is for example appropriate for sound propagation.
Intensity errors that are caused by noisy sensor readings are
modeled according to the following formula:

err(ω) = 1 ± λN(0, 1) · ω (4)

The error err depends on the derived intensity ω as well as the
square distance d2 between the event source and the measuring
sensor node. Its amplitude is adjusted via the parameter λ.
N(0, 1) is a normal distribution with mean zero and standard
deviation one. According to (4) errors are normally distributed
around the intensity whereas the amplitude of the deviation
depends on the square distance a sensor node is away from
an event and λ.

The simulations in this section share the common scenario
parameters proposed above. Furthermore, a number of param-
eters are varied: number of sensor nodes, standard deviation
of the measurement error, and reception radius. The event is
always localized at position (50, 50). The reception radius D
determines the distance until which the event is observable.
In our simulations the reception radius varies from 10 m to
40 m. The amplitude of the standard deviation is adjusted
over λ and its value varies from 0 to 25%. All simulations

have in common that location estimations that are farther away
from the calculating sensor node than the reception radius are
discharged. This restriction is reasonable, as the event could
not have been sensed by a sensor board if it is farther away
than the reception radius. Very erroneous location estimations
are seldom, but possible as a normal distribution is used in
the error model, which permits very high deviations.

1) Influence of the distance on the accuracy: In these
initial simulations we investigate the influence of the reception
radius D. The location estimation is thereby performed on any
sensor board in the reception area bounded by the reception
radius and the location estimation error is averaged over all
computations. We varied the reception radius accordingly to
the values defined in the last section. In Fig. 8 the results of
these simulations are depicted. The location estimation error
is in all subsequent figures denoted in percentage of the radio
range R.
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Fig. 8: Location error with variable reception radius D

The gained results indicate that the position estimation error
is acceptable as long as the distance to the event is not too
far and the sensor readings are not too noisy, i.e. λ is not
too high. This result is not surprising and enforces our choice
to elect the closest sensor node as winner and perform the
location estimation on it. In the next simulation section we
will explore the ILA performance if only the winner node
performs the position estimation.

2) Position estimation at winner node: In this simulations
we vary the number of nodes in the network to investigate
the influence of the network density on the location estimation
accuracy. 300, 500, and 1000 sensor nodes are simulated what
results in an average connectivity of 9, 15, and 31 sensor
nodes. We expect a better performance in denser networks, as
the average distance between winner node and event source
becomes smaller.

The results of the simulations are depicted in Fig. 9. The
location estimation error is in all simulations between one
meter and five meters. Thereby, the majority of the calculations
supply location estimations less than two meters away from
the exact event position. The large confidence intervals in these
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Fig. 9: Location estimation of winner

simulations indicate that the calculation limitation on only one
sensor node is quite error-prone. This is substantiated by the
sensibility of the ILA algorithm. The location estimation works
well as long as there are no outliers among the measurements.
On the other hand, if some measurements are very noisy an
accurate event location estimation with only one sensor node
fails, as the least square method used cannot handle very
noisy sensor readings. We therefore will take the position
estimations of the one-hop neighbor nodes of the winner also
into consideration. The according refinements and simulations
are discussed in the next subsection. Another possibility was to
investigate other, less error-prone approaches to compute the
location estimation. This remains to be done in future work.

3) Position estimation enhanced with information from win-
ner vicinity: The results gained in the last section have shown
that the location estimation on only one sensor board is in
general not accurate enough. Consequently, we enhance the
computation on the winner node with the position estimations
calculated in its immediate vicinity. The necessary information
is provided by the DEA algorithm proposed in Section III.
The computation instruction is as follows: The winner node
calculates the mean value and the standard deviation of its own
position estimation as well as of the estimations of all of its
neighbor nodes. It disregards then all estimations that are more
than standard deviation away from the mean and computes
the location with the remaining estimations. Furthermore, the
location estimation fails if the standard deviation is more
than half the mean value. This could happen in a noisy
environment where a reliable location estimation is no longer
given. Enhanced algorithms to operate in such scenarios will
be investigated in future work.

The simulation results (see Fig. 10) show that the mean error
as well as the standard deviation are considerably diminished
with the algorithm proposed in this section. The node density
influences the location estimation positively, but even with a
rather low node connectivity of in average 9 neighbor nodes,
we get feasible results. We conclude our evaluation with these
first results, which indicate that a intensity-based localization
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Fig. 10: Location estimation of winner including its vicinity

on the winner node is possible. It moreover performed well
in the simulations done so far. The results encourage us to
continue our work and finally provide an efficient, distributed
and accurate event detection and localization mechanism.

VI. CONCLUSIONS

We introduced two algorithms in this paper, namely the
distributed election-winner notification algorithm (DENA) and
the intensity-based localization algorithm (ILA). The combi-
nation of both algorithms builds a framework to efficiently
and accurately detect and localize events. The dependence
of the ILA algorithm on merely the derived intensity of an
event on a sensor node constitutes its generic applicability as
well as its weak binding on sensor hardware. In this paper
we have shown that the performance of the ILA algorithm
verified our expectations. It was shown that the location of an
event can be computed in a distributed manner without need
to gather any information on a sink node and that the accuracy
of the event location improves the closer to the event the
ILA algorithm is performed. Concerning the DENA algorithm,
we have shown that the notification message is distributed
efficiently by the dynamic broadcast protocol (DDB). The
number of retransmitting nodes is decreased considerably with
both DDB metrics tested so far. It remains to mention that
both, the ILA and the DENA algorithm work close together
in our approach. This is reasonable, it does however not restrict
the applicability of the key functionality of both algorithms on
their own.

VII. FUTURE WORK

In future work we will further evaluate both algorithms.
Special interest will be focused on the additional delay the
DENA causes and on its ability to minimize the number of
retransmitting nodes. At time, the DENA algorithm causes
every node in the two-hop neighborhood of the winner node
to respond. The possibility to query only a subset of these
nodes will be considered. Furthermore, an implementation of
the framework using the OMNeT++ [16] network simulator
has been started. We will compare our framework to other
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event detection and localization schemes. Thereby, we will
focus on energy and bandwidth consumption. At time, the ILA
algorithm needs the information of all neighboring nodes. In
future work we will investigate if a subset of these neighbor
nodes results in sufficiently accurate results. In that context,
we will also investigate appropriate techniques to filter outliers.
To deal with erroneous sensor measurements we currently use
a linear mean-square approach. We will consider the usage
of more sophisticated non-linear least square methods [17].
Finally, we will perform extensive sensor measurements on
real hardware to obtain sophisticated error models and we will
check if the algorithm is also feasible when applied on moving
events and with multiple event sources.
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Abstract—Considerable research has been done on the content-

based image delivery and access in distributed repositories. As 
noted in the literature, there is always a tradeoff between the 
image quality and the access speed. In addition, the overall 
performance is greatly determined by the distribution of the 
image data, specially, in a heterogeneous environment. In this 
paper, a semantic-based image access scheme for a distributed, 
mobile, heterogeneous database infrastructure, the Ubiquitous 
Content Summary Model, is presented that addresses both the 
data quality and performance issues. With the ability of 
summarizing the content information and guiding the data 
distribution, the proposed solution is distinguished by its 
mathematical representation and concise abstraction of the 
semantic contents of image data, which are further integrated to 
form a general overview of a image data source and its 
application of word relationships to construct a hierarchical 
meta-data based on the summary schemas allowing imprecise 
queries. Furthermore, it achieves the optimal performance in 
terms of searching cost. The fundamental structure of the 
proposed model is presented.  
 

Index Terms—Mobile Image Retrieval, Content Distribution, 
Data Integration, Ontology Model 
 

I. INTRODUCTION 
EARCHING and accessing image data from a collection of 
heterogeneous mobile data sources such as sensor or ad 

hoc networks is becoming important in many applications. 
Undoubtedly, image information is among the most powerful 
representations of the human thought ─ representation of 
entities as objects and representation of the complex objects in 
term of simpler objects [6]. However, image data is also one of 
the most non-manipulative structures in computers [2]. 
Indexing on images is rather difficult, which makes accessing 
or semantically organizing image data more difficult to realize. 
In a heterogeneous distributed environment, the autonomy and 
heterogeneity of local databases introduce additional comple-
xity to efficient representation and manipulation of image data. 
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Traditionally feature vectors as the representative of image 
data are employed to facilitate content-based query processing 
[3, 8, 17]. For an application-specific domain, the features 
from image data, empirically or heuristically, are extracted, 
integrated, and represented as some vectors according to the 
predefined application criteria. Due to the application-specific 
requirements, this approach lacks scalability, accuracy, robust-
ness, and efficiency. 

As a better alternative, one can manipulate the image data at 
a unified semantic-entity level. In this approach, the hetero-
geneous image data sources are integrated into a unified 
format — in spite of their differences. In addition, in this 
unified paradigm, different types of media (audio, video, 
image, and text) can be considered as inter-convertible objects. 
With the thorough understanding of the image content, this 
paradigm provides the QoS-guaranteed query processing with 
higher scalability and lower resource requirements.  

In this work, we present an iterative method to represent a 
image object as a combinatorial expression of its simpler 
objects. In addition, a novel content-aware image indexing and 
accessing scheme for a heterogeneous distributed database 
environment is discussed. The proposed scheme, as a target 
platform, is used and enhanced based on the proposed content-
aware accessing scheme ─ Ubiquitous Content Summary 
Model (UCSM). With the guidance of these summaries, the 
content-based image retrieval scheme offers superior perfor-
mance than several well-known image indexing schemes, as 
demonstrated in our experiments. 

This paper is organized into seven parts: Section 2 briefly 
overviews the related work and background materials. Section 
3 addresses the concepts of the UCSM. Section 4 introduces 
the methodology framework. Section 5 analyzes the perfor-
mance of the proposed model. Section 6 further discusses the 
description of image data contents within the framework of 
enhanced UCSM. Finally, section 7 draws the paper to a 
conclusion.   

 

II. BACKGROUND AND RELATED WORK 

2.1 Image Retrieval 
As witnessed by the literature [3-12], the research on the 

content-based image retrieval processing has focused on three 
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interrelated issues: 
•  Representation of the image entities, 
•  Indexing and organization of the image entities, and 
•  Query processing strategies of image databases. 

It should be noted that, most of the solutions that have 
advanced in the literature, study the image entities within the 
scope of the object oriented paradigm and hence, quantify a 
image data entity based on the features of its elementary 
objects. 

Image data representation 

The feature-based representation models can be further 
classified into four classes: the cluster-based organization, 
representative region approach, annotation-based organization, 
and decision tree-based organization [7-10]. 

The clustering-based approach partitions the image data 
objects into clusters of semantically similar objects [7, 20- 24]. 
The clustering approach can be further grouped into the 
supervised and unsupervised mode [7, 23, 24]. The supervised 
clustering approach utilizes the user’s knowledge as input to 
cluster image objects, and hence it is not a general purpose 
clustering approach. As expected, the unsupervised clustering 
approach does not need the interaction with user. Hence, it is 
an ideal mechanism to cluster unknown image data 
automatically. Alternatively, the representative region 
approach, according to the Expectation Maximization (EM), 
constructs a simple description of the image objects based on 
several of the most representative regions of the objects [8, 
25]. Motivated by the text attachment of image objects, the 
annotation-based organization paradigm makes use of 
manually or automatically added annotations [9]. Finally, 
integrated with the relevance feedback, the decision-tree-based 
approach organizes image data in a hierarchical fashion that 
separates the data by recursively applying decision rules [10, 
26, 27, 28]. 

Efficient indexing scheme 

Employment of efficient indexing is the key issue to the 
real-time retrieval of the image data . Efficient indexing is 
relatively more complicated when heterogeneous image data 
sources need to be integrated together. Two classes of 
indexing schemes have been discussed in the literature: The 
partition based indexing and the region-based indexing. 

The partition-based indexing scheme, Quad-tree [11, 29], 
K-d-tree [15, 30], and VP-tree [16, 31], is a top-down process 
that recursively, divides the image object (or multidimensional 
feature space) into disjoint partitions while constructing a 
hierarchical data structure that represents the index of the 
image object. The region-based indexing scheme, R-tree [12], 
R*-tree [13], and SR-tree [14], takes a bottom-up approach in 
forming an access index ─ regard the image data as point 
objects in multi-dimensional feature space, employ some small 
regions to cover all the points, and then recursively, combines 
small regions into larger groups (how does the index form). 

Efficient query processing 

Searching for the image data is the crucial step in providing 
real-time image services. Based on the type of information 
submitted to the search engine, three searching strategies have 
been recognized: keyword querying, example matching, and 
fast browsing [18]. Cox et al. [18] proposed a Bayesian image 
retrieval system that accommodated all these three strategies. 

Within the scope of a networked environment, the literature 
has addressed several practical image systems. The IBM 
Query by Image Content project (QBIC System by IBM 
Almaden Research Center) [3] allows users to query an image 
collection using features of image content – colors, textures, 
shapes, locations, and layout of images and image objects. 
Multi-dimensional feature vectors are employed to describe 
image content, with an R*-tree as the indexing structure. 
Speech Recognition (Jabber experimental system) [4] uses 
concept clustering based on indexing on audio content of a 
videoconference. It employs word recognition facility to set up 
an index based on the recognized words. To find the main 
topics and make a meaningful index, the Jabber system uses 
several lexical conglomerates, such as chains, trees, and 
clusters. The system uses surrounding words as restrictions, 
then compares the semantic distances of different 
relationships, and finally determines the relationship with 
minimal distance as the meaning of specified word. The 
Photobook System (developed by the MIT Media Lab) [5] is a 
system for Face recognition based on eigenvector descriptor. 
The Photobook System efficiently uses "distance-from-feature-
space" (DFFS) to detect eigen-features. Given an input image, 
a feature distance-map is built by computing the DFFS at each 
pixel. The global minimum of this distance map is then 
selected as the best feature match. 

In spite of the progress reported in the literature, the 
content-based image research is in its infancy . The scope of 
research in image database extends drastically when 
parameters such as autonomy, heterogeneity, mobility, and 
wireless limitation are added to the mix [6]. 

2.2 Multi-Database Systems 
A multi-database system MDBS is a distributed system that 

acts as a global layer sitting on top of multiple preexisting 
distributed, autonomous, and heterogeneous local databases 
{LDBSi, for 1 < i < n} [1]. The local databases are connected 
via wired/wireless networks to form a global information 
sharing system. The local databases play dual roles in 
managing the data sources: On one hand, each local database 
LDBSi located at site LSi, manages its local dataset LDSi. On 
the other hand, all local databases are harmonized under the 
restriction of a global access control mechanism. Figure 1 
depicts a multi-database system. 

Two types of requests exist in a multi-database system: local 
requests and global requests. The local requests are performed 
by the local database systems autonomously. The global 
requests, however, require the cooperation among local data- 
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Figure 1: The Multi-database System. 
 
bases. Normally, a global request Rg is the combination of a 
set of sub-requests {Rg

[ i ], for 1 < i < m}, where each sub-
request Rg

[ i ] is treated as a local request that can be executed 
on one of the local databases. The global request Rg is 
complete only after all the sub-requests are terminated at the 
local databases. 

2.3 Summary Schemas Model 
The Summary-Schemas Model (SSM) was proposed as a 

solution to large-scale multi-database systems [1, 19, 32]. It is 
a content-aware infrastructure that enables imprecise query 
processing on distributed heterogeneous data sources. The 
scalable content-aware query processing is made possible with 
the aid of an indexing meta-data based on the hierarchy of 
summary schemas, which comprises three major components: 
a thesaurus, a collection of autonomous local nodes, and a set 
of summary-schemas nodes. 

The thesaurus provides an automated taxonomy that 
categorizes the local access terms and defines their semantic 
relationships ─ the thesaurus may utilize any of the off-the-
shelf thesauruses (e.g. Roger’s Thesaurus) as its basis. A 
Semantic-Distance Metric (SDM) is defined to provide 
quantitative measurement of “semantic similarity” between 
terms [19]. A local node is a physical database containing the 
data sources in different forms and representation, i.e., image 
data, textual data, formatted data. The local node is organized 
autonomously, on condition that its semantic content is 

communicated to the global mechanism at the thesaurus level. 
With the help of the thesaurus, the local access terms are 
classified, mapped, and integrated to their hypernyms. A 
summary schemas node is a virtual database concisely 
describing the semantic contents of its child (children) node(s). 
More detailed descriptions about the SSM can be found in [1, 
19, 32]. 

In contrast with other multi-database solutions, the SSM has 
the following properties due to its unique semantic-based 
organization: 

•  The SSM allows automatic semantic-based data 
integration regardless of the heterogeneity of data 
sources. 

•  The SSM allows imprecise query processing. As a result, 
a user is able to submit his/her request in a free format 
notation. 

•  The SSM provides highly efficient content-based 
indexing capability. 

•  The SSM offers high scalability and robustness. 

3 PRELIMINARIES 
To overcome the aforementioned shortcomings of existing 

image systems, we introduced a novel image access paradigm 
based on the summary schemas model (SSM). As a scalable 
content-based scheme, the SSM prototype was originally 
proposed to resolve the name differences among semantically 
similar data in multi-database systems. Due to its concise 
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structure and strong cross-modal representation capability, the 
SSM provides an efficient method of accessing image data.  

3.1 Representation of Image Objects 
The foundation of most image retrieval systems is the 

feature representation of image objects [2]. Extracted in the 
preprocessing stage of image representation, the features play 
an important role in quantizing the non-structured image data. 
The following definitions are the fundamental concepts of 
image retrieval systems. 
Definition 1: Feature extraction 

Assume I = {Ij | 1 < j < n} is a set of image objects, and Φ = 
{ϕi | 1 < i < m} is the ordered mask of feature extraction 
priorities. The feature extraction process is a function f: I × ΦΦΦΦ 
→→→→ D, where D is the feature destination set. D could be a set 
of high-dimensional vectors, a set of cluster IDs, or real 
numbers indicating the semantic cluster that the image object 
belongs to. 

In the image retrieval systems, there are two types of 
features: granule-level features and object-level features. The 
granule-level features are derived from the original format of 
image storage — i.e., those characteristics that directly or 
indirectly are obtained from the pixels, such as colors, 
textures, saturation. The object-level features, in contrast, are 
obtained from the recognition of the higher-level 
understanding of the image data — the semantic topics of the 
image data. In the aforementioned image retrieval system, the 
object-level features can be the recognized as elementary data 
items, shapes, spatial relationship, and etc. 
Definition 2: Semantic distance 

Suppose I = {Ij | 1 < j < n} is the set of image objects, and 
ΦΦΦΦ = {ϕi | 1 < i < m} is the ordered mask of feature extraction 
priorities. The semantic distance on feature ϕi is a function gϕi: 
I × I →→→→ R, where R is the set of real numbers. The semantic 
distance function gϕi compares two image objects and returns 
their semantic distance. 

The function gϕi satisfies the following characteristics: 
1) For any pair of image objects x and y: gϕi (x, y) > 0, 
2) gϕi (x, y) = 0 iff  x = y, 
3) For any pair of image objects x and y: gϕi (x, y) = gϕi 

(y, x), and 
4) For image objects x, y, and z: gϕi (x, y) + gϕi (y, z) < gϕi 

(x, z).   
The semantic distance provides a quantized measure of 

comparing the difference between image objects. Based on the 
definition of semantic distance, we introduce the nearest 
neighbor concept that is widely used in most image retrieval 
systems.  
Definition 3: The 1-nearest neighbor 

Assume I = {Ij | 1 < j < n} is the set of image objects, Φ = 
{φi | 1 < i < m} is the ordered mask of feature extraction 
priorities, W = {wi | 1 < i < m} is the set of weights of the 
feature extraction priorities, and X is the image object that is 
used as the query example. The nearest-neighbor searching 
process is a function Q: 

Q (X, I, Φ, W) = {Ii | Ii = min{∑m
k=1(gφk (X, Ij)* wk)}n

j=1} 
Definition 4: The K-nearest neighbor 

Assume I = {Ij | 1 < j < n} is the set of image objects, Φ = 
{φi | 1 < i < m} is the ordered mask of feature extraction 
priorities, W = {wi | 1 < i < m} is the set of weight of the 
feature extraction priorities, K is the parameter indicating the 
number of nearest neighbors, and X is the image object that is 
used as the query example. The K-nearest-neighbor searching 
process is a function Q*: 

Q* (X, K, I, Φ, W) = {Ii |    |Q* (X, K, I, Φ, W)|=K, ∀ I’
j 

∉  Q*(X, K, I, Φ, W),        ∑m
k=1(gφk (X, Ii)* wk) < ∑m

k=1 

(gφk(X, I’
j)* wk)} 

The 1-nearest-neighbor search returns the image objects 
with the smallest semantic distance from the query example. 
The K-nearest-neighbor search returns K image objects, with 
the decreasing order of their similarities to the query example. 

Based on the definition of semantic distance, the nearest-
neighbor search can be performed in a multi-dimensional 
space of features. If we consider each feature as a dimension, 
the image object can be considered as a vertex in the 
multidimensional space of features. In this multidimensional 
space, the semantic distance between image objects is 
quantified as the spatial distance between vertices. The nearest 
neighbors should have similar positions as the querying 
example object. In another word, the nearest neighbors resides 
within a sphere whose center is the querying image object 
(Figure 2). In Figure 2, the semantic distance between any 
nearest neighbor and the querying image object is less than the 
radius of the sphere.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: The search sphere for nearest neighbors. 

Definition 5: The Elementary Entity 
The elementary entities are those data entities that 

semantically represent basic objects (objects that cannot be 
divided further). Formally, the semantic contents of an 
elementary entity (E) can be considered as a first-order logic 
expression. 
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Let E = f1 ∧  f2 ∧  …∧  fn, where fi = pi1 ∨  pi2 ∨ … ∨  pim is the 
disjunction of some logic predicates (true/false values) and pi1 
… pim form a logic predicate set Fi, ─ In the feature-based 
image data sets, fi indicates the ith feature of the elementary 
entity. The semantic contents of an elementary entity can then 
be defined as: 

E    =  ∧
=

n

i 1
( ∨

=

m

j 1
pij), for every pij ∈  Fi.  

Note that in any term fi = pi1 ∨  pi2 ∨ … ∨  pim, there is one 
and only one true predicate pij.. For instance, if pi1, pi2 …  pim 
correspond to all possible color patterns, the semantic content 
of fi at any time is a specific color pattern. Since fi is 
disjunction of pi1, pi2 …  pim, the false predicates do not affect 
the final result. The content of an elementary entity is 
restricted by its conjunction terms f1, f2 … fn, which are the 
extracted features in application domains. 
Definition 6: The Image Object 

A image object is a collection of elementary entities. Given 
the above definition of elementary entities E1, E2, …, Ek, the 
semantic contents of a image object can be defined as: 

S    =  r
k

i 1=

 Ej . 

According to the definitions 5 and 6, a image object is 
considered as a combination of logic terms, whose value 
represents its semantic content. The analysis of semantic 
contents is then converted to the evaluation of logic terms and 
their combinations. This content representation approach 
offers the following advantages:  

•  The logic terms provide a convenient way to describe 
semantic contents concisely and precisely ─ The features 
of any elementary image object can be determined easily, 
hence, the semantic content of a complex image object 
can also be obtained using logic computations. The 
similarity between objects can be considered as the 
equivalence of their corresponding logic terms. 

•  This logic representation of image content is often more 
space efficient than feature vector. In a specific image 
database system, the feature vector is often of fixed 
length to facilitate the operations. However, for some 
objects, some features may be null. Although these null 
features do not contribute to the semantic contents of 
image objects, they still occupy space in the feature 
vectors, and hence lower space utilization. In contrast, 
the logic representation can improve storage utilization 
by eliminating the null features from logic terms. 

•  Compared with feature vectors, the logic terms provide 
an understanding of image contents that is closer to 
human perception. 

•  Optimization can be easily performed on logic terms 
using mathematical analysis. By replacing long terms 
with mathematically equivalent terms of shorter lengths, 
the image representation can be automatically optimized. 

•  Based on the equivalence of logic terms, the semantically 

similar objects can be easily found and grouped into the 
same clusters. This organization facilitates the nearest-
neighbor retrieval, and at the same time reduces 
overlapping and redundancy. Hence, searching efficiency 
and storage utilization are both improved. 

An interesting issue is that the logic representation approach 
can be seamlessly integrated with SSM. Each concept in the 
logic representation can find its counterpart in SSM, and hence 
can be performed within the domain of SSM. For instance, the 
equivalence between logic terms can be considered as the 
synonym relationship between summary schemas. Hence, the 
operation of finding equivalent terms in logic domain can be 
mapped to searching for synonyms in summary schemas 
domain. Similarly, other relationships between logic terms can 
also be conveniently represented in SSM. If term A is equal to 
a part of term B, then this “inclusion” relationship between A 
and B can be described with hypernym and hyponym 
relationships in SSM. Considering the strengths of SSM in 
organizing data [1, 19], we incorporate the logic representation 
within the framework of SSM. For simplicity, we consider 
logic term and summary schema as the same concept in the 
remaining part of this paper.  

3.2 The Rationale of UCSM 
The UCSM, the integration of SSM with logic predicate 

representation of image data contents, takes the 
aforementioned concepts further to a more general 
representation of image contents, with a series of interrelated 
access terms representing the relationship among image 
objects at the data base granularity level. As noted before, the 
SSM organizes and classify the data sources based on database 
semantics – database schemas and summary schemas, and 
word relationships. Within the SSM terminology then, a 
database schema is a group of access terms that describe the 
contents of image data source. A summary schema is a concise 
abstract of semantic contents of a group of database schemas. 
The summary schemas are connected through synonym, 
hypernym, and hyponym links. These links are logically used 
to represent the semantic relationship among image data 
objects. 

Synonym links in the UCSM hierarchy are used to represent 
the semantically similar data entities regardless of their 
representation and/or access term differences. Refer to our 
methodology; a synonym link represents equivalence 
relationship between two image (or two groups of image) data 
objects. For instance, assume in an image environment, photos 
are grouped according to their authors. As a result, two similar 
photos taken by different authors will be kept in different 
databases. To represent similarity relationship between these 
two photos kept in two different databases, the UCSM 
employs synonym links to connect and group the similar image 
objects together. 

•  A hypernym is the generalized description of the 
common characteristics of a group of data entities. For 
instance, the hypernym of dogs, monkeys, and horses is 
mammal. To find the proper hypernyms of image 
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objects, the UCSM maintains an on-line system 
taxonomy that provides the mapping from image objects 
to hypernym terms. Based on the hypernyms of image 
objects, the UCSM can generate the higher-level 
hypernyms that describe the more comprehensive 
concepts. For example, the hypernym of mammals, birds, 
fish and reptiles is animal. Recursive application of 
hypernym relation generates the hierarchical meta-data 
of the UCSM. This in tern conceptually gives a concise 
semantic view of all the globally shared image objects. 
Refer to our methodology; a hypernym link represents “a 
member of” relationship. 

•  A hyponym is the counter concept of a hypernym. It is 
the specialized description of the precise characteristics 
of image objects. It inherits the abstract description from 
its direct hypernym, and possesses its own particular 
features. The UCSM uses hyponyms links to indicate the 
hyponyms of every hypernym. These links compose the 
routes from the most abstract descriptions to the specific 
image objects. 

One of the merits of the UCSM is the ease of nearest-
neighbor search operation. In the UCSM, the nearest neighbors 
are considered as synonyms that are connected through 
synonym links. As a result, the nearest-neighbor search is 
simplified into a process of finding the synonym links. In other 
indexing models, the nearest neighbor indexing is a time-
consuming process that requires searching through a subset of 
the distributed image databases [13, 14, 16]. 

3.3 The Structure of Summaries 
The heart of the UCSM prototype is the generation of 

summary schemas, which imply the semantic content of image 
objects. Motivated by the observation that the low accuracy of 
the present image retrieval systems is due to the improper 
selection of granule-level features as the representation 
foundation, UCSM prototype employs the object-level features 
obtained from some computer vision algorithms [17, 25]. 
Since these object-level features usually have stronger 
descriptive capability than granule-level features, the summary 
schemas are able to describe the semantic contents of image 
data using more concise terms. 

To represent the content of image objects in a computer-
friendly structural fashion, the UCSM organizes the image 
objects into layers according to their semantic contents. A 
image object, say, an image, can be considered as the 
combination of a series of elementary entities, such as animals, 
vehicles, and buildings. 

4 PROPOSED METHODOLOGY 
Based on the summary schemas topology, the image 

databases are organized in a hierarchy, which consists of leaf 
nodes and intermediate summary schema nodes. The leaf 
nodes, containing the real data, are clustered according to their 
semantic contents. The common information of each group is 
extracted and kept in a higher-level summary schema node. 
This semantic summarization process continues until it reaches 

the root node. Consequently, the root node keeps the most 
abstract view of all the globally shared data objects. Traversal 
from root node to leaf nodes, the UCSM hierarchy provides a 
gradually refining method to find the image objects. 

This UCSM hierarchy is notable in its strong support to 
content-based image retrieval. The query can be submitted at 
any summary schema node as well as the local databases. The 
query is resolved as a series of matching query requirements 
with summary schemas. The query processor first compares 
the summary schema’s entry at the query origin node with the 
query goal. In case of a successful match, then the query 
processor returns the accessing terms as the result, if the query 
is originated at a leaf node, or query goal is sent to the proper 
child (children) node (s). Otherwise, the query goal moves up 
the summary schema’s hierarchy and tries to match the query 
at a higher level. This process continues until the query goal 
reaches leaf node (s) or the query goal reaches root without a 
successful match. Based on our experimental result [32], the 
height of the UCSM hierarchy is short, which by default 
implies efficient search process. 

In the UCSM, a user could issue either imprecise or precise 
queries.  Imprecise queries are those that may have access 
terms different from local access terms and/or may not specify 
any location of the data.  Precise queries, on the other hand, 
use exact local access terms and also give specific data 
location.  A precise query can be resolved by sending the 
query directly to the specified database whereas the process of 
resolving an imprecise query is more involved in identifying 
semantic intents of the user’s query and then, based on that 
intention, the query shall be resolved. 

The hierarchical structure of the UCSM is used to resolve 
imprecise queries.  The query resolution starts at the node 
issuing the query.  Each term ‘a’ in the query is compared with 
the terms in the schema ‘s’ at that node.  If the SDM between 
all query terms and schema terms is less than or equal to some 
specified threshold SDM, the query is resolved either at that 
node (if it is a local node) or at the children of that node (if it 
is an SSM node).  On the other hand, if ‘a’ and ‘s’ are not 
linguistically related; hence, not matched, the search proceeds 
to the parent of the current node.  This process will recursively 
continue until either the search reaches the top of the UCSM 
hierarchy and fails with no possible downward search, or the 
search fails at a particular node on a downward traversal, or 
the search reaches a local-node where the query is resolved.  
The search fails at a specific node when the query terms do not 
match the schema terms at that node. 

Given a random set of image objects in a heterogeneous 
multi-database environment, the UCSM prototype relies on its 
summarization capability to construct a hierarchical indexing 
structure for these objects. Hence, finding proper content 
integration methods is the crucial step to show the 
effectiveness of the UCSM. Two classes of content integration 
are employed in the UCSM framework: 

•  Replacing a set of specific terms with a more general 
term (hypernym relation), such as summarizing “car”, 
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“bus”, and “truck” into a more abstract concept “auto”; 
and 

•  Reorganizing combinations of features to a more concise 
description, such as changing {[(object = dog) ∧  (color = 
grey)] t  [(object = dog) ∧  (color = white)]} into a 

shorter equivalent term {(object = dog) ∧  [(color = grey) 
∨  (color = white)]}. 

The first type of content integration is automated and relies 
on a system thesaurus [19, 32]. The second type, however, is 
an intriguing new issue that has not been explored. This 
content integration process, if resolved with properly designed 
strategies, would drastically reduce the cost of content-based 
retrieval in image databases. 

Our goal in the content integration process is to specify the 
hidden semantic relationships among the image objects using 
an effective analytical comparison of the features. Inspired by 
the formation of Karnaugh Maps, we designed a combinatorial 
optimization table to shorten the complex combinations of 
features into condensed logic terms. 

A UCSM-based indexing hierarchy is constructed during 
this content integration process. Compared with other indexing 
models, the UCSM hierarchy provides a more efficient content 
description by exploiting the unique summary representation 
of image objects. Our experimental results show that the 
UCSM has superior performance than some classic image 
indexing models, such as R*-tree and M-tree. 

5 THEORETICAL STUDY 
In this section, the performance of the proposed UCSM-

based searching scheme is analyzed. As it is expected an 
effective content-based retrieval mechanism requires the 
ability to capture the semantic contents of the data objects 
accurately and efficient data searching. We analyze the 
performance of the UCSM based on two performance metrics; 
the size of the summary schemas and the searching cost in the 
summary-schemas hierarchy. Some presumptions are given to 
simplify the analysis process and final conclusions. The 
rationality of performance analysis is further supported by our 
simulation results. 

5.1 The Analysis of Summary Schemas 
In section 4, the semantic contents of image objects were 

mapped to a multidimensional space of features, then 
expressed as the disjunction of some first-order logic terms, 
and finally converted to a concise representation with the help 
of a combinatory optimization table. We now justify the 
rationality of summary schemas by showing that the size of the 
summary schemas is drastically shortened after optimization.  

The size of summary schemas is measured by the number of 
predicates, which is comparable with the number of features in 
most of the other content-based indexing models. Reducing the 
number of predicates can reduce the number of comparisons in 
image object matching and consequently the communication 
cost during the query processing. 

We assume a image object (say, an image) I having K 
elementary entities E1, E2, …, Ek. Each elementary entity is 
within the multidimensional feature space indicated by f1, f2, 
…, fn, where fi = pi1 ∨  pi2 ∨ … ∨  pim is the disjunction of some 
logic predicates. As mentioned in section 2, the semantic 
content of the image object I can be represented as the union 
of the elementary entities, which are expressed as the 
conjunctions of predicates. Refer to Definitions 5 and 6, we 
have the following expression of semantic content: 

S    =  r
k

i 1=

 Ei  =   r
k

i 1=

[ ∧
=

n

j 1
( ∨

=

m

h 1
 pjh )], for every pjh ∈  Fj  

 
Since the semantic content of feature fi is uniquely 

determined by the true predicate pix within pi1, pi2,… , pim, we 
change the above equation into a simpler form: 

S    =    r
k

i 1=

( ∧
=

n

j 1
 pj 

( i )
 ) 

where pj 
( i ) is the true predicate of the jth feature of the ith 

elementary entity. 
Let S* be the final result from the combinatory optimization 

table. Given the definition of combinatory optimization table, 
S* by default expresses the same semantic content as S. 
According to step 4 of the optimization method, S* is the union 
of a collection of clusters C1, C2, …, Cq, with each cluster 
indicating several elementary entities. Hence, S* can be 
expressed as the following: 

S*  = t
q

i 1=

Ci.  

As mentioned earlier, each cluster corresponds to a 
rectangular region in the combinatory optimization table. 
Assume cluster Ci is horizontally indicated by labels L1’, 
L2’,…, Lr’, and vertically indicated by labels L1”, L2”,…, Ls”. 
Here any label in L1’, L2’,…, Lr’ or L1”, L2”,…, Ls” can be the 
conjunction of several predicates in equation (2). For instance, 
L1’ may be (object = cat) ∧  (color = grey). Then Ci can be 
expressed as (L1’ ∨  L2’ ∨ …∨  Lr’) ∧  (L1” ∨  L2” ∨ …∨  Ls”), or 

∨
=

r

i 1
[ ∨

=

s

j 1
 (Li’ ∧  Lj” )]. 

When representing the clusters with labels, if a cluster is a 
whole row/column, then the label for the row/column can be 
omitted in the representation. For instance, if all texture 
patterns are in a cluster, then this cluster does not need the 
feature “texture” in its representation. For the clusters that do 
not contain whole rows/columns, avoiding overlapping with 
other clusters can reduce the size of summary schemas. 

5.2 The Search Cost 
Some content-based indexing models evaluated searching 

cost in terms of the number of comparisons [18], while others 
use the number of disk accesses as the searching cost [14, 16]. 
We believe that both parameters should be accounted when 
determining the searching cost. In this section, the searching 
cost of the summary-schemas hierarchy is calculated as the 
average number of accesses at the summary-schemas nodes 
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(number of comparisons) and local nodes (number of disk 
accesses). 

We assume a set of n image objects, I1, I2, …, In and the 
following notations in our analysis: 

•  P (Ii): The probability of being queried for image object 
Ii.  

•  W : The average searching cost for all image objects in 
any indexing tree model. 

•  W (Ii): The searching cost for image object Ii in any 
indexing tree model. 

•  N (Ii): The number of nodes on the path from root node 
to image object Ii in any indexing tree model. 

•  W *: The average searching cost for all image objects in 
summary schemas model. 

•  W* (Ii): The searching cost for image object Ii in summary 
schemas model. 

•  N* (Ii): The number of nodes on the path from root node 
to image object Ii in summary schemas model. 

Given the above notations, the searching cost for a request 
composed on n random objects is: 

W  = ∑
=

n

i 1
[P (Ii) W (Ii)]            (1) 

Considering the definitions of the indexing models [11-18], 
the content-based searching always starts from the root node, 
traverses within the indexing tree, and finally arrives at the 
image object Ii. Thus, 

W (Ii) > N (Ii)                (2) 

W  = ∑
=

n

i 1
[ P (Ii) W (Ii)] > ∑

=

n

i 1
[ P (Ii) N (Ii)]   (3) 

Lemma 1: The UCSM hierarchy does not contain any form 
of overlapping between its branches. 

The elimination of overlapping between branches of the 
UCSM hierarchy is due to the existence of synonym links. 
While the other indexing models (R-tree family, SS-tree, etc.) 
are striving for the reduction of overlapping, the UCSM 
hierarchy can completely remove the overlapping data by 
adding some synonym links to other branches. 
Proposition 1: Given a fixed set of image objects, the 
UCSM hierarchy has less or equal height than any indexing 
tree. 
Proof. We will prove that any indexing tree can be described 
using the UCSM hierarchy with less or equal height. Given 
any arbitrary set of image objects I = {I1, I2, …, In} and any 
indexing tree model M, we can construct an equivalent UCSM 
hierarchy in the following way: 

Let T be the indexing tree generated from applying indexing 
model M to the image data set I. And for any node ni in tree T, 
let feature (ni) be the set of features that globally identify node 
ni, parent (ni) denote the parent node of ni, and children (ni) 
be the set of child (children) node(s) of ni.  

First, we group the leaf nodes into clusters C1, C2, …, Ck 
according to common parents. For any cluster Cj, make a 
union of all features of the nodes in this cluster to get the 
features for the common parent node. That is to say, suppose 

n* is the common parent node of cluster Cj, feature (n*) = 

t
Cjni∈

feature (ni). The rationale behind this union is the fact 

that any node in the tree-based indexing structure can be 
identified by the route from the root to that node, which can 
also be determined by the features available at that node. 

Next, we can use the aforementioned summarization process 
to generate a proper summary schema for the parent node n*. 
By recursively making abstraction, we construct a UCSM 
hierarchy with no more height than the indexing tree T. 
According to Lemma 1, this UCSM hierarchy does not contain 
any overlapping, which may further reduce the height of the 
UCSM hierarchy. Hence, the UCSM hierarchy can describe 
any feature-based indexing tree with less or equal height. Or in 
another word, for any image object Ii, we have N* (Ii) < N (Ii). 

As mentioned earlier in sections 3 and 4, the query can be 
submitted at any arbitrary summary-schemas node. In 
particular, when a K-nearest-neighbor query is submitted to 
the summary-schemas model, the searching is restricted within 
a small region rather than the whole indexing hierarchy. 
Assume the nearest neighbors are ordered by their similarities 
as I’1, I’2, …, I’K, the searching of I’2 will be restricted within 
an area near the place of I’1, which makes W* (I’2) < N* (I’2). 
Hence, 

W * = ∑
=

n

i 1
[P (Ii) W* (I’i)] < ∑

=

n

i 1
[P (Ii) N* (I’i)]   (4) 

Considering equation (3) and Proposition 1, we obtain 

W * < ∑
=

n

i 1
[P (Ii) N* (I’i)] < ∑

=

n

i 1
[P (Ii) N (I’i)] < W  (5) 

Hence, the UCSM achieves the optimal performance in 
terms of searching cost. 

6 FURTHER DISCUSSIONS 
In addition to the performance consideration, another 

important factor – imprecise query processing – favors the 
choice of summary-schemas model as the underlying platform 
for content-based indexing. Most of the previous researches 
[11-18] in content-based retrieval focus on searching cost and 
similarity comparisons, and do not consider the imprecise 
query processing. As mentioned earlier, the summary-schemas 
hierarchy contains two types of summary schemas: the lower-
level summary schemas generated by optimization of features, 
and the higher-level summary schemas constructed from 
content abstraction of lower-level summary schemas. The 
higher-level summary schemas may reveal some semantic 
content beyond the features extracted from the underlying data 
objects. For example, an image containing “flowers” and 
“smiling faces” may express the concept of “happiness”. For 
simplicity, we denote the lower-level summary schemas as 
“quantitative summaries”, and denote the higher-level 
summary schemas as “descriptive summaries”. 

Section 4 presented an optimization algorithm for 
generating quantitative summaries. However, these 
quantitative summaries may not be able to reveal the 
implication of image objects. For instances, gestures, facial 
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expressions, and background settings may have some 
implications that can only be extracted with human senses. 
Fortunately, these implications can be integrated within the 
higher-level summary schemas (descriptive summaries). 

The descriptive summaries obtain the implications with the 
help of some common-sense rules, which indicate the semantic 
relationships between visual components and their symbolic 
meanings. For instance, “sun + flowers + smile” means 
“happiness”, and “white doves + olive” symbolizes “peace”. 
Some complex image objects may generate multi-level 
descriptive summaries. 

With descriptive summaries, an imprecise query can be 
processed as follows: First, find a summary schema that 
matches with the query; then decompose the imprecise query 
into simpler descriptive summaries (or quantitative summaries) 
as sub queries; and finally combine the results from the 
decomposed sub queries. The capability of processing 
imprecise queries drastically enhances the searching power of 
the UCSM-based search engine, and makes the UCSM 
distinguished from other content-based indexing models. 

7 CONCLUSIONS 
We proposed a novel content-aware retrieval model for 

image data objects in heterogeneous distributed database 
environment. In contrast with the traditional feature-based 
indexing models, the proposed model employs a concise 
descriptive term – ubiquitous content summary – to represent 
the semantic contents of image objects. In short, the proposed 
model offers the following advantages: (1) the concise 
summary accurately represents the semantic contents of image 
objects using optimized logic terms; (2) the descriptive 
summary enables the search engine with capability of handling 
imprecise queries; and (3) the performance of content-based 
indexing within the UCSM hierarchy is optimal in terms of 
searching cost. Our future work would include improvements 
of the UCSM prototype, such as more efficient summarization 
strategies and adaptation to wireless network environments.  
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Abstract— The prospect of having an easily-deployable, self-
configuring network for a relatively low investment has made
wireless mesh networks an attractive platform to provide wireless
services. With the significant attention currently placed on
wireless mesh networking, deployment of these mesh networks
may be imminent. However, even with the infrastructure in place,
development of flexible middleware has yet to reach a level where
it can deliver on the promise of mesh networks due to the special
characteristics of wireless connectivity. In this paper, we propose
a fully decentralized news service based on epidemics. Its simple
design makes for a scalable and robust solution, flexible enough
to be used as the basis for other more sophisticated applications.

I. INTRODUCTION

As advances in wireless networking continue, we are grad-
ually seeing a shift in which distributed (middleware) systems
are moving from wired networks to heterogenous or com-
pletely wireless systems. Notably, wireless mesh networks [1]
offer the facilities to quickly and cheaply set up a networking
infrastructure that can easily span the size of a city. From a
distributed systems perspective, the challenge lies in provid-
ing services that can hide the inherent unreliable nature of
the underlying infrastructure. This unreliability is caused by
failing links and a relatively high rate of joining and leaving
nodes (purposefully or unintentionally), which continuously
affect the topology of the network.

This instability requires that we seek new solutions to well-
known problems. As a step in that direction, we are exploring
how gossiping protocols can help in the construction of highly
robust services. In this paper, we consider the problem of
providing a news service that runs entirely on a wireless mesh
network. This service provides mobile users news items that
are of interest to them. In our approach, we assume that a user,
by means of a PDA or a similar small device, can connect
to an access point (i.e., router) of a wireless mesh network.
When connected, the user can read news items as if accessing
a central database where all items are stored. Using content-
based filtering, for example by means of SQL-like queries,
only the items of interest will be delivered.

The problem we address can best be described as setting
up a simple, self-configuring news service in a mesh network,

under the condition that it be fully decentralized. The reasons
for avoiding a centralized implementation are, in a way, related
to the nature of mesh networks. Wireless mesh networks
are based on the principle of cooperation between routers,
most notably exemplified by routers forwarding packets on
behalf of other nodes. With that in mind, we want to steer
away from a centralized solution where one node is solely
responsible for the availability of the service. A decentralized
solution effectively divides the workload (and responsibility)
among the collection of nodes providing the service, allowing
us to sidestep issues that may arise from having a single
point of failure and single ownership of the service. We
outline the requirements for a successful implementation of
our distributed news service as follows:

• Ease of deployment A collection of nodes should be
able to start providing the service with minimal configu-
ration. Nodes should be able to join the system without
going through complicated bootstrapping mechanisms. In
essence, we desire to have a decentralized system where
nodes can start making a contribution to the service as
soon as they are operational.

• Minimal requirements Contributing to the service
should not be a burden to the nodes in the mesh network.
Memory and computational requirements should be small
enough to allow any router to be part of the service.
No powerful nodes are expected to be in place for high-
performance tasks.

• Robustness The system should be minimally affected
by nodes joining and leaving the network. Moreover,
recovery from significant changes in membership should
be prompt.

• Scalability The service should be able to perform ade-
quately in the face of increasing number of nodes and
news items being published.

• Effectiveness When an item is published, it should be
made available to the interested users in a timely manner.

We expect to meet these requirements by having the routers
in the mesh backbone exchange news items using the epidemic
protocol we introduce in Section III. Epidemic (or gossip-
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based) techniques have proved to be a robust, efficient, and
scalable solution for disseminating information in peer-to-
peer networks [2], [3], [4]. Aside from the robustness and
scalability inherent to gossiping, the protocol we present is
characterized by simple, independent one-to-one interactions.
The simplicity of this approach allows any router willing to
participate in the service to start contributing as soon as they
come in contact with a router that is already providing the
service. By basing our solution on gossiping, we expect to be
less vulnerable to topology changes.

Our main contribution is that we embrace the unpredictable
nature of wireless networks and attempt to use this to our
advantage by implementing a gossip-based solution. Our ap-
proach skews deterministic routing in favor of probabilistic
delivery of news. As a result, we can deliver a scalable
and robust service with predictable behavior for large-scale
deployments.

The remainder of this paper is organized as follows. In the
next section, we describe our system model, specifying the
assumptions we make and describing an application scenario
for the news service. Section III details the implementation
of the gossip protocol executed by the network of mesh
routers. In Section IV, the performance of the service from
the user’s perspective is analyzed. Related work is discussed
in Section V. Section VI presents a discussion followed by
conclusions and final remarks in the last section.

II. SYSTEM MODEL

The service we propose is provided by a mesh backbone
composed of a large number of wireless routers. Users running
the news service are able to publish events, which we call
news items, of interest to other users. These users carry around
clients, which are portable devices capable of connecting to the
mesh backbone to retrieve news items. Essentially, the clients
poll the routers for news items matching the interests of users.
By specifying their preferences in advance and using them for
filtering, users are able to receive in their portable devices only
relevant news items.

When initially contacting a mesh router, clients are expected
to send a filter to be used to identify the items of interest to
the user. As long as the client maintains a connection to the
router, it will receive updates whenever new items that match
the users interests are received. Filtering is done at the router to
avoid excessive communication with the client devices, which
may have limited power supplies. Filters are not propagated
through the network.

A. Assumptions

We assume the presence of a large collection of mesh
routers forming a mesh backbone. These mesh routers are not
mobile and, as a whole, provide coverage for an extensive
geographical area. As part of the fixed infrastructure, they do
not have strict constraints on power consumption. We expect
these routers to have a dedicated amount of memory space to
be used for storing news items. These caches will be updated
periodically using the gossip protocol described in Section III.

News items are propagated through the network in the form
of news entries. While a news item is a piece of information,
a news entry is the representation of the news item in the
network and for each news item several news entries may exist.
The dissemination of news entries is done primarily within
the mesh backbone. Each router can communicate wirelessly
with the routers within its range. These routers are called its
neighbors. A unique id is associated with each router. The
entries that a router inserts into the network can be uniquely
identified by a combination of the router id and a sequence
number. In its most basic form, a news entry contains a unique
id, a timestamp and a time-to-live. There may be other fields of
information depending on the application. A limited number of
these entries can be stored by each router in its local cache.
In our experiments, the size of the cache is defined by the
parameter c, which is the same for all routers. The storage
capacity of the network as a whole is then N × c, where N is
the number of routers in the network. Routers in the network
gossip periodically, exchanging the entries in their caches. We
define a round as a gossiping interval in which each router
initiates an exchange once.

The clients in our system are, for the most part, portable
devices, such as phones, laptops or PDAs. These devices have
limited power supplies and, for that reason, do not participate
actively in the dissemination of news items. They do, however,
engage in communication with the routers to be updated on
news events.

B. Application Description

To illustrate the usefulness of the service, we propose a
possible application scenario: advertising in a shopping center
where products on sale need to be promoted. In this scenario,
routers could be located at any other shop. Some routers may
already be in place for use as hotspots or as part of a store’s
accounting system. As computers have become prevalent in
business environments, we do not expect lack of infrastructure
to be a major obstacle for the deployment of the mesh network.
With the mesh network in place, news items advertising
products would be disseminated through the mesh network
and be picked up by the mobile devices that costumers carry.

News entries have a limited lifetime. After this time period
expires, the information they carry is no longer valuable to
clients and should be flushed from the network. Going back
to our example, the lifetime of entries could relate to the time
period when a sale is effective (for example, drink at a discount
price during lunch time).

At any point in time, a router will have a partial view
of the complete set of news items in its cache. We do not
expect each router to store all items. Instead, each router will
devote a fixed amount of memory to store entries it discovers
through communication with other routers. Periodically, this
view will be refreshed with different news entries. According
to the interests that costumers have expressed when contacting
a router, their mobile clients will be updated with relevant
advertisements.
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/*** Active thread ***/ /*** Passive thread ***/
// Runs periodically every T time units // Runs when contacted by another router

Q = selectPeer() receive buff recv from any P
buff send = selectItemsToSend() buff send = selectItemsToSend()
send buff send to Q send buff send to P
receive buff recv from Q cache = selectItemsToKeep()
cache = selectItemsToKeep()

(a) (b)

Fig. 1. Skeleton of an epidemic protocol.

III. SHUFFLE PROTOCOL

When a router participates in a gossip exchange, it assumes
either an active or a passive role. Each router initiates an
exchange once per round. We refer to the router that initiates
the exchange as the active one, while the one that is contacted
assumes the passive role.

The data exchange between routers follows a prede-
fined structure. Figure 1 shows the skeleton of the push-
pull epidemic protocol we use for communication within
the mesh backbone. Three methods, selectPeer(),
selectItemsToSend() and selectItemsToKeep()
represent the core of the protocol. By implementing different
policies in these methods, various epidemic protocols, each
with its own distinctive characteristics, can be instantiated.

Based on the structure shown in Figure 1, we introduce
an epidemic protocol we call shuffle. The shuffle protocol is
characterized by avoiding the loss of data during an exchange.
It achieves this by establishing an agreement between peers
that each peer will keep the entries received from the other
after the exchange takes place. We will elaborate on the details
of the exchange later on.

The shuffle protocol is partly based on a peer-to-peer
protocol used for handling flash crowds [5], which we recently
enhanced in order to maintain unstructured overlays that
share important properties with random graphs [6]. The most
important observation to make is that any two nodes that
engage in a shuffle essentially swap a number of entries. In
doing so, they not only preserve the data that are collectively
stored in the network, but also “move” these data around in
a seemingly random fashion. The underlying idea is that by
randomly shuffling data entries between nodes, all nodes will
be able to see all news items eventually.

A. Protocol Policies

In the shuffle protocol, each node agrees to keep the entries
received from a neighbor for the next round. This might seem
trivial, but given the limited storage space available in each
node, keeping the entries received during an exchange implies
discarding some entries that the node has in its cache. By
picking the entries to be discarded from the ones that have
been sent to the neighbor, we ensure the conservation of data
in the network. The policies are summarized as follows:

Method Description
selectPeer() Select a neighbor randomly
selectItemsToSend() Randomly select s entries from

the local cache.
Send a copy of those entries to
the selected peer.

selectItemsToKeep() Add received entries to the local
cache.
Remove repeated items.
If the number of entries exceeds
c, remove entries among the ones
that were previously sent until the
cache contains c entries.

B. Simulation Setup

In order to observe the behavior of the protocol in large-
scale settings, a series of simulations were conducted. We have
learned from earlier studies of other epidemic protocols [7]
that the results from emulations running in a cluster of
hundreds of nodes yield strikingly similar results to simulation
results when observing large-scale behavior. For this reason,
we decided to study the behavior of the protocol presented in
this paper through extensive simulations. The results presented
in this section correspond to a network of 10000 nodes with
a cache size of c, which may vary in different experiments.
Two types of topologies were used in the experiments:

• Grid topology The nodes were set up in a square grid
topology, with 100 nodes on each side over an area of
100 × 100 units. Two cases were explored: (a) the range
of each node was set to 1 unit, making communication
possible with the node’s immediate neighbors to the
North, South, East and West. On average, each node had
3.96 neighbors (due to the effect of boundary nodes with
less than 4 neighbors); (b) the range of each node was
set to 2 units, making communication with 12 immediate
neighbors.

• Random topology The nodes were placed randomly in a
square area of 100 × 100 units. Nodes were allowed to
reach neighbors within a range of 2 units, which was
enough to guarantee that each node had at least one
neighbor and that a path between any two nodes existed.
The average number of neighbors for each node was
12.19.

Both topologies were used to study the behavior of the
protocols. The experiments that we conducted focused on two
characteristics observed during the execution of each epidemic
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protocol (a) the replication of items in the network and (b) the
time required to reach all the nodes in the network.

C. Properties

To understand the behavior of the protocol, we focus on
the way a single news entry traverses the network. On first
instance, a news entry is inserted into the network by a router.
Subsequently, the entry takes a step (moves to the cache of
another router) whenever the router that currently holds the
entry participates in an exchange. For every execution of the
protocol, the next step of the entry is chosen randomly. As a
consequence, the path followed by an individual entry consists
of a series of random steps. This behavior is analogous to a
random walk in the space defined by the mesh network.

Additionally, as an entry moves from router to router, there
is a chance that it will be replicated in the caches of the routers
it has passed through, given that there was space available. It
follows that a news item may have several news entries in the
network at the same time. For that reason, when referring to
an item in the network we are actually referring to all news
entries that represent that news item. These entries have the
same id. In the next sections we study the way these entries
are replicated through the network.

1) Distribution of Storage Capacity: Let us first consider
how different news items are distributed through the network.
After running the protocol for several rounds, we observe that
the storage capacity of the network is evenly divided between
the different items. By this, we mean that the slots available to
store news entries are used in a balanced way, with each news
item being able to place approximately the same number of
entries in the network. This behavior is not programmed into
the algorithm, but it is an emerging property resulting from
its repeated execution.

The value to which the number of entries of an item
converges is dictated by the number of different news items
in the network. Given a network of size N where all nodes
have a cache size of c, the network has a total capacity of
N × c. These N × c available slots have to be filled with d

different news items. Because of the randomness introduced
when choosing which entries to exchange, the total capacity
should eventually be evenly divided between the different
items resulting in an average of N×c

d
entries for each of the

d news items. Considering that the protocol does not allow
more than one news entry representing the same news item in
the same cache, this means that c/d of the nodes should have
an item of each of the d different ids:

# entries per item =
capacity of the network
number of news items

=
N × c

d

Figure 2 shows the convergent behavior of the protocol. For
the experiment, a collection of 10000 nodes were placed in a
grid topology with 4 neighbors per node and 10 nodes were
randomly selected to generate different news items. Time is
measured in rounds, where a round is a gossiping interval in
which each node executes the exchange protocol once. After
an initial stabilization period, the number of entries in the
system for each of the 10 items converges to the same value.
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Fig. 2. Convergent behavior illustrated by having 10 nodes that generate
news items in a network of 10000 nodes.
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Fig. 3. Number of rounds required for all the routers in the backbone to
have seen an item using shuffling on a grid topology.

According to our previous reasoning, this value should be
10000× 5/10 = 5000, meaning that 50% of the nodes in the
network have an entry from one of the 10 different news items
available, which is confirmed by our experiments. Similar
convergent behavior was observed when experimenting with
other topologies.

2) Dissemination Speed as a Function of the Diversity of
News Items: To demonstrate the effectiveness of shuffling for
disseminating information, we have conducted experiments
that show the effect of the number of different items on the
dissemination speed of the items through the network. In this
section, we look at the time needed for the news items to
have reached all routers in the network. The results presented
here correspond to a mesh backbone of 10000 routers. Unless
explicitly stated, the routers were set up in a rectangular grid
topology, with 100 routers on each side. For the experiments,
we measure the time it takes for the items to reach all the
routers in the network.

Figure 3 shows the time, measured in rounds, required for
various different items to have passed through the caches
of all the routers in the backbone. The cache size for all
routers was set to 50 and all items in the cache were shuffled
in each round. In each experiment, a different number of
distinct items (starting at 50 and up to 600, with increments
of 50) were inserted into the backbone by routers located in
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Fig. 4. Number of rounds required for all the routers in the backbone to
have seen an item using shuffling on three different topologies.

random locations. For each news item, the time required to
traverse the backbone was measured. Due to randomness in
the exchanges and the location of the routers inserting the
news items, the time measured for an individual news item
may vary significantly compared to the measurements for other
items. By calculating the average time for a news item to
go through the mesh backbone, we can observe that as the
diversity of news items in the network increases the average
time for a specific news item to reach all routers increases
linearly. We observe that this linear behavior is maintained
when conducting the experiments with different topologies, as
shown in Figure 4.

In our third set of experiments, we focus on the effect
of the cache size on the dissemination speed. As before, we
look at the average time required for an item to have reached
all routers in relation to the number of different items being
gossiped. The results, shown in Figure 5, reveal that the slope
of the curve of average values is directly related to the number
of items being shuffled. There is an inversely proportional
relationship between the number of items being exchanged
and the slope of the curve. The four curves shown correspond
to experiments with a cache size of 30, 40, 50 and 60 items. In
all cases, all entries in the cache were exchanged. By doubling
the number of entries shuffled from 30 to 60, the average time
for news items to pass through every router in the backbone is
virtually divided in half. Such a characteristic, as well as the
predictable behavior with an increasing number of different
items, are important factors to consider when choosing an
appropriate value for the cache size c and the number of entries
to shuffle.

3) Robustness: In order to test the robustness of our system
in the case of node failures, we look at a scenario where the
nodes within a limited area go down, not unlike what would
happen in case of a power outage. The experiment, performed
with 10000 routers arranged in a grid with range 1, consists of
observing the number of entries per item in the mesh backbone
before, during and after the failure of all routers within a
square area. We assume that when a router fails, all the entries
in its cache are lost. When the router goes up again, its cache
is empty and has to be populated again.
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Fig. 5. Number of rounds required for all the nodes in the network to have
seen an item for different cache sizes with (a) grid topology (range 1), (b)
grid topology (range 2) and (c) random topology (range 2). All entries in the
cache are exchanged.

Figure 6 shows the results of the experiment when 49% of
the routers experience a failure at the same time and recover
100 rounds later. The routers chosen for failure were arranged
in a 70× 70 square inside the 100× 100 grid. Like the exper-
iment in Figure 2, 10 items are being shuffled in the network
and all routers have a cache size of 5. Once the number of
entries per news item has converge to the same value, the
routers chosen for failure go down. As could be expected,
given that the entries were randomly located throughout the
network, the number of entries per item is virtually cut by
half once the failures occur. When the routers that failed rejoin
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the network, we observe a smooth transition to the previous
state, with entries quickly populating their caches. Unlike the
first rounds, the entries per item are replicated at roughly the
same rate. This is due to the fact that the routers surrounding
the area of failure already have their caches full of entries
and can update the routers that failed as soon as they become
operational again.

For a clear view of the recovery time, Figure 7 shows
the average number of entries per item. In addition to the
experiment presented earlier, we include the case where 25%
of the routers fail. These routers are arranged in a 50 × 50

square. Comparing both curves, we observe the same behavior
up to the moment of node failures. At that point, the average
number of entries per items falls according to the loss of
storage space. The recovery in both cases is quick despite
the difference in the number of routers that failed.

The speedy recovery of the affected area can be attributed
to information flowing in from multiple sides. For an affected
square area, we would expect the recovery time to be pro-
portional to the square root of n, where n is the number of
routers that experience a failure. As can be seen in Figure 8,
this seems to be the case. The results shown in the figure were
obtained using the random topology with range 2. Several
experiments where routers within a square area failed were
conducted. For each experiment, a square area of a different
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size was used, ranging from 20 × 20 up to 80 × 80 with
increments of 5 distance units on each side. Figure 8 shows
that, indeed, the recovery times obtained from the simulations
tend to be proportional to the square root of the number
of routers affected. To verify this, we also plot the curve
a*sqrt(n)+b which was obtained through linear regression. The
constants have values 0.504244, and 5.18383, respectively.

IV. PERFORMANCE ON THE CLIENT SIDE

In this section, we take a look at the performance of the
news service from the user’s perspective. Users of the service
have access to news items through clients in the mesh network.
These include portable devices such as laptops, PDAs or other
hand-held devices. Due to the variety of news items available
in the network, users need to configure their clients to retrieve
items matching the users interests. Item retrieval is based on
content filtering. Once a connection to a router is established,
clients must submit filtering criteria for the router to identify
which news items to forward to the client.

A. Recall Rate

To evaluate the effectiveness of the news service from the
user’s perspective, we observe the recall rate of items over
time. The recall rate is defined as the number of items of
interest to a user that a router delivers to the client device over
a period of time versus the total number of relevant items. We
test the recall rate through the following experiment:

• A network of 2500 routers is arranged in a 50× 50 grid.
Each router can communicate with its neighbors to the
North, South, East and West.

• 50 users are positioned at random locations.
• 500 news items are being shuffled in the network.
• The interests of the users match 100 news items.

The news items are published at random locations in the
network and shuffled until the number of entries for each item
converges to roughly the same value (as seen in Section III-
C.1). At that point, the clients connect to the nearest router
expressing interest in certain kinds of items. A router responds
by forwarding the matching news items seen in its cache to the
client. Caches are updated with every gossip round prompting
the delivery of previously undiscovered items to the client.
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As a result, we expect the recall rate to increase as the client
spends more time connected to a router.

The results of repeating the experiment with different cache
sizes can be seen in Figure 9. The figure shows the average
recall rates for the 50 users. In all cases, the recall rates
increase rapidly during the initial rounds and slow down
when most items have already been discovered. As could be
expected, larger caches lead to higher recall rates of items.
This is due to a higher storage capacity in the network that
allows for more entries to be placed for each news item.
Therefore, the probability of finding a particular item in the
cache of a router increases.

It should be noted that an increase in the total number of
news items would slow down the recall rate, as dissemination
speed decreases with the number of news items in the network.
This effect can be countered by an increase in cache size.
In the remainder of this section, we take a fixed number
(500) of news items and explore the effect of modifying
other parameters, such as the cache size, the number of items
shuffled and the topology of the network, on the recall rate.

B. Probability of seeing an item

Executing the shuffle protocol until the storage capacity of
the network is full yields a probability of c/d of finding a
particular item when examining the cache of a router picked at
random, for c ≤ d. If we define the success of our experiment
as finding a particular item in a random cache and knowing
that the probability of success remains constant, the probability
of succeeding after performing the experiment k ≥ 1 times is:

p(k, c, d) = 1−

k
∏

i=1

(1− prob success(i)) = 1−
(

1−
c

d

)k

Figure 10 shows the probability of finding an item in a cache
selected at random after k attempts for different cache sizes.
We observe a similar, although not identical, behavior to the
recall rate results presented in the previous section. This is not
surprising, as the shuffle protocol ensures that after each round
a router refills its cache with entries received from a neighbor
chosen at random. However, due to the locality of the gossip
exchanges, when looking at the cache of the same router for
several rounds, we are bound to discover the items held by
our neighbors first. This limits the variety of items we might
see as our neighbors are more likely to hold many of the same
items as we do in comparison to a randomly chosen router in
the network. This accounts for the slightly lower recall rate in
the experimental results compared to the probability of seeing
an item when selecting a random cache every time.

C. Improving Recall Rate

Shuffling provides a random sample of the collection of
items in the network at every round for each router, however,
as can be inferred from Figure 9 and 10, there is a correlation
in the items seen from one round to the next, which accounts
for less than optimal recall rates. In other words, the reason
for the recall rate results not being identical to the probability
in Figure 10 is due to the results from each round not being
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Fig. 9. Recall rate of news items. All entries in the cache are exchanged.

 0

 20

 40

 60

 80

 100

 0  50  100  150  200  250  300  350  400

pr
ob

ab
ili

ty
 (

%
)

number of attempts

cache size = 10
cache size = 20
cache size = 30
cache size = 40
cache size = 50
cache size = 100

Fig. 10. Probability of recalling an item from a randomly filled cache.

independent. This can be attributed to the lack of variety of
items in the neighborhood of a router.

Figure 11 shows the effect of the neighborhood in the recall
rate. We confirm that the recall rate was being hampered by
each router having a limited neighborhood by showing that the
probability of seeing an item when a cache is picked randomly
is the same as the recall rate when the range of a router is
such that it can reach any other router in the network. In the
graph, the results for a network of routers with range 100 and
p(k, 50, 500) overlap. We also show the impact in performance
of doubling the range from 1 to 2 units, effectively increasing
the number of neighbors from 4 to 12. This experiment shows
that it is not necessary to be able to reach every node in the
network to achieve a close-to-optimal recall rate. Finally, as a
worse case scenario, we show what happens if the routers are
arranged in a single line, where each router can only reach
its neighbors to the left and right. In this case, the recall of
items after the first few rounds becomes increasingly slow.
We attribute this to new items being hard to come by after the
items of interest in the immediate neighborhood have been
discovered. Having only two neighbors, the likelihood of new
items reaching the neighborhood is reduced, requiring more
iterations of the protocol to update a cache with different items.
Obviously, this topology is not realistic and should be avoided.

Another option for improving the recall rate without in-
creasing the amount of entries exchanged per round is to
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increase the cache size. The results presented previously
assumed that all entries in the cache were exchanged in each
round. Figure 12 shows how increasing the cache size while
exchanging the same amount of entries provides an initial
boost in the recall rate. However, since the speed at which
news items move through the network depends on the number
of entries exchanged per round, having a bigger cache does
not provide any benefits for finding the last few items that
were not originally in the vicinity of the router.

V. RELATED WORK

From a functional point of view, the news service we
propose has some similarity with content-based distributed
publish/subscribe systems [8], [9], [10], [11]. With the increase
in popularity of wireless technology, some publish/subscribe
systems have been extended to support for mobile, wireless
clients [12]. For the most part, the systems proposed use a
single tree-shaped overlay to interconnect a set of brokers
which cooperate to deliver the events published to the appro-
priate subscribers. This approach, while efficient under static
conditions, might face robustness and scalability issues in
highly dynamic environments, such as wireless networks with
mobile users. Efforts in maintaining a tree overlay under fre-
quent topology changes aim at dealing with these issues [13].
However, depending on how frequently the changes occur,
maintaining a tree may introduce additional overhead and

complexity. Our approach offers robustness and scalability at
the cost of periodic communication for gossiping.

Content-based publish/subscribe projects aimed explicitly at
wireless, mobile environments [14], [15], [16] are more closely
related to our work. In particular, systems that rely on proba-
bilistic techniques for the delivery of events. In particular, [17]
combines deterministic routing with probabilistic techniques to
increase the resilience when faced with topology changes.

Our work also relates, in a way, to efforts in distributed
storage [18], [19]. Like our news service, these systems rely
on data redundancy to ensure robustness when node failures
occur. However, while most of these systems carefully place
replicas based on the reliability of nodes, we replicate items
and relocate them in a random fashion. We do, nevertheless,
manage to use the storage capacity in a fair manner, dynam-
ically adjusting the number of replicas of an item according
to the number of items in the network.

VI. DISCUSSION

As mentioned in the introduction, one of the main advan-
tages of having a decentralized system like the one we propose
is avoiding single ownership of the service. Single ownership
implies that one entity is fully responsible for the availability
and quality of the service. This may not be a bad thing from
the point of view of managing the system, however it restricts
others from contributing to the service even when resources
are available. One of the strenghts of our news service is
the flexibility it allows for routers to have some control over
the quality of service they offer. As explained in Section IV,
the quality of the service as perceived by the users can be
improved by increasing the wireless range or the amount of
memory allocated for storing entries. Decisions to do so can
then be taken on an individual basis by the administrators of
each router.

Taking a more active approach for the recall of items is
also a possible way of improving the perceived performance
from the users point of view. As explained, clients connect
to a nearby router and retrieve news items matching the
user’s interests. While the matching news items from the
router’s cache will be made available to the client immediately,
discovering the totality of relevant news items may take several
rounds and, depending on the time period between rounds, this
delay might inconvenience some users. Instead of passively
waiting for the news items to arrive, a router may decide to
forward the user’s filter to other routers, thus increasing the
chances of discovering relevant news items. For example, we
can calculate that for c/d = 0.2 it would take at least 10
rounds to retrieve approximately 90% of all items. In this
case, by forwarding the filter to 4 other routers, the client
could receive almost all news items in 2 rounds.

The flexibility of being able to independently decide on the
amount of resources to invest in the news service coupled
with the minimal requirements to participate opens up the
possibility of deploying the service on a large scale using
heterogeneous nodes. Deploying the service over large ge-
ographical areas, such as a campus or a city, may require
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some considerations in the dissemination of news items. As
mentioned before, we impose a time limit for the validity of
the entries in the network. However, when disseminating the
entries over a large area, it may also be necessary to establish
geographic constraints. By adding location-awareness to the
shuffling of entries, news items could be dispersed over limited
areas. For example, an entry may be forwarded only within
a radius from the location where it originated. As a result of
restricting the area over which an entry can travel, space which
would otherwise be taken by these entries is freed increasing
the number of different items that the network can hold.

Another consideration to keep in mind is security. A gossip-
based system like the one we propose is specially susceptible
to denial-of-service attacks. We can imagine a scenario where
a malicious node generates bogus news items and inserts them
into the network at a high rate. Having large numbers of items
at the same time slows down the dissemination speed, as there
are less entries per item in the network. Without any security
mechanisms in place, a single node could virtually bring the
service to a halt. It is clear that some kind of regulation
regarding who can publish news items is necessary.

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we presented a highly robust distributed news
service suitable for wireless mesh networks. We have shown
that by using an epidemic protocol at the core of our service,
we can provide an efficient and scalable solution for delivering
news items while, at the same time, offering the participating
routers the flexibility of managing their own resources to better
suit their clients needs. Through the use of simulations, we
analyzed the effectiveness and robustness of the dissemination
of items through the mesh backbone. We corroborated the
effectiveness of the service by taking the user’s perspective
and providing an analysis of the quality of the service in terms
of the delivery of relevant news items to the client devices.

Regarding future work, in addition to the issues already
addressed in the discussion, we expect to explore other types
of services that could be deployed on top of these networks.
Even though large deployment of mesh networks is not yet
a common ocurrence, we intend to focus on developing
distributed solutions for large-scale networks with the belief
that a collaborative effort can yield efficient results under the
sometimes unpredictable conditions of wireless networks.
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Abstract— Variety of service integration concepts have 

emerged during the last few years. Most of these aim at the 
concept of integrating telecommunication and the data 
communication technologies. One form of such a system is 
Unified Messaging. Unified Messaging enables users to manage 
their messages independent of location, communication device 
or communication medium. Most of the existing systems provide 
centralized message-store based access to messages but lack 
services like user personalization, message notification and are 
non-pervasive. In this paper, we define UMS as a user-centric 
system that provides messaging services based on user demands 
and preferences. We have proposed a decentralized Unified 
Messaging System (DUMS) that is pervasive and context-aware. 
Based on our proposed architecture, we successfully 
implemented and demonstrated a messaging system called i-
UMS that ensures a user receives almost instantly all messages 
such as emails, instant messages and so on in an intelligent and 
most appropriate manner. 
 

Index Terms— UMS, Service Adaptation, Pervasive, Service 
Personalization, Ubiquitous 

I. INTRODUCTION 
The Internet has now become the universal mode of 

communication letting users to communicate with each other 
by a number of means like email, IM, Voice over Internet 
Protocol (VoIP), etc.  This development has led to the 
convergence of geographically separated users. Number of 
messaging technologies and services has evolved during the 
past few decades with the advent of new communication 
technologies and devices. These messaging systems work in 
common to deliver messages to the user, but differ in their 
architectures and message formats. The systems use different 
communication medium to deliver messages and users’ use 
different end-terminals to receive messages. E.g. SMS is sent 
and received over GSM network while email is sent and 
received over a transmission control protocol (TCP). This 
diversity in the various messaging systems has left end users 
with a plethora of messaging services each of which provides 
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services in a different format. Also users making use of these 
messaging services have to consider the recipients’ location 
and end-device to obtain prompt reply from the message 
recipients [Wj04].This approach is unsatisfactory. Hence, this 
led to the investigation of a message unification service that 
enables end-users to send and receive messages irrespective of 
the messaging system format and architecture. Unified 
Messaging (UM), which is a widely accepted service, aims at 
this goal of integrating various messages irrespective of their 
architecture. Unified Messaging can be defined as a system 
that enables transfer of messages independent of the 
underlying message architecture, communication medium 
and devices. Any form of messages such as email, SMS, fax, 
voicemail, etc. can be delivered via any communication 
medium [As99]. The UM can be a powerful means of 
communication as it seamlessly integrates various 
communication technologies hence, giving the user the 
flexibility to receive and send any message, anytime and 
anywhere [Vs00][As99]. 

 
UM incorporates services that convert messages like email, 

fax, voicemail, SMS from one format to another format. Most 
of the UMs perform this process of message conversion 
without taking into consideration the user’s preferences. The 
goal of UM is to deliver messaging services to the user’s in 
the most appropriate method. Current UMs does not entirely 
fulfill the goals of the unified messaging. Hence message 
conversion is no longer the primary goal of a UM. The system 
must be able to adapt itself into the user’s environment. It 
needs to take in account user’s context [Dc02], user’s end-
terminals and user’s working environment. This is an 
intelligent approach that creates the foundation in developing 
a Unified Messaging System (UMS) that adapts itself based 
on user’s location and user preferences hence enabling the 
Messaging-On-Demand service. The Message-On-Demand in 
this context can be defined as a service that provides users 
with messages on demand based on user’s preferences, user’s 
context and user’s personalized service preferences. The aim 
of the user in such an environment is no longer to have 
ubiquitous access [Vs00] to messages instead personalization 
of the messaging services based on user’s messaging 
demands. Since the system needs to be context-aware and 
terminal-aware, the environment in which the devices work 
can be described as a virtual personal area network (VPAN), 
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where the devices function to deliver the best possible service 
to the user in a timely and most appropriate manner possible. 
The devices in the VPAN have enough intelligence built into 
them to coordinated and exchange information with its peers 
(others devices that provide messaging services). 
 

The VPAN as depicted in figure 1 is a virtual environment 
and is a vision of the future. Devices in the VPAN are 
intelligent devices that have enough knowledge about the 
user’s location and the capabilities of the other devices 
working within the environment. To implement a Message-
On-Demand service in a UMS, the UMS need to be context-
aware, terminal-aware and must be able to adapt itself based 
on user’s personalization. Such a system working within a 
VPAN delivering messaging service to the user based on user 
demands is more realizable using a decentralized design. The 
devices constituting the VPAN depicted in figure 1 are 
decentralized which have enough intelligence to respond to 
user’s location. This paper discusses one such decentralized 
architecture of a UMS that provides Messaging-On-Demand 
services to the user. The decentralized UMS is a pervasive 
[Rg00] system. 

 
Figure 1: VPAN with user devices delivering message services to the user 

 
Service adaptation and service personalization is one of the 

key factors of the modern systems, to implement a Message-
On-demand service. With the evolution of pervasive 
computing, users have started to feel the need of service 
adaptation and personalization in their participating 
environment.  

 
This paper presents an overview of the challenges involved 

in designing a decentralized UMS. A decentralized UMS tries 
to provide service personalization to the end user hence 
enabling message notification based on user demands. The 
system is also location and terminal aware hence, tries to 
provide the messaging services to the user in the most 
personalized manner taking into consideration the user’s 
context, location and the end terminal which the user uses to 
handle the messages. The decentralized UMS also tries to 
overcome the challenge of delivering messages to the user in 
a most appropriate manner rather then just converting one 

message to another message format as in the traditional 
universal mailbox systems. The decentralized UMS functions 
in the VPAN in which the user is the primary objective of the 
system. Section 2 discusses some of the existing Unified 
Messaging solutions and how they differ from the system 
being proposed in this paper. Section 3 proposes the 
architecture of a decentralized UMS. It then proposes i-UMS, 
a decentralized UMS that has been prototyped as a proof of 
concept system. The i-UMS system uses wired technologies, 
GSM, GPRS, 802.1X wireless technologies including 
Bluetooth for communication between user devices for 
message transfer. Section 5 discusses the results obtained 
from the implementation. 

II. UNIFIED MESSAGING SYSTEMS – AN OVERVIEW  
There are a number of commercial Unified Messaging 

solutions that try to satisfy the goals of the unified system. 
Current systems depend on a gateway for message delivery 
which is an obvious approach for most of the UMS. These 
systems try to unify messages at a single end point message 
store by collecting messages from different message stores. 
The system aim at providing message delivery to the users 
without taking into considerations the users need. In such a 
system the user has minimum capability to define his reach 
ability from message senders. Figure 2 depicts a Unified 
Messaging solution provided by Eicon. Some of the other 
commercial UM that are available are: Nortel CallPilot 
[No05] [Lh03], Cisco Unity [Cu04], Global Com’s Internet 
based UMS [Db02] and AVST Call Xpress [Av04]. 

 
Figure 2: Eicon Diva Server [Dh03] 

 
The basic requirement to achieve for service 

personalization and service adaptation is the ability to be 
aware of the user’s environment. This primary function of 
being context-aware and pervasive is absent in the current 
UMs. The current systems also have the ability to convert 
messages from one form to another but they do not provide 
any service adaptation based on the user demands. E.g. 
conversion of an incoming SMS into an email and storing it 
in the central message store for retrieval. This example 
provides message conversion but does not take into 
consideration the user’s context before converting the 
message into the most appropriate form. This is the same in 
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case of message notification. The lack of service adaptation 
also raises a few more questions. Some of the UM solutions 
use only email or SMS as the one form of message 
notification. But this will not satisfy the needs of the user 
since the user may have limited resources and hence cannot 
access one form of message service from another device 
[As99]. This approach is not always applicable in all cases 
especially in our VPAN where the devices work to deliver 
services to the user in a most appropriate manner possible. 
The method of using few types of message notification is not 
enough with the evolution of newer end-terminals and newer 
messaging technologies. To support this, we need to discuss 
the properties of few of the existing messaging technologies 
based on the properties show in table1 [Wj03] [Wj04]: 
 

Time How long does the message needs to be stored 
Direction Is message Uni or Bi directional 
Audience The potential list of recipients 
Address Does system provide support for multicast, 

broadcast 
Table 1 : EMS properties [Wj03] 

 
Based on the above key properties of messaging service, the 

following table2 [Wj03] [Wj04] gives a classification of four 
messaging systems and to which category they fall into. 

 
 Email SMS voicemail IM 
Time Permanent Permanent Temporary Immediate 

Direction Simplex Simplex Simplex Duplex 

Audience World World Single Group 

Address List List Single List 

Table 2: Classification of four messaging systems 
 
From the above table, it is clear that email messages fall 

short in the most important feature of not being duplex. It is a 
key factor for a pervasive messaging system to use duplex 
communication which can enable the user to respond 
immediately. Another problem is that email addresses only a 
list of users and not the world. Hence, using email as a 
method of message delivery in a pervasive environment is not 
viable [Wj03] [Wj04]. Also if we can consider the properties 
of other messaging systems, we see that each one of them fall 
short in one particular property. Hence we cannot use just one 
unique method of unification. This is where the service 
adaptability plays a major role. The UM must be able to adapt 
the message delivery based on the user’s location and the end-
terminal.  

 
Another shortfall of the existing UM solutions is 

personalisation for the end user. The current UM solutions 
provides a basic level of personalisation that enables users to 
filter certain messages. This level of personalisation is so 
minimal that the system cannot personalize message delivery 
based on user preferences. E.g. Users can block a particular 
person from sending them an email irrespective of his/her 

location. But this is not satisfactory in terms of a UMS that 
delivers messages on demand. The system must be able to 
filter messages depending on user current environment and 
his environmental preferences. E.g. delivering a high priority 
message to the user when the user is in a meeting. The 
priorities are set by the users and vary depending on user’s 
preferences. Similarly present UMs do not provide any form 
of service personalization. The system needs to choose the 
appropriate service that can be used to notify the user of a 
new message. As stated earlier, to implement service 
personalization based on user’s location, the UMS must be 
context aware and also terminal-aware. Service adaptability 
and personalisation plays the key in developing a Message-
On-Demand UMS. Such a system is user-centric and is 
pervasive. To implement such a Message-On-Demand 
service, the central gateway technique that the current UMs 
follow lacks the basic needs of being pervasive and not user-
centric. Hence a system that is user-centric and pervasive can 
be realized by using a decentralized design rather than a 
gateway approach. Such a system is terminal-aware (user 
devices) and is context-aware, hence knowing the needs of 
the user providing message delivery in the most appropriate 
fashion possible based on user’s demands. It also fulfils the 
goal of UMS to deliver any messages any where, any time in 
the most appropriate manner possible. 

III. DECENTRALIZED UNIFIED MESSAGING SYSTEM DESIGN 
AND ARCHITECTURE 

A. System Overview 
 Figure 3 illustrates the overall architecture of the proposed 
decentralized UMS (DUMS). The DUMS is a peer to peer 
architecture. Each device can initiate and accept a connection 
request. The system receives incoming messages, notifies its 
peer devices about the messages, gets a response from the 
peer devices and replies to the sender. 
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Figure 3: Overview of decentralized UMS architecture 

 
As we can see, the system obtains messages from external 

sources, processes them and delivers to the user depending on 
user’s context and end-terminal information. The devices 
work within the VPAN delivering messaging service on 
demand to the user in the most appropriate manner possible. 
The decentralized architecture provides the option for the 
user to reply to a message from any of the end-terminal 
irrespective of the message origination type. The DUMS takes 
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care of the message conversion before dispatching it. 

B. Architectural Description 
Figure 4 illustrates the DUMS architecture. The system, as 

seen, is split into a number of blocks, each of which performs 
a specific function. The entire system constitutes the DUMS. 

   

 
Figure 4: DUMS Architecture 

 
The DUMS software on each device frequently checks for 

new messages. When a new message arrives, the incoming 
message handler and notifier is the first module that 
processes the message. 
 
Message Parser 

DUMS has the capability to convert messages from one 
format to another based on user’s preferences and context. 
The message parser is a key component which can understand 
the various messaging systems message formats. It parses the 
message to obtain information like sender’s address, phone 
number, message body, subject and other relevant 
information. The message parser also works on any new 
message notification/ response received from peer. In this 
case, it tries to retrieve information from the DUMS message 
header. The pseudo code in figure5 describes the function of 
the message parser. 

 

 
Figure 5: Message Parser 

 
 

Routing Management 
The routing management is the component that obtains 

context information, user preferences and end-terminal 
information to decide on the most appropriate message format 
and the most appropriate device to be used for message 
notification. The routing management comprises a routing 
manager that obtains context information from a context 
manager that is external to the DUMS. The context 
information provides details on user’s location, his 
environment details and end-terminal information. Context 
information can be obtained by using a number of 
technologies most of which are still under research. Since 
context by itself is a major field of research, this paper does 
not step into the development of a robust context management 
system. 

 
Message Handler 

The message handler handles the inputs received from the 
message parser and the routing management. The message 
handler is the one that is responsible for the Message-On-
Demand service. It involves service personalization by taking 
into consideration users preferences. Once message handler 
receives the context and end-terminal information from the 
routing manager, it uses the input from the profile manager to 
obtain user preferences. Based on user’s preferences and 
his/her context information, the message handler decides 
whether or not to notify the user of the message. The data 
flow between the message handler and the other components 
is illustrated in figure6. 
 
 
 

 

 
 
 
 
 
 
 

 Figure 6: DFD for Message Handler, Parser and Routing Manager 
 
Message Notifier 

The message notifier handles  two tasks. New message 
notification that needs to be passed on a peer device and 
notifications received from a peer device. The message 
notifier based on the inputs from the message handler takes 
into consideration, user’s end-terminal device. The message 
notifier is responsible to establish a connection with the peer 
device, sending message notification to the peer device, 
waiting for an acknowledgement and disconnecting the 
connection. If the message acknowledgement is not received, 
the message notifier contacts the message handler to obtain 
information of any other device that is within the user’s 

 if (incoming message = any message type) 
 then  
  parse the information  
  obtain sender information message body, subject
  forward this parsed information to the message 
      handler 
 else if ( incoming message is of type DUMS 
message) 
 then 
  obtain message data from the DUMS message 
  forward this information to the message handler

Routing Manager 

Message Parser 

Message Handler 

Profile Manager 

Message Information 

Context, Terminal 
Information 

User preferences/demands 
information 
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environment. If the message notifier receives a message 
notification from the peer device, it takes into the 
consideration the device capability on which it is functioning 
and provides an appropriate notification to the user. The 
pseudo code illustrated in Figure7 describes the message 
notifier functionality. 

 

 
Figure 7: Message Notifier 

 
Reply Message Handler and Delivery 

The DUMS architecture provides a function that allows the 
user to reply to any incoming message irrespective of the 
device. This functionality is achieved by the Reply Message 
Handler and the Message Delivery components. The reply 
message handler is an integral component of the DUMS 
architecture it can handle any reply messages that the user 
wishes to send. The reply message handler obtains device 
information to check if the same device can be used to send 
the reply message. If it cannot use the same device, it then 
chooses the appropriate peer device which has the capability 
to send the message. For example, replying to an incoming 
SMS message notification as an SMS from the laptop. If the 
reply message handler decides to use a peer device to dispatch 
the reply, it uses the message delivery sub system to 
accomplish the task. The message delivery component uses 
reply message information from the reply message handler, 
communicates with the corresponding peer device and 
dispatches the user’s reply message. The format of the reply 
message by default is the incoming message type. The pseudo 
code in figure8 describes the reply message handler and 
delivery functions. 

 

 
Figure 8: Reply message handler and Delivery 

C. DUMS Message Format 
The system uses the DUMS message format for 

transferring messages between the peer devices. The DUMS 
message as illustrated in figure9 is made up of a set of 
predefined headers that encapsulates the original messages.  

 
ID STYPE DTYPE SADDRESS MESSAGE 

Figure 9: DUMS Message Format 
 

ID: This represents the Message ID. The message ID is a 
unique identifier used to uniquely identify each message 
handled by the DUMS. 
STYPE: This determines the source type of the message. The 
source type identifies in what format the message has actually 
arrived from the sender. 
DTYPE: The destination type identifies in which format the 
message needs to be interpreted by the peer device. The 
DTYPE takes the same values as the STYPE. E.g., DTPYE 
will take value SMS if the destination device chosen to 
deliver the message is the users Smart Mobile Phone. 
SADDRESS: This identifies the sender of the message. 

IV. IMPLEMENTATION AND RESULT DISCUSSION 
The DUMS architecture differentiates itself from other 

system by being distributed, decentralized and pervasive in 
nature. The system is aware of the user’s devices hence, 
allowing the system to notify the user of new messages 
promptly regardless of location and time. The system is also 
adapts itself based on user’s location and messaging 
preferences. The goal of the system is to send and receive any 
message anytime anywhere. The pervasive system requires 
information about user’s context and environment. Context 
information varies depending on the environment in which 
the user can be in. E.g. In a meeting, at home or on the move 
like walking in a shopping mall or even driving a car. Since 
context information varies based on user location and 
environment, the application of DUMS is classified into a few 
scenarios based on the user’s environment.  These scenarios 
are: 

 
At Home 
In the office / meeting 
On the Move such as driving a car 

Repeat 
 if (message notification is PDA)  then  
  notify PDA 
  wait for ack. 
   If ack = true 
   return success 
  else pass message back to message handler 
 else if (message notification is smart phone) then 
  notify smart phone 
  wait for ack.  
  If ack = true 
   return success 
  else pass message back to message handler 
 else if (message notification is laptop) then  
  notify laptop 
  wait for ack. 
   If ack = true 
   return success 
 else pass message back to message handler 
while success 

 Obtain and process reply message 
 Construct reply message format with appropriate 
 headers 
 Check reply message type 
 If require forwarding 
 Dispatch reply message to the peer device to be sent to 
 be dispatched to the message sender 
 else 
 dispatch reply message to message sender 
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The main objective of the DUMS is to ensure prompt 
delivery of messages to the user in the most appropriate 
manner possible. It is a major challenge to implement a 
decentralized system. Since the design involves a number of 
technologies that are still under research and are at various 
stages of maturity, the proof of concept implementation is 
based on a few assumptions. Also, as discussed earlier, since 
context information can change depending on user’s 
environment, the implementation to establish the DUMS 
architecture has been developed in specific to the Home 
Scenario. The system that has been developed works on the 
proposed DUMS architecture discussed in section3. This 
decentralized UMS called the intelligent-UMS (i-UMS) is 
pervasive, context-aware and provides Message-On-Demand 
service. The implementation of the prototype has been done 
using the Microsoft .Net framework. The reason behind 
choosing the .Net framework was, the devices, namely laptop, 
PDA and smart phone were all based on Windows operating 
system.  Microsoft .Net provides rich programming api’s for 
programming mobile devices and devices with restricted 
resources like the smart phone. The i-UMS developed was 
tested within the Home Scenario based on few real time 
situations. The following section will provide a detailed 
description of the Home Scenario and the various test case 
scenarios with along with the results obtained. 

A. Home Scenario Description 
 Home Scenario is one of the typical cases of the usage of 

i-UMS illustrated in figure10. 

 
Figure 10: Home Scenario VPAN 

 
A simple case could be: The user might be in watching 

television having just the mobile phone with him/her. An 
instant message arriving on his/her laptop from an important 
contact is received and processed by the i-UMS. The system 
then contacts the location manager to obtain the location 
information of the user and the device nearest to the user. On 
obtaining this information, the i-UMS sends a message 
notification to the user’s mobile phone based on user’s 
preference. The user on receiving the message has the option 
of replying to the message through the mobile phone. The 
home scenario is VPAN described previously where devices 
are user-centric trying to deliver messaging services to the 

user irrespective of time, location and message type.  

B. i-UMS Implementation 
The i-UMS prototyped was tested on the following types of 

message types: email, Instant Message, voicemail and SMS. 
The i-UMS makes uses of Bluetooth, GSM, IEEE 802.11 
based wireless networks and wired networks for 
communicating between the users end-terminals. The end-
terminals used for the prototype implementation were the 
laptop, PDA and Smart Phone. The main implementation 
focus was to achieve the previously discussed goal of message 
delivery in the most appropriate format possible irrespective 
of time, location and message type. To achieve this goal, the 
implementation will discuss mainly on the two primary 
functions that is used to achieve this goal. They are message 
retrieval and message delivery. The following sections will 
provide the implementation details for the laptop, smart 
phone and the PDA. 
 
Message Retrieval and Parsing 

The i-UMS on the laptop retrieves messages from the 
user’s mailbox. The mailbox can be a POP3 server or an 
IMAP server. This operation is performed by using a third 
part tool called the PowerTCP Mail for .NET [PT04]. The i-
UMS also retrieves IM from MSN messenger. The working of 
the i-UMS on the laptop is very simple. Whenever the 
messenger is set in away mode, i-UMS recognizes that the 
user is not near the system. Hence, it immediately monitors 
incoming messages. Once it receives a new message, it then 
retrieves the message and passes it on to the message 
notification module as depicted by the code in figure11. The 
retrieval of IM from MSN messenger is done by using the 
MSN messenger class module of the .NET class library. It 
provides rich class libraries to query and retrieve MSN 
messenger status and IM [DM04]. The PDA can retrieve 
email, IM and can notify the laptop or the smart phone 
depending on the context information. The functionality of 
the i-UMS on the PDA for message retrieval is almost similar 
to that of the laptop with a few exceptions. In home scenario, 
the assumption is that the laptop is connected to the network 
and, hence, has the ability to check for new messages 
frequently. Since the PDA is a low powered device, the need 
for the PDA to check for new messages in this scenario is not 
necessary. But the PDA does have the option of checking for 
new messages which is more applicable in case of office or on 
the move scenario. The message retrieval on the smart phone 
involves the retrieval of SMS messages. i-UMS on the smart 
phone has the added ability to retrieve any new SMS message 
and then parse the SMS message into a DUMS message 
format. Figure12 provides code snippet for monitoring and 
retrieving SMS messages from the smart phone. 
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Figure 11: IM retrieval 

 
 

Figure 12: SMS retrieval 
   

Message Notification and Replying 
Message Notification is one of the important modules of i-

UMS. i-UMS does a number of processing before it actually 
notifies the user of the incoming message. i-UMS first obtains 
the priority of the message based on the user’s profile. It then 
contacts the context manager to obtain the location of the user 
and the device that is near to the user. Once i-UMS figures 
out the appropriate device to be notified, it then checks for the 
availability of the devices and the technology that can be used 
to communicate with the device. E.g., if the device to which 
the message needs to be forwarded to is a PDA, then i-UMS 
checks if the PDA is in Bluetooth coverage. If it is not, then it 
uses wireless IEEE 802.11 to communicate with the PDA. 
This intelligence built into the i-UMS, completely makes uses 
of the decentralized architecture which facilitates the device 
to move from one location to another, but still keep in contact 
with the other devices. Once the notification message is sent 
to the user’s device, the message pops up on the user’s device 
indicating the arrival of the new message. The user can view 
and reply the message on the device. Once again i-UMS on 
the device uses the same intelligence to find the best possible 
way to forward the reply. This message dispatcher process is 
described in figure13. 

 

 Figure 13: Message Notification/Dispatcher 
 

The message notification process of the i-UMS is same for 
each device. The device communicates with the context 
manager to obtain the location information of the user and the 
device, and then checks on the user’s profile to see the 
message priority and user preferences. Once it obtains this 
information, i-UMS decides on the device which needs to be 
notified and sends the notification. The user has the option of 
replying to the message from the handheld device. E.g., the 
user can reply to an IM notification arriving to his/her PDA 
from the PDA which sends the reply back to the laptop which 
in turn forwards the message to the message sender. The user 

Public Class Messenger 
    Dim WithEvents msn As New 
 MessengerAPI.Messenger 
    Dim wnd1 As 
 MessengerAPI.IMessengerConversationWnd 
    Dim contacts As MessengerAPI.IMessengerContacts 
    Dim contact As MessengerAPI.IMessengerContact 
End Sub 
‘Event to obtain instant message 
‘this is a turn around method that grabs incoming 
message 
Private Sub msn_OnIMWindowDestroyed(ByVal 
pIMWindow As Object) Handles 
msn.OnIMWindowDestroyed 
       Dim wnd As 
MessengerAPI.IMessengerConversationWnd 
        wnd = pIMWindow 
        contacts = wnd.Contacts() 
        Dim str As String = wnd.History 
        For Each contact In contacts 
            username = contact.SigninName 
        Next 
        If msn.MyStatus <> 2 Then 
            ‘Construct the DUMS message 
   Dim msg As New UMSData 
            UMSMSG.message = msg 
            If str.IndexOf(msn.MySigninName) >= 0 Then 
                Exit Sub 
            End If 
            UMSCollection.Add(UMSMSG) 

‘Retrieves new SMS message 
    Private Sub sms_InboxChanged(ByVal sender As 
Object,   
    ByVal e As 
SmartSMS.NETCF.InboxChangedEventArgs)       
    Handles sms.InboxChanged 
        'TextBox1.Text = " " 
        Dim Msg As SmartSMS.NETCF.SMSMessage 
        Dim date1 As New DateTime 
        Dim date2 As New DateTime 
        Dim dt() As String 
        For Each Msg In e.Messages 
            Dim timeString As String =   
            DateTime.Now.AddMinutes(-2) 
            date1 = DateTime.Parse(Msg.Time.ToString) 
            date2 = DateTime.Parse(timeString) 
            If DateTime.Compare(date1, date2) > 0 Then 
                    messageDispatcher(Msg) 
            End If 
        Next 
    End Sub 

Public Class MessageDispatcher 
    Public Function DispatchMessage(ByVal msg As 
UMSMessage) As Boolean 
        Dim route As New MessageRouting 
        Dim response() As String 
        Dim msgSend As New SendSocket 
        response = route.getContextInfo("0").Split(",") 
        If response(0) = "1" Then 
            System.Console.Write("Notifying the PDA") 
            Return msgSend.send(msg, response(1), 22000) 
        ElseIf response(0) = "2" Then 
            SmsMessage(msg) 
            System.Console.Write("Notifying the smart 
phone") 
            Return True 
        End If 
    End Function 
End Class
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has also the option of replying to the message in any format. 
E.g., the user can reply to an IM as SMS message.  

C. Implementation Results 
i-UMS was implemented based on the Home Scenario 

environment discussed previously. The user devices that were 
used for implementation were the PDA, laptop and the smart 
phone. The laptop is an IBM T42 laptop that runs a Windows 
XP professional edition. The PDA is a HP iPAQ 2200 
running a Windows Mobile 2003 Operating System. The 
smart phone is an I-Mate smart phone 2 running a Windows 
Mobile 2003 smart phone Edition OS. The laptop, PDA and 
smart phone are all Bluetooth enabled devices. The test 
environment uses the context manager that is assumed to be a 
web service that provides i-UMS with the context information 
of the user and the user’s devices. Figure14 illustrates a state 
transition diagram of the i-UMS. 

 

 
Figure 14: i-UMS state transition 

 
1) Scenario 1 

In this test Scenario, i-UMS demonstrates its message 
retrieval and notification functionality for an incoming 
instant message received from MSN Messenger. The laptop 
receives the new instant message, communicates with the 
context manager to obtain user’s context information. It then 
obtains user preferences from the user profiler. Once the 
system obtains this information, it makes a decision on 
whether to notify the user or not. Based on the outcome of the 
decision, it chooses the most appropriate device to be notified 
based on context and user preference information. The user 
on receipt of the message can reply to the message from the 
device. The reply is then forwarded to the laptop or forwarded 
to the sender of the message based on the reply type. Figure15 
and figure16 provides a few screenshots of the results 
obtained for scenario 1. In this test the destination device 
chosen was the PDA. 

 

 
Figure 15: i-UMS on laptop - Instant Messenger (Busy State) 

 

 
Figure 16: i-UMS on PDA – Receiving Notification 

 
2) Scenario 2 

Scenario 2 describes the functionality of i-UMS on the 
smart phone and how the system responds to any incoming 
SMS messages. The smart phone can retrieve SMS messages 
and based on user’s context and user preferences, it notifies 
its peer device. i-UMS does not notify all the messages. It 
retrieves the messages and based on context, decides on the 
most appropriate device to be notified. Figure17 and figure18 
provide the screen dumps of the results obtained in Scneario2. 
The peer device that needs to be notified in this case is the 
Laptop. 

 
Figure 17: i-UMS on Smart Phone retrieving New SMS Message 
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Figure 18: i-UMS on Laptop receiving SMS message notification 

D. Evaluation Results 
The evaluation of i-UMS is mainly based on its efficiency 

to handle incoming messages and message responses from the 
user. The i-UMS has been evaluated based on the following 
calculations.  
Total Delivery Time (Td): 
  n 
Td = ∑f (M ret + M prcs + M delivery) 
  m = 1 
 
M ret = Time to retrieve message in seconds 
M prcs = Time taken for message processing in seconds 
M delivery = Time taken to deliver message to the user’s device 
in seconds 
n = Total number of messages. 
 
Message Retrieval Time(M ret): 
   n 
M ret = ∑T f (M access + N c) 
   m = 1 
T f = Time Function 
M access = Message access time. Time to access the message 
store in seconds 
N c = Network/ Communication Medium delays.  
 
Message Processing Time (M prcs) 
   n 
M prcs = ∑T f (M analysis + T context + TUP + T decision) 
   m = 1 
M analysis = Time to parse and analyze the message in seconds 
T context = Time to retrieve context information in seconds 
T UP = Time to retrieve user preferences in seconds 
T decision = Time taken to process context and user preferences 
to arrive at a message delivery decision in seconds. 
 
Message Delivery Time (M delivery) 
   n 
M delivery = ∑T f (T MT) + T f (M peer processing)  
   m = 1 
T MT = Time for peer to respond for message transfer. 

 M peer processing = Time taken by the peer to obtain message 
notification and notify user. 
 

The following calculation illustrates the time taken to 
process a reply message that is created and sent by the user. 
The time is measured in seconds and it considers the time 
taken to process the reply and dispatch the message and does 
not include the external time factor required to deliver the 
message to the message recipient. 

       n 
T Message Reply = ∑f (P reply + T dispatch) 
      m = 1 
P reply = Time to process the reply from the user 
T dispatch = Time taken to dispatch the reply message(s) to the 
message sender. This might involve another time cost in 
using a peer device to deliver the message. 

 
In Scenario 1, the system retrieves message from instant 

messenger and based on context and user preference 
information notifies the PDA of the new instant message. The 
total delivery time Td calculated in this case was 11 seconds 
for a single message. When the system was tested for multiple 
messages from m=1 to 60, the average time to deliver 
messages increased to 13.5 sec per message. The M ret is the 
time involved in retrieving the message which was less than a 
second for a single message. The message processing which 
involved the message analysis, retrieval of context and user 
information and the delivery decision took 2 seconds for a 
single message. Finally the message delivery which involves 
the time to establish connection, transfer the message and the 
time for the message to be processed by the peer took around 
10 seconds or a single message. This was the same in case of 
Scenario2. Since the notification device was the laptop in 
Scneario2, the message processing time on the laptop was 
much faster when compared to the PDA. Td in this case 
summed up to 9.8 seconds for 1 message in queue and 
increased to 11.5. The results of the time to message ratio is 
graphically represented in figure19. 

 
Figure 19: Performance results of i-UMS Message-Handling and Delivery 
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V. CONCLUSION 
Unified Messaging is not a completely new concept. But 

Message-On-Demand service is now the key one in 
developing pervasive messaging systems. The advent of new 
technologies like WLAN, Bluetooth and hardware like 
Personal Digital Assistant, smart phones have transformed 
Mark Weiser’s1 vision of pervasive computing into reality. 
The enormous growth of distributed computing has led to 
mobile computing which has allowed users to access and 
retrieve data irrespective of location [Sd03] [Rg00]. Such 
advancements in technologies have created the urge for 
systems that are pervasive in nature, i.e., systems that get 
integrated into user’s environment and remain transparent.  

 
Hence the ultimate aim of the UMS is no longer to 

integrate messages into one format but to deliver messaging 
service to users based on their demands and preferences. 
Service personalization and adaptation is one of the key 
factors to establish Message-On-Demand service. The 
pervasive UMS also facilitates message notification based on 
user’s context. The system is end-terminal aware and is 
context aware. This kind of a service personalization can be 
made feasible in a decentralized design where the user’s end 
terminals are intelligent enough to obtain user’s context 
information. They also react to incoming messages based on 
the user’s context. This paper has proposed DUMS, a 
decentralized UMS architecture that is pervasive, context-
aware and user-centric. To realize the proposed DUMS 
architecture, the paper has presented i-UMS, a decentralized 
UMS based on DUMS architecture. The i-UMS has been 
implemented within the VPAN environment of the home 
scenario. Through the implementation, we have proved the 
feasibility of such a decentralized messaging system. 

 
The implementation of i-UMS is based on a number of 

assumptions. These assumptions are necessary due to the 
primitive nature of some technologies used to realize such a 
system. Hence the Message-On-Demand in a decentralized 
UMS has still got a lot of doors open for further research. 
There are several extensions that we have identified to the 
proposed model that can render it working in the real world. 
Some of them are Context Awareness, Speech recognition 
and implementation of i-UMS based on DUMS architecture 
for the other scenarios. i-UMS is a next generation UMS 
which is pervasive, context-aware and user-centric. 
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Abstract— Current mobile computing applications are
infrastructure-centric, due to the IP-based API that these
applications are written around. This causes many frustrations
for end users, whose needs might be easily met with local
connectivity resources but whose applications do not support
this (e.g. emailing someone sitting next to you when there is no
wireless access point). We identify the general scenario faced by
the user of Pocket Switched Networking (PSN), and discuss why
the IP-based status quo does not cope well in this environment.
We present a set of architectural principles for PSN, and the
high-level design of Haggle, our asynchronous, data-centric
network architecture which addresses this environment by
“raising” the API so that applications can provide the network
with application-layer data units (ADUs) with high-level
metadata concerning ADU identification, security and delivery
to user-named endpoints.

I. I NTRODUCTION

End user experiences of mobile, many-device computing
are often marked by frustration and inconvenience. Users are
forced to be highly aware of their connectivity environment,
with many applications only working when networking in-
frastructure is available. One ubiquitous example is that of
two people with laptops sitting next to each other, who cannot
email a file they wish to share because infrastructure is either
unavailable, not working properly, or too costly. While there
are other ways to send the file, this requires training and further
understanding of the network situation – most often, people
simply fall back on the use of USB key flash drives. The
billion US dollar market for these in 2005 [1] is a testament
to the failure of the mobile networking research community
to provide a network architecture that supports truly mobile
applications.

In this paper, we make the following contributions aimed
towards beginning to address that failure. We first provide a
formulation of the networking environment faced by mobile
users, a scenario which we term Pocket Switched Networking
(PSN) (Sect. II), and describe how the status quo of TCP/IP
is unable to cope with PSN (Sect. III). We present a set
of architectural principles which we believe will enable a
network architecture to perform well under PSN conditions
(Sect. IV). We then describe Haggle, our clean-slate design for

a new network architecture following these principles (Sect.
V). Finally, we present related work (Sect. VI) and conclusions
(Sect. VII).

II. POCKET SWITCHED NETWORKING

In designing a new network architecture, it is first important
to define the scenario in which that architecture will be
used. IP, for example, was designed against a backdrop of
a multitude of existing networks, and with the primary needs
being resilient end-to-end communications in the presence of
node failures, as befits its originator, the US Department of
Defense [2].

Pocket Switched Networking (PSN) is the term we use to
describe the situation faced by today’s mobile information
user. Such users have one or more devices, some/all of which
may be with them at any time, and they move between
locations as part of a normal schedule. In so moving, the
users can spend some (or much) of their time in “islands of
connectivity”, i.e. places where they have access to infras-
tructure such as 802.11 access points (APs) which they can
use to communicate with other nodes via the Internet. They
also occasionally move within wireless range of other devices
(either stationary or carried by other users) and are able to
exchange data directly with those devices.

Thus, in PSN, there are three methods by which data can be
transferred, namely neighborhood connectivity to other local
devices, infrastructure connectivity to the global Internet, and
user mobility which can physically carry data from place
to place. For the former two methods, the connectivity is
subject to a number of characteristics, including those of
bandwidth, latency, congestion, synchronicity (e.g. email or
SMS are asynchronous, while ad-hoc 802.11 is synchronous),
the duration of the transfer opportunity (i.e. the time till the
device moves out of range), and also monetary cost (usually
only for infrastructure). For the latter method of user mobility,
users acting as “data mules” can transfer significant amounts
of data, and while users’ movements cannot in general be
controlled, they can be measured [3], and patterns in those
movements can be exploited.
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In addition to the issue of network connectivity, we must
also consider the usage model for PSN. While different appli-
cations have different network demands, we can distinguish
particular broad classes which are known to be useful: (a)
known-senderwhere one node needs to transfer data to a user-
defined destination. The destination may be another user (who
may own many nodes), all users in a certain place, users with
a certain role (e.g. “police”), etc. The key point is that, often,
the destination is not a single node but is instead a set of
nodes with some relationship, e.g. the set of nodes belonging
to a message recipient. (b)known-recipientin which a device
requires data of some sort, e.g. the current news. The source
for this data can be any node which is reachable using any
of the three connectivity types, including via infrastructure
(e.g. a news webpage), neighbours (e.g. a recent cache of
a news webpage) or mobility (e.g. the arrival of a mobile
node carrying suitable data). In both classes described above,
the endpoints of a network operation are no longer described
by network-layer addresses, but are instead a set of desirable
properties. As a result, general network operations no longer
have single source and destination nodes.

Finally, in PSN situations, resource management is a key is-
sue. Mobile devices have limited resources in terms of storage,
network bandwidth, processing power, memory, and battery.
The latter is perhaps the most important, since the others can
potentially be reclaimed without the user’s assistance, while
charging the battery requires the user to perform the physical
act of plugging it in, and restricts the device’s mobility while
charging. Other resources are also precious, particularly in
the face of demands imposed by the usage scenarios above,
where devices may need to use storage and network bandwidth
to help forward messages for other devices. However, there
is also much cause for optimism — storage capacities are
increasing exponentially, wireless networking has the useful
property of spatial reuse, and processing power on mobile
devices is growing with Moore’s Law. For power, many
devices are plugged in more often than not, e.g. notebook
computers, and low power electronics allows current mobile
phones to last for many days on a single charge.

From the discussion above, we extract three motivations for
a networking architecture in the PSN environment, in order of
importance:

• Allow applications to take advantage of all types of data
transfer (neighborhood, infrastructure, mobility) without
having to specifically code for each circumstance

• Allowing networking endpoints to be specified by user-
level naming schemes rather than node-specific network
addresses, thus each network operation can potentially
involve many endpoints.

• Allowing limited resources to be used efficiently by
mobile devices, taking into account user-level priorities
for tasks.

III. PROBLEMS WITH STATUS QUO

Current applications perform very badly in the PSN en-
vironment, since they are typically designed around some

Fig. 1. Current networking architecture for mobile applications

form of infrastructure which is not always available. While
some applications can cope with infrastructure blackout, e.g.
with a “disconnected” or “offline” mode, most do not. Direct,
neighbourhood connectivity is used by very few widely used
applications, and human mobility is deliberately used by
almost none. Thus, when infrastructure is not present, users
are presented with huge inconveniences since the applications
which are familiar to them stop working, and are forced to
take on the task of understanding these situations so that they
can be productive despite this application failure. For instance,
users may require many alternative applications in order to do
a single task depending on the situation, e.g. a file can be
exchanged by email, by putting it on a website for download,
by using an instant messaging client, by direct Bluetooth or
infrared transfer. More likely, the user will simply invest in a
USB key — and manually bypass the huge inconvenience of
the status quo.

The root cause of this is the fact that applications are
provided with a networking interface that only understands
streams of data directed at anonymous numeric endpoints
(namely TCP/IP). As illustrated in Figure 1, this forces de-
velopers to implement protocols for naming, addressing and
data formatting internally in the applications themselves, e.g.
SMTP, IMAP and HTTP. While at the GUI level, applications
have general user-level tasks such as “send this file to James,”
once a particular network protocol such as SMTP is imposed
on that task, it becomes the a more specific task, e.g. “send
this file to the server pointed at by the MX record in the DNS
record of the domain name part of james.w.scott@intel.com”.
The latter task is specific to a particular kind of connectiv-
ity scenario, in this case infrastructure-based. It is therefore
impossible to execute even if James’s device is in the neigh-
bourhood at that time — i.e. even if the user-level task could
be satisfied.
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Another problem with the current networking API is that it
is synchronous. Applications cannot indicate a network task to
be performed and then exit, since finished applications have all
their TCP/IP sockets closed. For example, an email application
with pending outgoing email in the outbox will not be able
to use a passing AP to send this email if the application is
not running when the AP is passed. Therefore, an application
in the PSN environment has to be constantly on and mon-
itoring the connectivity status of the device. This increases
the complexity of a disconnection-aware application, since
it must be able to wait through periods of bad connectivity
and detect and perform networking actions when a suitable
endpoint is again visible. It also increases the load on mobile
device resources, since many applications would have to be
present in the background at all times.

A third problem is that persistent user data is kept by appli-
cations in a file system which, in the current node architecture,
is unconnected from the networking system (again illustrated
in Figure 1). This means that all “sharing” of data between
nodes must often be conducted by applications themselves1.
The biggest example of this is the device synchronisation
problem — when a user has multiple devices, they must
explicitly run an application on each which pulls their data
out of the file system and shares it with their other device(s).
Such synchronisation is often a source of much inconvenience
for users, since the sync tools must understand the different
ways that each user application uses the file system to store
data and metadata, and often has to translate it so that differ-
ent applications can be sync’d with the same data. Another
example is in distributed web caching — the exact web page
that a user wants may be in the cache of a neighbouring node,
but since web browsers do not explicitly support the transfer,
there is no way to get this off the neighbour’s file system and
into the network to be shared with the user.

The final problem identified is that applications have no
easy way to prioritise the use of a mobile devices’ limited
resources. These resources include persistent storage, network
bandwidth, and battery energy. Currently, an application such
as a web browser must estimate by itself how much of the
storage can be used for non-critical history caching, or how
much network bandwidth should be used for pre-fetching of
web pages. This decision is often passed on to the user, who
might have to adjust settings manually, at the application level
(e.g. ”how much disk to use as cache”), at the hardware level
(e.g. turning on or off wireless network interfaces depending
on the battery level), or by only running certain apps when
they do not want to prioritise network bandwidth for other
tasks (e.g. network-hungry file-sharing apps). These controls
are coarse at best, and require expert understanding in order to
properly exercise them. The result is that resources are often
used inefficiently.

1Networked file systems can be used for data sharing, but these rely heavily
on good connectivity, often to a particular server, and as such are not generally
usable in PSN

IV. A N EW SET OF MOBILE NETWORKING PRINCIPLES

We now present a set of interrelated principles which we
believe are fundamental implications of the situation faced
by users’ devices in the PSN environment, and can provide
solutions to the problems with the status quo. These guide the
design of the Haggle architecture presented below, but are also
applicable to other architectures for any networking scenario
with similar characteristics. Note that we do not claim that the
individual principles below are novel, some (such as message
switching) are very well-known. We do believe that we are
the first to assemble this particularset of principles.

A. Forward using application layer information

Applications should not be forced to specify endpoints using
addresses, such as IP addresses, that are meaningless at the
user level. Instead, endpoints should be specified using higher-
layer information, e.g. the URL of a website. By performing
forwarding with such information, Haggle can satisfy the ap-
plication’s needs using any form of connectivity — e.g. going
to that URL directly if there is infrastructure, or obtaining it
directly from a neighbour who has a cached copy, or using a
node known to be passing an AP soon to physically carry the
request and propagate the answer back, etc. In other words,
we need to move fromnode-centricnetworking todata-centric
networking.

Taking this example a step further, website URLs are often
found using search engines, whereas the user’s request is
actually for information matching a particular set of keywords.
Haggle can use such keywords directly, e.g. a request for
“current world news” can be satisfied with cached copies in
the environment of any news website (perhaps with a user-
specified order of preference, or a whitelist/blacklist).

Similarly, using an email address for forwarding restricts a
messaging application to using email protocols and infrastruc-
ture, while using a phone number restricts the application to
forwarding using SMS. By allowing Haggle to use the person’s
name (the higher-level, more meaningful identifier), it can use
any protocol for which it has a mapping between the high-level
name and a protocol-meaningful address.

B. Asynchronous operation

Asynchronicity is important in three ways in Haggle. First,
applications should be able to indicate networking actions
asynchronously from the actions taking place. This is in
contrast to the current model where applications must be “on”
throughout the transmission (as described in Section III), and
thereby reduces the complexity of a PSN-friendly application.
Second, this also means that the decision of precisely which
next-hop node(s) to forward data to can be left as late as
possible; in other words, the forwarding algorithm can use
“late binding” when assigning a low-layer next hop address,
allowing it to best utilise up-to-date local context information
about which next-hop nodes allow the data to make the
most progress toward a destination. Third, asynchronicity is
key to the store-and-forward nature of Haggle, which allows
it to cope with non-contemporaneous connectivity between
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endpoints in a way that end-to-end protocols such as TCP
cannot.

C. Empower intermediate nodes

In PSN, intermediate nodes (i.e. nodes on the transmission
path that are not specified as destinations in the data being
transferred) may also be valid destinations for data. For
example, if a mobile device acts as a forwarding node for a
webpage, that device may wish to keep a cache of the webpage
in case its own user later wishes to view it, or it comes into
contact with another device which requires that information.
This is in contrast to infrastructure-based networking where
intermediate nodes do not usually reconstruct application-layer
data to decide whether it is locally useful, and the data is
simply transmitted end-to-end.

This is effectively ad-hoc multicasting, where the multicast
group can be joined at any time by any device which can see
(or get to) a copy of the data. It has significant advantages
over demand-driven data transmission — since a demand for
a data item at a particular location (with no infrastructure)
cannot be transmitted easily to a node which is moving towards
that location and has a chance to pick that data up. However,
if that node opportunistically stores the data, perhaps using
policies or learning algorithms to determine whether it is likely
to be “popular”, then the data can arrive unbidden at a location
where it is useful.

D. Message switching

All of the above three principles imply that message switch-
ing is more suitable than packet switching for Haggle. This is
not to say that the underlying networks might not use packet
switching, but that full application-level messages should be
exchanged by neighbouring Haggle nodes when possible.
Message switching means that application-layer forwarding
information does not have to be duplicated across many pack-
ets, it facilitates asynchronous operation by the networking
subsystem, and it means that intermediate nodes are provided
with the whole message so they can act as destinations as well
as forwarding points for any given message.

E. All user data kept network-visible

Asynchronicity implies that user data in transit needs to
be kept in a node’s Haggle framework. However, we take
this principle further: In PSN,all user data should be made
visible to Haggle at all times. In addition, data must be marked
with metadata about its user-level properties, such as access
authorisation, creation/modification/expiry times, etc. We have
two main reasons for this.

First, a significant fraction of user data is inherently shared,
i.e. the user’s task involves making it available to other users
according to some access control profile. For example, CVS
file stores are shared by many users via an infrastructure-based
communication model. By making all user data visible to
Haggle, such data can be transmitted to other authorised users
without relying on infrastructure, making CVS-like applica-
tions capable of running under general network conditions.

Note that we do not tackle the general data merging/versioning
problems that CVS does, but that we simply provide a means
for the communications part to be abstracted.

Second, users often have more than one device. Therefore,
even a user’s most private data should be network-visible,
if only for transmission to other devices that they own (or
devices that they trust, e.g. an Internet-based backup service).
Currently, data synchronisation between multiple user devices
is a very thorny problem both for the developers of such tools,
and for users who have to manually associate devices that they
want synchronised. We can alleviate some part of this problem
by making sure all user data is visible to Haggle and marked
with information on who is allowed to access it.

By making all user data visible to the network, we decouple
the data from particular nodes and allow it to flow to the set
of nodes with a valid interest in it. With Haggle, we aim to
achieve this in the face of flexible connectivity environment
inherent in PSN.

F. Build request-response into the network

In IP, there is no notion of a “request” for data at a layer
lower than the application. However, many user-level tasks
(and therefore applications) make use of request-response
semantics, e.g. web browsing or file sharing. In PSN situations,
we often need to locate data of interest using dynamic and
local connectivity rather than at a static infrastructure-based
location. However, if requests and responding to requests were
not part of the network, then we have situations as with the
status quo where a webpage that I want may be on a computer
next to me, but there is no way for my computer to ask
for that webpage without relying on a particular peer-to-peer
filesharing application being active.

To take another example, a mobile node might be at a
location where it has no infrastructure connectivity, but it may
wish to facilitate incoming data from other nodes, e.g. so it
can receive email, or retrieve updates for the local web cache.
By sending a request, it can cause other nearby nodes, which
may for example have infrastructure connectivity, to act on its
behalf, and eventually have the resulting messages propagated
back towards it. This can lead to significant resource savings –
if the requests include information on the current connectivity
situation (e.g. sender’s location, nearby nodes, path the request
took), then the responses can be directed more quickly and/or
with a lower level of message replication (since successful
delivery of each replica is more likely when using up-to-date
network state information).

G. Exploit all data transfer methods

The aim of Haggle is to take advantage of all the com-
munication opportunities offered by the PSN environment,
including local connectivity with neighbouring nodes, and
global connectivity using infrastructure. Human mobility pat-
terns can be exploited by using forwarding algorithms which
target nodes known to have mobility patterns which are likely
to be useful, e.g. because they have seen a destination node
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recently [4], or because they share the same mobility pattern
as a destination [5].

Between neighbouring nodes, there are potentially many
interfaces that can be used, e.g. two neighbour nodes might
have a Bluetooth, 802.11 ad-hoc mode, and infrared as poten-
tial connection opportunities. Haggle nodes must maintain a
mapping of interfaces to nodes, since it is wasteful to for two
nodes to exchange data multiple times using different inter-
faces. Each connectivity method may have different properties
in terms of bandwidth, latency, power consumption, etc, as
well as having time-dependent channel characteristics such as
congestion, so the choice of the correct connection method
may be dynamic.

Infrastructure connectivity is not uniform either, with a
particular infrastructure method having associated costs (which
may be per-byte, per-time, or more complex schemes with
varying rates, e.g. mobile phone contracts with a certain
number of “free text messages” per month), as well as
bandwidth, connection setup latency, per-message latency, etc.
Some infrastructure methods are synchronous, e.g. when using
direct TCP/IP between two Haggle nodes connected to the
Internet. Some are asynchronous, e.g. the use of SMS text
messages which are held until the recipient’s phone is on and
has cell tower coverage. Haggle has to cope with both of these
types.

H. Take advantage of brief connection opportunities

In the PSN scenario, connection opportunities can be fleet-
ing, e.g. when walking or driving past another mobile user
or an AP. It is therefore important for Haggle to be able to
take full advantage of time-limited connection opportunities,
by prioritising potentially exchanged data so that the most
urgent data is sent first, and by using underlying protocols
which make efficient use of bandwidth during short connection
opportunities [6]. This also implies that neighbourhood discov-
ery (neighbours meaning both mobile devices and APs in this
case) is a key part of Haggle, since transfer opportunities must
be detected in a timely fashion.

I. Empowered and informed resource management

Many of the principles above refer to resource management
in some sense. Resource management is key to the success of
Haggle since many of the proposals above have the potential
to use up unlimited amounts of resources, e.g. data that is
currently being held and forwarded for other nodes requires
storage space, network bandwidth to send and receive, process-
ing power to make and effect transfer decisions, and battery
power to do all of the above.

This resource consumption might well be viewed a potential
disadvantage of Haggle; for example, if a Haggle user’s
device were to run out of battery because it spends it all on
forwarding others’ data, that user will quickly disable Haggle.
In fact, Haggle offers a unique opportunity to build resource
management in to mobile devices in a scalable way, with
minimal overhead for applications. Mobile devices often have
plentiful resources. With battery life, many devices such as

laptops have a “portable” rather than mobile usage model,
and are plugged in when they are on. Storage capacity is
growing at an exponential rate, with gigabytes already the
reality, but typically users have to manually decide to copy
data objects onto devices and personally manage the use of
this large resource. Wireless networks have the great advantage
of spatial reuse, but often only the space around APs is used,
and away from APs there is much unused bandwidth being
wasted, despite mobile devices moving through those spaces.

1) Storage:Storage resources are currently often used on a
“first come first served” basis, and are only filled when appli-
cations specifically request it. This leads many devices to have
most of the disk empty, so that they are “overprovisioned”, and
for devices which do run out of disk, the user often needs to
manually find and remove low-importance data such as web
caches. Haggle, since it keeps all user data, has the potential
to manage storage space better, since some data is of clearly
higher priority than others. For example, Haggle could flag
each data item as “manual deletion only” (e.g. a document
being edited), “delete if absolutely necessary” (e.g. a local
cache of the user’s old photo collection) or “deletion okay”
(e.g. the web cache), and with priority levels, so that the data
Haggle is holding in transit for a stranger is less valued than
data held for someone who regularly communicates with the
user of the device, i.e. a friend.

2) Networking: Networking resources must be managed
for two reasons. Firstly, as discussed above, a particular
connection opportunity may be of limited duration, and it is
therefore important to prioritise the data sent using that scarce
bandwidth so it is used to obtain the greatest benefit from the
user’s perspective. The second reason is that a given Haggle
node may have an almost unlimited set of networking tasks
on its “to-do list”, due to transfers in progress, as well as
the need to use the network medium for neighbour discovery.
To blindly execute the networking tasks in parallel or in
FIFO order, as often done by network stacks now, will lead
to low user-level goodput under high load (much of which
may be speculative and replicated transmissions). Therefore,
networking tasks should be carried out in an order determined
by user-level priorities.

3) Battery: Battery resources are perhaps the most impor-
tant to manage properly on a mobile device, as once spent
they cannot be recovered without user intervention. Misman-
agement can cause many problems for users, e.g. the inability
to rendezvous with friends/family if your phone “dies.” Users
are therefore very protective of their battery life, and if Haggle
(and PSN technologies in general) are perceived to be battery-
thirsty this might prove to be a key roadblock to deployment.
It is less obvious is that, in some situations, users haveplenty
of battery resource. For example, while in a normal weekday
routine, many people can easily charge my phone at night
since there is a charger by their bedside. Since many phones
normally require charging only once every few days, there is
plenty of energy available if the users do not mind charging
them every night in return for better application performance.
Similarly, many laptops move from being plugged-in at one
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place to plugged-in at another, and are only on battery power
for short periods of time.

For battery in particular, it is important to determine the
“scarcity” of the resource — i.e. an estimate of how long
it will be until the next convenient charging opportunity for
the user. This can be achieved usingcontext-awareness— by
observing the patterns that the user exhibits at various times
of day, the device’s location, etc, a device can apply machine
learning techniques to arrive at a prediction of how scarce the
battery resource is. Thus, even if Joe User’s battery is full, if
Joe leaves his home city and heads to the airport, Joe’s devices
could infer that there may be no charging opportunity for some
time, and therefore be conservative with battery consumption.
Conversely, if Joe User’s battery is only at 10%, but Joe will
be home in 10 minutes and habitually plugs their device in on
arrival at home, then perhaps there is plenty of battery to use
for even low-priority application tasks.

Because Haggle has the ability to centrally manage all
networking and storage consumption of a mobile node, it is
also the correct place for battery consumption to be managed
and where control over its consumption can be exerted —
e.g. a particular connection opportunity might be deliberately
unused because Haggle determines that the utility gained does
not outweigh the battery cost.

J. Use and integrate with existing application infrastructure
where possible

Haggle is not intended as an academic exercise in network
architecture design, it is intended to be practical and useful.
We must therefore pay close attention to existing deployments
of applications and infrastructure for these applications, and
integrate and reuse these. Haggle can gain three key advan-
tages from doing so. First, Haggle is more easily incrementally
deployed to users if they can interact with other users who
do not yet have Haggle, via backwards compatibility. Second,
users may wish to continue using the same, familiar appli-
cation interfaces that they already make use of. Third, there
is a vast infrastructure already deployed that will not change
overnight, which Haggle must make use of in order to be
competitive with the status quo.

V. THE HAGGLE ARCHITECTURE

Haggle is the name given to our new network architecture,
which applies the principles outlined above to overcome
the problems with the status quo and effectively operate in
the PSN environment. Haggle is an unlayered architecture
which internally comprises four modules; delivery, user data,
protocols and resource management, as shown in Figure 2.
As compared to the current network architecture in Figure 1,
we immediately notice a number of high-level differences:

• User data is not isolated from the network, allowing it to
be shared with other suitable nodes without an application
being involved in each transfer

• The application does not include network protocol func-
tionality, making it easy for it to be agnostic as to

Fig. 2. Overview of Haggle architecture

the delivery method, and making the application code
simpler.

• Haggle performs delivery using user-level names, allow-
ing it to make use of all suitable protocols and network
interfaces for delivery of a given data item.

• Haggle includes a resource management component
which mediates between the other three components
using user-specified priorities to ensure efficient resource
use.

We now discuss the functionality of the four modules in
more detail.

A. User Data

Application Data Units (ADUs) are Haggle’s format for user
data, and as the name suggests they are an encapsulation for a
data item meaningful to an application such as a photo, a music
file, a webpage, a message, etc. In the spirit of Application
Layer Framing [7], ADUs are not only the unit of data for
applications, but are also the unit used for transfer between
Haggle nodes, i.e. they are the messages in message switching.
An ADU is comprised of many attributes, where an attribute
is a type-value pair. The type is always a text string, the value
may also be a text string, but may also be a binary stream,
e.g. for the mp3 file comprising the main content of an ADU
representing a song. The intent is for rich metadata about
each object to be exposed as attributes — such data could
be duplicated in the binary stream section if this is useful for
the application.

An ADU attribute can be used to store such information as:

• Descriptive information for user data, e.g. keywords for
a picture.

• Document management information, e.g. the creation-
date, creation-user, modification-date, etc.
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• Security and permissions information, e.g. the list of local
users with access permission, whether the item must be
encrypted on leaving the node, and information to the
encryption method and key

Novel forwarding algorithms are a key research area for
Haggle, and the ADU structure provides flexible support for
forwarding algorithms. This is achieved by storing forwarding
state in ADUs as well as application data described above.
Unlike with packet headers in traditional protocols, ADUs are
a flexible data format that can easily be modified to add or
remove fields.

Thus, ADUs can also contain information about forwarding
state such as:

• a list of destination names and addressing hints for those
names (there can be more than one destination, each with
more than one way to get there).

• details of the source node.
• a list of forwarding hints, informing intermediate nodes

of dynamic information (e.g. X-was-seen-at-time-T-by-Y)
• a list of nodes which it has passed through
• timeout/flooding avoidance parameters — e.g. max du-

plication count, max hop count, deadline
• a priority level specified by the source node
• security information, e.g. an authentication signature or

encryption details for the claimed ADUs
• any other data relevant for forwarding tasks — since the

ADU format allows a variable number of attributes, a new
forwarding algorithm can easily send other data.

1) ADU Example:The example ADU below represents a
message including a photo, some text, and forwarding state
for the message.

Filename DSC10027.jpg
Mime-Type image/jpeg
Creation-date 1/1/2006 17:32
Created-by James Scott
Security-group Public
Keywords Athens, Greece, seashore, sunset
Data [binary jpeg data]

Mime-type text/plain
Date 1/1/2006 17:40
Data ”Wish you were here!”

Date 1/1/2006 17:40
From “James Scott”; james.w.scott@intel.com
To “Jon Crowcroft”; +447123456789;

jon.crowcroft@cl.cam.ac.uk
To “Pan Hui”; pan.hui@cl.cam.ac.uk;

BT 0F:CC:3E:C9:87:21
Priority 5
TTL-hops 100
TTL-deadline 2/1/2006 17:40

Note that this ADU comprises three sections, similar to
emails with different message parts. Thus, the photo could

be easily split off from the rest of the message, e.g. by
an intermediate node whose user had specified an interest
in photographs of sunsets, while the whole message was
delivered. In implementation, the photo itself would not be
duplicated on a node’s disk, but instead pointers to the same
data file would be used for efficiency.

B. Protocols and Naming

A key feature of Haggle is the use of user-level naming
schemes for data transfer decisions. This immediately raises
the question of how these high-level names get translated into
lower-level addresses that the physical network interfaces can
use for transmission. In other words, what is the equivalent of
ARP for Haggle?

In order to answer this question, we must examine what
an “address” is for Haggle. We define an address as any
name for which there is a protocol available in the Protocols
module (see Figure 2) which is capable of sending the ADU
to that address. Different connectivity situations and different
applications require different address types, for example, the
use of local connectivity to share ADUs with a neighbour
might use a Bluetooth or 802.11 MAC address as a Haggle
address, while when using infrastructure, an email address can
be used as a Haggle address (if an email protocol is supported).
Note that different nodes might regard different types of
name as “addressable” because of their different capabilities
— to a node with geographic information and forwarding
capabilities, a GPS coordinate is an addressable name, while to
another node that name needs to be mapped onto another name
type before forwarding can occur. Mechanisms for mapping
between names are therefore very important in Haggle.

There are many methods by which names can be mapped to
other names. An ADU can contain mappings between names,
e.g. the ADU example given above, which specified mappings
between a non-addressable personal name, and email, tele-
phone and Bluetooth MAC addresses which various underly-
ing protocols could use. Names can also be dynamic, e.g. the
current IP address of an infrastructure-connected mobile node,
which changes from time to time, or the current location of a
node (if a geographic routing protocol is available). Both static
and dynamic name mappings may be found in the ADU itself,
or may be found other ADUs acting as name lookup tables
on the local node. Such naming ADUs might be created by
applications (e.g. contact details for a particular person) or
by forwarding algorithms (e.g. using neighbourhood device
discovery). The use of a standard ADU format for naming
has the benefit of allowing different nodes, applications, and
forwarding module implementations to parse naming ADUs
from each other. The flexible nature of ADUs also means that
different naming schemes can be constructed easily, enabling
the use of Haggle for new applications and protocols in a way
that highly-specified lookup tables (e.g. DNS MX records) do
not.
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C. Neighbours and Forwarding

As previously mentioned, Haggle must perform neighbour
discovery in order to take advantage of connection opportuni-
ties. The result of neighbour discovery is that some set of
addresses are marked as “nearby”. One example might be
Bluetooth inquiry, which would result in a set of Bluetooth
MAC addresses being marked as “nearby”, while another
example would be that when an accessable AP is seen,
all Internet domain names would be considered “nearby”.
Forwarding algorithms in Haggle estimate the “benefit” of
performing a transfer of a given ADU (or set of linked ADUs)
to a given nearby node. While some transfers are obviously
beneficial, e.g. the transfer of an ADU to an email address
which it lists as a destination, other transfers are less obvious,
e.g. the transfer of the same ADU to a node which is not the
final recipient but might be willing to help in the transfer
process, or the transfer of a ADU requesting content to a
particular neighbour who may or may not help provide the
content requested.

D. Resource Management

All use of resources in Haggle is controlled by the re-
source management module. This operates by performing a
cost/benefit analysis on “tasks” that other modules specify. The
forwarding module, for example, specifies a number of poten-
tial transfers as “tasks” with associated benefit estimates, and
also gives enough information so that the “cost” of those tasks
can be estimated in terms of resources consumed, including
the use of network bandwidth, battery power, monetary cost,
etc.

The resource management module compares the cost with
the benefits to decide what action to take next. In addition, the
resource management module can use context-based informa-
tion to estimate thescarcity of resources, e.g. the network
bandwidth available, the expected time until battery charging
can take place, etc. This can be incorporated into the cost-
benefit decision by raising or lowering the value placed on
certain resources dynamically.

By performing resource management centrally, we allow
applications to cooperate in sharing resources rather than
competing, since applications can specify priority levels for
various actions and allow low-priority actions to avoid using
scarce resources. We can also provide the user with the ability
to specify global preferences for the device, e.g. regulating the
consumption of expensive bandwidth to an acceptable level.

E. Interacting with applications

The Haggle architecture provides a new abstraction layer for
mobile applications, at a much higher level than the “socket”
abstraction that is currently used. The key properties of the
Haggle architecture from the application’s point of view are:

• Haggle supersedes the file system on mobile devices,
providing a persistent storage abstraction for Application
Data Units (ADUs) which allows applications to specify
a rich set of metadata governing how that data is used.

• Haggle provides applications the ability to specify net-
working tasks based on the contents of ADUs, e.g. asking
Haggle to retrieve ADUs that are photos of a particular
place and time, or webpages with certain keywords.

• Haggle abstracts the networking facilities of the mobile
device so that the application does not need to implement
particular transfer protocols which are infrastructure-
centric, and can instead transparently make use of neigh-
bourhood, infrastructure, and mobility-based data transfer
opportunities.

• Haggle provides a way of naming and addressing entities
which are not single network nodes (as with IP) but are
high-level concepts such as people, places, services, or
information.

• Haggle allows applications to specify priorities for tasks,
so that the limited resources of mobile devices can be
spent for maximal user benefit, and spare resource can be
used for secondary tasks (e.g. web prefetching) while not
jeopardising the primary tasks (e.g. urgent messaging).

VI. RELATED WORK

In this section we discuss related work by ourselves and by
others.

As with many pieces of research, the proposed architecture
above creates as many questions as it answers. There are many
challenges faced in PSN [8]. These include the problems of
designing forwarding algorithms for the PSN environment, of
creating suitable naming schemes and mapping those names
onto deliverable addresses, of security and privacy protection,
and of usability when there are no end-to-end guarantees.

Our approach towards these challenges is practical rather
than theoretical, using implementation, deployment, and mea-
surement. The architecture design above is being implemented
for mobile platforms such as mobile phones and PDAs, and
will be tested with real applications and real users. This
will allow us to hone the architecture to address real-life
situations, and, in collaboration with others, to address the
various challenges detailed above.

Human mobility for data transfer has been explored by
a number of different research groups, including under the
names of “data mules” [9] and “message ferries” [10]. In
Haggle, our approach has been to perform measurements of
human mobility patterns [3], [11]. These have found that
human mobility has significantly different characteristics to
those assumed in simulations which have previously been
used to evaluate neighbourhood forwarding algorithms, e.g. in
mobile ad-hoc networks which have relatively dense networks.
Such measurement traces can be used to help design and
evaluate forwarding algorithms for the PSN environment.

Delay-Tolerant Networks (DTN) [12], [13] focuses on pro-
tocols addressing scenarios where TCP/IP networking is not
feasible, with two such scenarios being when there are large
time delays (e.g. in interplanetary networks), or when there
is no contemporaneous end-to-end link, e.g. when using a
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“message ferry” to physically carry data to remote locations.
Haggle shares some of its principles with DTN, such as the use
of message switching and opportunity-oriented networking,
but is additionally exploring ideas such as the mapping of
user-level names onto many parallel delivery methods, the
exposure of all user data to the network, the use of request and
response as network primitives, and the key role of resource
management.

The data-centric networking aspect of Haggle is similar
in nature to a number of efforts, including FreeNet [14]
and Distributed Hash Tables (DHTs) such as Chord [15]
in which a hash of an object is used to locate an object,
and peer-to-peer networks such as eMule which allow text
searches over metadata such as the file name to find objects.
In Haggle, we aim to perform data-centric networking in the
PSN environment, which does not have the relatively stable
connectivity assumed by the previous work.

VII. C ONCLUSIONS ANDFUTURE WORK

Haggle is a network architecture designed from the ground
up around the needs of mobile users as characterised by the
Pocket Switched Networking environment. We have described
the motivation for a new architecture, and the principles
behind Haggle’s design. We plan to build an open source,
cross-platform implementation of Haggle for mobile devices,
and trial this implementation with both new and existing
applications (via translating proxies when necessary). We also
plan to use Haggle to develop and evaluate solutions to various
challenges in PSN, including forwarding algorithms, security
policies, usability aids, and resource management policies.
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Abstract— Recently, the research on mobile ad hoc networks
is departing from the view of stand-alone networks, to focuson
hybrid self-organized network environments interconnected to
the Internet. This type of networks is built on a mix of fixed and
mobile nodes using both wired and multi-hop wireless technolo-
gies, and may be easily integrated into classical wired/wireless
networking infrastructures. In this paper we design a lightweight
and efficient architecture to build such a multi-hop hybrid ad hoc
network, which will be used as a flexible and low-cost extension
of traditional wired LANs. Our proposed architecture provi des
transparent global Internet connectivity and self-configuration to
mobile nodes, without requiring configuration changes in the pre-
existing wired LAN. Differently from most of the implemented
solutions, which are based on complex IP-based mechanisms,
such as Mobile IP, IP-in-IP encapsulation and IP tunneling,our
proposed system operates below the IP level, and employs only
layer-2 mechanisms. We have prototyped the core functionalities
of our architecture, and we present several experimental results
to verify the network performance constraints, and how different
OLSR parameter settings impact on them.

I. I NTRODUCTION

A mobile ad hoc network (MANET) is a collection of mobile
nodes connected together over a wireless medium, which
self-organize into an autonomous multi-hop wireless network.
Traditionally, MANETs have been considered asstand-alone
networks, i.e., self-organized groups of nodes that operate in
isolation in an area where deploying a networking infrastruc-
ture is not feasible due to practical or cost constraints (e.g.,
disaster recovery, battlefield environments). However, itis now
recognized that the commercial penetration of the ad hoc
networking technologies requires the support of an easy access
to the Internet and its services. In addition, the recent advances
in mobile and ubiquitous computing, and inexpensive, portable
devices are further extending the application fields of ad hoc
networking. As a consequence, nowadays, multi-hop ad hoc
networks do not appear as isolate self-configured networks,
but rather emerge as a flexible and low-cost extension of wired
infrastructure networks, coexisting with them. Indeed, a new
class of networks is emerging from this view, in which a mix
of fixed and mobile nodes interconnected via heterogeneous
(wireless and wired) links forms a multi-hop hybrid ad hoc
network integrated into classical wired/wireless infrastructure-
based networks [1].

In this paper, we propose and evaluate a practical archi-
tecture to build multi-hop hybrid ad hoc networks used to
extend the coverage of traditional wired LANs, providing
mobility support for mobile/portables devices in the localarea
environment. More precisely, we envisage a hybrid network
environment in which wired and multi-hop wireless technolo-
gies transparently coexist and interoperate. In this network,
separated group of nodes without a direct access to the
networking infrastructure formad hoc “islands”, establishing
multi-hop wireless links. Special nodes, hereafter indicated as
gateways, having both wired and wireless interfaces, are used
to build a wired backbone interconnecting separated ad hoc
components. To ensure routing between these ad hoc parts,
a proactive ad hoc routing protocol is implemented on both
gateways’ interfaces. In addition, the gateways use their wired
interfaces also to communicate with static hosts belonging
to a wired LAN. The network resulting from the integration
of the hybrid ad hoc network with the wired LAN is an
extendedLAN, in which static and mobile hosts transparently
communicate using traditional wired technologies or ad hoc
networking technologies.

In this work we specifically address several architectural
issues that arise to offer IP basic services, such as routingand
Internet connectivity, in the extended LAN. First, we propose
a dynamic protocol for the self-configuration of the ad hoc
nodes, which relies on DHCP servers located in the wired
part of the network, and it does not require that the ad hoc
node to be configured has a direct access to the DHCP server.
In addition, we design innovative solutions, which exploit
only layer-2 mechanisms as the ARP protocol, to logically
extend the wired LAN to the ad hoc nodes in a way that
is transparent for the wired nodes. More precisely, in our
architecture the extended LAN appears to the external world,
i.e., the Internet network, as a single IP subnet. In this way,
the hosts located in the Internet can communicate with ad hoc
nodes inside the extended LAN as they do with traditional
wired networks. Previous solutions to connect ad hoc networks
to the Internet have proposed to use access gateways that
implement Network Address Translator (NAT) [2] or a Mobile
IP Foreign Agent (MIP-FA) [3]. However, such approaches
are based on complex IP-based mechanisms originally defined
for the wired Internet, like IP-in-IP encapsulation and IP
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tunneling, which may introduce significant overheads and
limitations, as discussed in depth in the following sections. On
the other hand, the architecture we propose in this paper is a
lightweight and efficient solution that avoids these overheads
operating below the IP level. By positioning our architecture
at the layer 2 (data link layer), we may avoid undesired and
complex interactions with the IP protocol and provide global
Internet connectivity and node self-configuration in a very
straightforward way.

In the past, other architectures have been proposed to
provide ad hoc support below IP. For example, in [4] la-
bel switching was employed to put routing logic inside the
wireless network card. More recently, the LUNAR [5] ad
hoc routing framework and the Mesh Connectivity Layer
(MCL) [6] have been proposed. These solutions locate the ad
hoc support between the layer2 (data link layer) and layer3
(network layer). This “layer2.5” is based onvirtual interfaces
that allow abstracting the ad hoc protocols from both the
specific hardware components and network protocols. How-
ever, this interconnection layer requires its own naming and
addressing functionalities distinct from the layer-2 addresses
of the underlying physical devices. This may significantly
increase the packet header overheads. On the contrary, our
proposed architecture is totally located inside layer 2, reducing
implementation complexity and ensuring minimal additional
overheads.

We have prototyped the main components of our architec-
ture in a general and realistic test-bed, in which we have car-
ried out various performance measurements. The experimental
results show the performance constraints with mobility and
Internet access, and indicate that an appropriate tuning ofthe
routing protocol parameter may significantly improve the net-
work performance. The rest of this paper is organized as fol-
lows. Section II introduces our network model. In Section III,
we discuss available solutions for Internet connectivity and
node self-configuration in MANETs. Section IV outlines the
relevant protocols used in our architecture. In Section V, we
describes the layer-2 architecture we propose to build hybrid
ad hoc networks interconnected to the Internet. Section VI
shows experimental results on the performance constraintsof
our solution. Finally, Section VII draws concluding remarks
and discusses future work.

II. N ETWORK MODEL

Figure 1 illustrates the reference network model we assume
in our architecture. We consider a full-IP network in which
all the traffic is transported in IP packets. In this network,
mobile/portable nodes far away from the fixed networking
infrastructure establish multi-hop wireless links to communi-
cate (e.g., using IEEE802.11 technology). As shown in the
figure, gateways, i.e., nodes with two interfaces - both wired
and wireless - are used to connect the ad hoc components
to a wired LAN (e.g., an Ethernet-based LAN). In our ar-
chitecture, it is allowed the multi-homing, i.e., the presence
of multiple gateways within the same ad hoc component.
Consequently, specific mechanisms are required to support the

handoff between gateways without TCP-connection breaks.
In general, between pairs of gateways in radio visibility of
each other, two direct links can be established, both wired
and wireless. However, in our model we assume that the
gateways always use the wired link to communicate. The
motivations behind this requirement will be clearly discussed
in Section V. However, this is a quite reasonable assumption,
since wired links have higher bandwidth than wireless links,
and the routing protocol should assign them a lower link cost.

Fig. 1. Reference Network Model.

The wired LAN is interconnected to the external Internet
through a default routerR. In addition, one or more DHCP
servers are located in the wired LAN to allocate network
addresses to hosts. In the following sections, we will explain
how these DHCP servers could be used to assign IP configu-
ration parameters also to the ad hoc nodes. For the purpose of
simplicity, we assume that all the IP addresses are allocated
from the same IP address blockIPS/L. According to standard
notation,IPS indicates the network prefix, and L is the network
mask length, expressed in bits (e.g.,IPS/L = X.Y.96.0/22).
Assuming that the extended LAN adopts a unique network
address implies that the extended LAN appears to the external
world, i.e., the Internet network, as a single IP subnet.

Standard IP routing is used to connect the extended LAN
to the Internet. However, a specific ad hoc routing protocol is
needed to allow multi-hop communications among the ad hoc
nodes. In this work we decided to use a proactive routing pro-
tocol as the ad hoc routing algorithm (such as the Optimized
Link State Routing (OLSR) protocol [7] or the Topology
Dissemination Based on Reverse-Path Forwarding (TBRF)
routing protocol [8]). The motivation behind this design choice
is that proactive routing protocols usually support gateways,
allowing these nodes to use special routing messages to set
up default routes in the ad hoc network. Indeed, default routes
are an efficient mechanism to forward traffic that does not
have an IP destination locally known to the ad hoc network.
In addition, proactive routing protocols, adopting classical
link state approaches, build the complete network-topology
knowledge in each ad hoc node. This topology information
could significantly simplify the operations needed to acquire
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Internet connectivity. In this work, the reference ad hoc routing
algorithm is OLSR, but our architecture is general and it is
equally applicable to other proactive routing protocols.

III. R ELATED WORK

The implemented solutions to provide Internet connectivity in
MANETs are mainly based on two different mechanisms.

One approach is to set up a Mobile IP Foreign Agent (MIP-
FA) in the gateway and to run Mobile IP [3] in the MANET. In
this way, the ad hoc node may register the foreign agent care-
of-address with its Home Agent (HA). Whenever an ad hoc
node MN wants to contact an external host X, it uses its home
address (i.e., a static IP address belonging to its home network)
as source address. As a consequence, the return traffic is routed
to the home network through standard IP routing. The HA
intercepts the traffic, encapsulating it using the care-of-address,
and it tunnels the encapsulated packets to the FA. The FA
removes the outer IP header and delivers the original packets
to the visiting host MN. Different versions of this approach
have been proposed and implemented for proactive [9] and
reactive [10] ad hoc networks. A drawback of these solutions
is that they require significant changes in the Mobile IP
implementation since the FA and the mobile node cannot
be considered on the same link. Moreover, the mobile node
has to be pre-configured with a globally routable IP address
as its home address, limiting both the ability of forming
totally self-configuring and truly spontaneous networks, and
the applicability of these schemes.

An alternative solution to interconnect MANETs to the
Internet is to implement a Network Address Translation
(NAT) [2] on the gateway. In this way, the gateway may
translate the source IP address of outgoing packets from the
ad hoc nodes with an address of the NAT gateway, which
is routable on the external network. The return traffic is
managed similarly, with the destination IP address (i.e., the
NAT-gateway address) replaced with the IP address of the ad
hoc node. NAT-based solutions have been designed for both
proactive [11] and reactive [12] ad hoc networks. NAT-based
mechanisms appear as easier solutions than MIP-FA-based
schemes to provide Internet access to MANETs. However, a
problem that arises with NAT-based solutions is multi-homing,
i.e., the support of multiple gateways in the same MANET.
Indeed, to avoid session breakages it is necessary to ensurethat
all the packets from the same session are routed over a specific
gateway. A proposed solution to this issue is to explicitly
tunnel all the outgoing traffic from the same communication
session destined to the external network to one of the available
gateways, instead of using default routes. A limitation of this
strategy is the additional overhead introduced by the IP-in-IP
encapsulation. Moreover, the ad hoc nodes should be provided
with the additional capability of explicitly discovering the
available gateways. This would eventually require extensions
to the ad hoc routing protocols.

Both the two classes of solutions discusses above implicitly
assume that either there is a dynamic host configuration
protocol designed to configure the nodes such as to properly

working in the MANET, or the ad hoc nodes are configureda
priori . Indeed, a node in an IP-based network requires a unique
IP-based address, a common netmask and, eventually, a default
gateway. In traditional networks, hosts rely on centralized
servers like DHCP [13] for configuration, but this cannot
be easily extended to MANETs because of their distributed
and dynamic nature. However, various protocols have been
proposed recently in literature for the purpose of address
self-configuration in MANETs. In general, with protocols
using stateless approaches nodes arbitrarily select theirown
address, and a Duplicate Address Detection (DAD) procedure
is executed to verify its uniqueness and resolve conflicts. On
the other hand, protocols based of stateful approaches execute
distributed algorithms to establish a consensus among all the
nodes in the network on the new IP address, before assigning
it. The protocols proposed in [14] and [15] are examples of the
latter and former approach, respectively, while [16] presents a
general overview of the several solutions currently available.
Generally, all these protocols assume reliable flooding in order
to synchronize nodes’ operations and resolve inconsistencies
in the MANET, but this is difficult to be guaranteed in ad
hoc networks. Another main limitation of these solutions is
that they are designed to work instand-aloneMANET, while
no protocols have been devised to take fully advantage of
the access to external networks. In addition, the problems
of selecting a unique node address, routing the packets and
accessing the Internet are still separately addressed, while a
unified strategy may be beneficial, reducing complexities and
overheads.

IV. PROTOCOL DESCRIPTIONS

This section gives a short description of the protocols, which
our architecture is based on.

A. OLSR

The OLSR protocol [7], being a link-state proactive routing
protocol, periodically floods the network with route infor-
mation, so that each node can locally build a routing table
containing the complete information of routes to all the
nodes in the ad hoc network running on their interfaces the
OLSR protocol. The OLSR routing algorithm employs an
efficient dissemination of the network topology information
by selecting special nodes, the multipoint relays (MPRs), to
forward broadcast messages during the flooding process. The
link state reports, which are generated periodically by MPRs,
are called Topology Control (TC) messages. MPRs grant that
TC messages will reach all 2-hop neighbors of a node. In
order to allow the injection of external routing information
into the ad hoc network, the OLSR protocol defines the Host
and Network Association (HNA) message. TheHNA message
binds a set of network prefixes to the IP address of the node
attached to the external networks, i.e., the gateway node. In
this way, each ad hoc node is informed about the network
address and netmask of the network that is reachable through
each gateway. In other words, the OLSR protocol exploits the
mechanism ofdefault routesto advertise Internet connectivity.
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For instance, a gateway that advertises the0.0.0.0/0 default
route, will receive all the packets destined to IP addresses
without a known route on the local ad hoc network.

B. ARP Protocol

IP-based applications address a destination host using itsIP
address. On the other hand, on a physical network individual
hosts are known only by their physical address, i.e., MAC
address. The ARP protocol [17] is then used to translate,
inside a physical network, an IP address into the related
MAC address. More precisely, the ARP protocol broadcasts
the ARPRequestmessage to all hosts attached to the same
physical network. This packet contains the IP address the
sender is interested in communicating with. The target host,
recognizing that the IP address in the packet matches its own,
returns its MAC address to the requester using an unicast
ARPReplymessage. To avoid continuous requests, the hosts
keep a cache of ARP responses.

In addition to these basic functionalities, the ARP protocol
has been enhanced with more advanced features. For instance
in [18] it has been proposed theProxy-ARPmechanism, which
allows constructing local subnets. Basically, the Proxy ARP
technique allows one host to answer the ARP requests intended
for another host. This mechanism is particularly useful when
a router connects two different physical networks, sayNetA
and NetB, belonging to the same IP subnet. By enabling the
Proxy ARP on the router’s interface attached toNetB, any host
A in NetAsending an ARP request for a host B inNetB, will
receive as response the router’s MAC address. In this way,
when host A sends IP packets for host B, they arrive to the
router, which will forward such packets to host B.

V. PROPOSEDARCHITECTURE

Our design goal in the definition of the rules and opera-
tions of the proposed architecture is to provide transparent
communications between static nodes (using traditional wired
technologies) and mobile nodes (using ad hoc networking
technologies), employing mechanisms that run below the IP
layer. As discussed in the introduction, in this work we address
two relevant issues: node self-configuration and global Internet
connectivity.

A. Ad Hoc Node Self-configuration

The main obstacle to use a DHCP server for self-configuration
of ad hoc nodes is that the DHCP server may be not reachable
to the new node, due to mobility or channel impairments. In
addition, the ad hoc nodes may need multi-hop communi-
cations to reach the DHCP server, but a unique address is
necessary to execute ad hoc routing algorithms capable of
establishing such communications. To solve these problems,
we assume that the DHCP servers are located only in the wired
part of the network, while in the ad hoc part of the network we
implement dynamicDHCP Relayagents. These are special re-
lay nodes passing DHCP messages between DHCP clients and
DCHP servers that are on different networks. As illustratedin
Figure 2, when a new mobile hosti not yet configured attempts

Fig. 2. Message exchanges during the ad hoc node self-configuration.

joining the ad hoc part of the extended LAN, it broadcasts
a special message, theNeighborReq message. At least one
neighbor that is already configured, i.e., it has joined the ad
hoc network, will respond with aNeighborReply message.
Nodei selects one of the respondersj as intermediary in the
process of address resolution. Then, nodei sends aConf Req
message to the chosen nodej that replies with aConf Ack
message to inform nodei that it will execute on its behalf the
process of acquiring the needed IP configuration parameters
(i.e., nodej acts as aproxyfor the nodei). In fact, on receiving
theConf Reqmessage from nodei, nodej activates its internal
DCHP Relay agent, which issues an unicastDHCP Request
to one of the available DHCP servers. The DHCP server
receiving the request, will answer to the DHCP Relay with
a DHCP Ack, containing the IP configuration parameters. The
configuration process is concluded when the DHCP Relay
forwards theDHCP Ack message to the initial nodei that
is now configured and can join the network. After joining the
network, nodei may also turn itself into a DHCP Relay for
the DHCP server from which it received the IP configuration
parameters, letting other nodes to subsequently joining the ad
hoc component. Finally, it is worth noting that it is not needed
any initialization procedure for the ad hoc network, because
the gateways are directly connected to the wired LAN and
can broadcast aDHCP Discovermessage to locate available
servers. In this way, the first mobile node to enter the ad hoc
network may find at least one gateway capable of initiating
the illustrated configuration process.

Our proposed node self-configuration mechanism is some-
how similar to the one described in [15]. In that paper,
a preliminary message handshake was used to discover a
reachable MANET node that could act as initiator of the
configuration process. On the contrary, in our solution the
initiator node exploits the resources of the external wired
network to which the ad hoc component is connected, to
perform the IP address resolution.
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B. Global Internet Connectivity

Our design goal is to support Intranet connectivity (i.e., com-
munications with nodes inside the same IP subnet) and Internet
connectivity (i.e., communications with nodes of externalIP
networks) for the mobile nodes, without any configuration
change in the pre-existing wired LAN. The assumption that
we take as starting point in our proposal is that the mobile
nodes are configured with an IP address belonging to the
same IP subnet of the wired LAN. This is achieved using
the mechanism described in Section V-A.

In the following we will separately explain how the pro-
posed architecture ensures connectivity for outgoing and in-
coming traffic.

1) Connectivity for Outgoing Traffic.:As outlined in Sec-
tion IV-A, the OLSR protocol builds the routing tables with
entries that specify the IP address of the next-hop neighbor
to contact to send a packet destined to either another host or
subnetwork. More precisely, to send a packet to a destination
IP address, the mobile host searches for the longest IP prefix
in the routing table matching the destination IP address. The
matching routing table entry provides the next hop to send the
packet. Since the gateways advertise0.0.0.0/0 as default route,
all packets destined for IP addresses without a specific route
on the ad hoc network, will be routed on a shortest-hop basis
to the nearest gateway and forwarded to the Internet. However,
using 0.0.0.0/0 as default route for outgoing packets, intro-
duces an inconsistency when a mobile host sends IP packets
to a wired host inside the LAN. To explain this problem

Fig. 3. Illustrative network configuration.

let us consider the simple network configuration depicted in
Figure 3. For illustrative purposes we assume that the IP subnet
of the extended LAN isIPS/L=X.Y.96.0/221. If the mobile
node N (IPN = X.Y.97.151/22) wants to deliver packets to
the wired node H (IPH = X.Y.99.204/22), the routing table
lookup on node N will indicate that the node H is connected
to the same physical network of node N’s wireless interface.
This will result in a failed ARP request for theIPH address. To
resolve this inconsistency, we will exploit the propertiesof the

1On the gateways’ wireless interfaces we set up private IP addresses to
save address space. In this way, the gateways are globally reachable using the
IP address on their wired interfaces.

IP longest-matching rules. More precisely, we split the original
IP subnet into two consecutive smaller subnetsIPSL/(L+1)
andIPSU/(L+1), such as to have that the union of these two
sets is equal toIPS/L. In the considered caseIPSL/(L+1)=
X.Y.96.0/23 and IPSU/(L+1) = X.Y.98.0/232. Then, we
configure all the gateways in such a way that they announce,
through the HNA messages, also the connectivity to these two
subnetworks. In this way, each mobile host will have, for any
host on the local wired LAN, a routing table entry with a
more specific network/mask than the one related to its wireless
interface. To better clarify this point, let us consider thenode
N’s routing table as shown in Table I. The entries8, 9, and
11 are the ones induced by the HNA messages arrived from
GW1. The entry10 is automatically set up by the operating
system when the wireless interface is configured with the IP
parameters. However, when searching the routing table for
matching theIPH address, node N will found the routing
entry9 more specific than entry10. Consequently, the longest-
match criterion applied to the routing table lookup, will result
in node N correctly forwarding traffic to gateway GW1 (i.e.,
the nearest one) to reach node H.

TABLE I

NODE N’ S ROUTING TABLE .

Entry destination next hop metric interface

1 X.Y.97.51/32 X.Y.96.102 2 eth0

2 X.Y.96.102/32 0.0.0.0 1 eth0

3 X.Y.98.44/32 0.0.0.0 1 eth0

4 X.Y.98.24/32 X.Y.98.44 2 eth0

5 X.Y.96.18/32 X.Y.96.102 3 eth0

6 192.168.111.1/24 X.Y.96.102 2 eth0

7 192.168.111.2/24 X.Y.96.102 3 eth0

8 X.Y.96.0/23 X.Y.96.102 2 eth0

9 X.Y.98.0/23 X.Y.96.102 2 eth0

10 X.Y.96.0/22 0.0.0.0 0 eth0

11 0.0.0.0/0 X.Y.96.102 2 eth0

12 127.0.0.0/8 127.0.0.1 0 l0

The mechanism described above resolves any eventual IP
inconsistency that could occur in the mobile hosts, but it may
cause problems for the gateways. In fact, being part of the
ad hoc component, the gateways will receive HNA messages
sent by other gateways, setting up the additional routing entries
advertised in these messages. However, when a gateway wants
to send packets to a wired host on the local wired LAN
(e.g., node H), the routing table lookup will choose one of
these two entries, instead of the entry related to its wired
interface (i.e.,X.Y.96.0/22). The effect is that the IP packet
will loop among the GW nodes until the TTL expires, without
reaching the correct destination H. To resolve this problem,
we statically add in each gateway two further routing entries
in addition to the one related to the default routerX.Y.96.1.
These two additional entries have the same network/mask as
the two announced in the HNA messages, but with lower

2It is straightforward to observe that this operation is always feasible, at
least forL<32.
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metric. Again, to better clarify the routing operations, let us
consider the illustrative example shown in Figure 3. In Table II
we have reported the GW1’s routing table. In this example,
eth0 is the GW1’s wireless interface andeth1 is the GW1’s
wired interface. When gateway GW1 wants to send packets to
node H, it will found two routing table entries matching the
same number of bits of node H’s IP address. These are entry9
(derived from HNA messages received from GW2) and entry
11 (statically configured on the gateway). However, entry11
has a lower metric than entry9 (i.e., metric0 against metric
1). As a consequence, the packets destined to host H can be
correctly forwarded to the host H on the local wired LAN
through the GW1’s wired interface.

TABLE II

GW1’S ROUTING TABLE .

Entry destination next hop metric interface

1 X.Y.96.102/32 0.0.0.0 1 eth0

2 X.Y.97.151/32 X.Y.96.102 2 eth0

3 X.Y.98.44/32 X.Y.96.18 3 eth1

4 X.Y.98.24/32 X.Y.96.18 2 eth1

5 X.Y.96.18/32 0.0.0.0 1 eth1

6 192.168.111.2/24 X.Y.96.18 1 eth1

7 192.168.111.0/24 0.0.0.0 0 eth0

8 X.Y.96.0/23 X.Y.96.18 1 eth1

9 X.Y.98.0/23 X.Y.96.18 1 eth1

10 X.Y.96.0/23 0.0.0.0 0 eth1

11 X.Y.98.0/23 0.0.0.0 0 eth1

12 X.Y.96.0/22 0.0.0.0 0 eth1

13 0.0.0.0/0 X.Y.96.1 0 eth1

14 0.0.0.0/0 X.Y.96.18 1 eth1

15 127.0.0.0/8 127.0.0.1 0 l0

2) Connectivity for Incoming Traffic.:A mechanism is
required to ensure that the return traffic coming from hosts on
the local wired LAN or from the Internet (through the default
LAN router, as shown in Figure 1), gets correctly routed to
the mobile hosts. Our basic idea is to introduce specific Proxy
ARP functionalities into each gateway, in such a way that
the gateways can hide the ad-hoc node identity on the wired
physical network, which the gateways are connected to. Thus,
all mobile nodes located in the ad hoc component will appear
to wired hosts as being one IP-hop away. Internally to the ad
hoc component, the ad hoc routing protocol will transparently
provide the multi-hop connectivity and the mobility support.
This is somehow similar to what is implemented in the
LUNAR framework [5], in which the entire ad hoc network
appears as a single virtual Ethernet interface.

In our proposed solution, a Proxy ARP server runs on
the wired interfaces of each gateway. The Proxy ARP server
periodically checks the gateway’s routing table and ARP table,
such as to publish the MAC address of the gateway’s wired
interface for each IP address having an entry in the routing
table with a netmask255.255.255.255, and the next hop on the
gateway’s wireless interface. The former condition is verified
only by mobile hosts that have joined the ad hoc network. The
latter condition implies that the gateway can deliver traffic

to that node only over multi-hop paths not traversing other
gateways3. Thus, it is highly probable that the considered
gateway is the default gateway selected by that ad hoc node. To
illustrate how the proposed mechanism works, let us consider
the network in Figure 3. When a node on the wired local
LAN (e.g., node H) wants to send packets to an ad hoc node
(e.g., node N), it assumes that the ad hoc node is on the
same physical network. Hence, node H checks its ARP table
for IP-MAC mapping and, if it is not present, it sends an
ARP request. The gateway GW1 fulfills the previously defined
conditions (i.e., node N’s IP address has an entry in the GW1’s
routing table with a netmask255.255.255.255, which is related
to its wireless interface), while GW2 does not. Consequently,
only GW1 is allowed by the Proxy ARP server to answer with
an ARP reply. This ARP reply will insert the mapping [node
N’s IP address - MAC address of GW1’s wired interface] into
the node H’s ARP table. Thus, the packets sent from node H
to node N will be delivered to GW1, which will forward them
to node N. On the other hand, node N will reply to node H
using GW1, as indicated by its routing table (see Table I).

There are some network configurations where asymmetric
routing may occur, i.e., the forward path is different from the
return path. For instance, let us consider the case in which
node N is in radio visibility of two gateways GW1 and GW2.
In this situation, the OLSR routing algorithm will randomly
select one of these gateways as default gateway for node N.
However, both gateways are allowed to send ARP replies for
ARP requests issued by node H for the node N’s IP address.
In this case, the wired node H will update its ARP table using
the information delivered in the last received ARP reply. Let
us assume that GW1 is the default gateway for node N, but
GW2 has sent the last ARP reply to node H. In this case, node
H sends the traffic destined to node N to GW2, which routes it
to node N. On the other hand, node N sends packets destined
to node H to GW1, which forwards them to node H. It is
important to note that asymmetric paths are not by themselves
a problem. Indeed, both node N and H correctly receive and
send their packets. In addition the asymmetric routing occurs
only in symmetric topologies. Thus, it is reasonable to assume,
in this local environment, that both paths are characterized by
similar delays.

3) Mobility Support.: In general, solutions to support In-
ternet connectivity for ad hoc networks, which are based on
gateways, experience TCP-session breaks when the default
route changes, depending on dynamics and mobility in the
network. To avoid that TCP sessions break, in [12] it was
proposed to replace default routes with explicit tunneling
between the mobile nodes and the gateways. However, this
complicates significantly the implementation and introduces
relevant overheads. On the contrary, in our architecture the
mobility is supported in a transparent way for the higher

3It is worth reminding that gateways are always interconnected using their
wired interfaces. Hence, a route to reach a mobile node can traverse two
gateways only if one of the link along the path is a wired link.In this case
the farthest gateway will have the next-hop routing entry for that mobile node
on its wired interface.
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protocol layers. Indeed, the only effect of changing the default
gateway for node N, is that the node N’s outgoing traffic is
routed towards the new gateway (e.g., GW2), while the initial
gateway (e.g., GW1) continues to receive the incoming traffic
and to forward it to node N. This results into asymmetric
routing. However, this asymmetry can be easily removed
by using an advanced feature of the ARP protocol. More
precisely, when GW2 becomes aware that the next hop for
the node N switches from its wired interface to its wireless
interface, it generates aGratuitous ARPon the wired interface
for node N’s IP address. This will update the ARP table in all
of the wired hosts that have an old entry for the node N’s IP
address, which was mapped with the MAC address of GW1’s
wired interface. This action restores a symmetric path for the
active packet flows destined to and/or originated from node N.

VI. EXPERIMENTAL RESULTS

We have prototyped the core functionalities of our architecture.
In particular, we have developed the software components
described in Section V-B, concerning the support of Internet
and Intranet connectivity for the ad hoc nodes. Currently, we
are completing the implementation of the modifications to
the DHCP Relay agents described in Section V-A. For these
reasons, in the following we will show experimental results
measuring the network performance with mobility and Internet
access, while we left for further work the testing of the perfor-
mance (such as address allocation latency and communication
overheads) of the proposed node self-configuration scheme.

In our test-beds we have usedIBM R-50 laptops withIntel
Pro-Wireless 2200as integrated wireless card. We have also
used the OLSRUniK implementation for Linux in version
0.4.8 [19]. The installed Linux kernel distribution was2.6.9.
The ad hoc nodes are connected via IEEE802.11b wireless
links, transmitting at the maximum rate of11 Mbps. To
generate the asymptotic UDP and TCP traffic during the
experiments we used theiperf tool4. More precisely, the iperf
server (termination of the traffic sessions) runs in a static
host in the wired LAN, while iperf clients (originators of
traffic sessions) have been set up on the mobile nodes. If
not otherwise specified, the packet size is constant in all
the experiments and the transport layer payload is equal to
1448 bytes. Differently from other studies [11], in which the
network topology was only emulated by using theIP-tables
feature of Linux, our experiments were conducted in realistic
scenarios, with hosts located at the ground floor of the CNR
building.

A. Performance Constraints of Internet Access

To measure the performance constraints in case of Internet
access, we executed several experiments in the test-bed
shown in Figure 4. The distances between the ad hoc nodes
were set up in such a way to form a 4-hop chain topology
with high-quality wireless links. The first set of experiments
was conducted to evaluate the impact on the UDP and TCP

4http://dast.nlanr.net/Projects/Iperf/.

Fig. 4. Trial scenario for testing Internet access using a chain network.

throughput of the number of wireless hops traversed in the ad
hoc network to reach the gateway. During these tests all the
OLSR configuration parameters have been set up according
to the default values indicated in the RFC specification [7].
Figure 5 and Figure 6 show the UDP and TCP throughput,
respectively, obtained during a single experiment, as a
function of the time and for different chain lengths. Several
observations can be derived from the shown experimental
results. First, we can note that the maximum UDP throughput
is always greater than the maximum TCP throughput, for
every network configuration. This is obviously due to the
additional overheads introduced by the TCP return traffic,
which consists of TCP ACK packets. In addition, as expected,
the longer the route, the lower is the peak throughput achieved
by the session flow (both TCP and UDP). The figures show
also that, although the nodes are static, the throughput is not
stable, but both UDP and TCP flows could be in a stalled
condition for several seconds. An initial explanation of this
route instability is that losses of routing control frames can
induce the loss of valid routes. Indeed, the routing control
frames are broadcast frames, which are neither acknowledged
nor retransmitted, hence they are more vulnerable to collisions
and channel errors than unicast frames. However, a careful
analysis of the routing log files has pointed out another
relevant condition that contributes to the route instability in
our static network. Indeed, we discovered that the OLSR
protocol implements an over pessimistic estimation of the
link quality that may cause to consider as lost a link that
is overloaded. More precisely, each node keeps updating a
link quality value for each neighbor interface. Every time
an OLSR packet is lostlink quality=(1−α) · link quality5,
while every time an OLSR packet is correctly received
link quality=(1−α) · link quality+α, where theα value is
the smoothing factor of the estimator. The OLSR specification
suggests as default configurationα=0.5. This implies that the
link quality value is halved after each OLSR packet loss. The
link quality parameter is used to estimate the link reliability,
according to a procedure denoted aslink hysteresis [7].

5To identify the loss of an OLSR packet two mechanisms are used:
1) tracking the sequence numbers of the received OLSR packets,or 2)
monitoring OLSR packet receptions during anHELLO emission interval [7].
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Fig. 5. Throughput of a single UDP flow for different chain lengths.

 0

 1

 2

 3

 4

 5

 6

 0  50  100  150  200

M
bp

s

Time (sec)

1 hop
2 hops
3 hops
4 hops

Fig. 6. Throughput of a single TCP flow for different chain lengths.

More precisely, the value of thelink quality, is compared
with two thresholds, calledHY ST THRESHOLD LOW
and HY ST THRESHOLD UP . When link quality <
HY ST THRESHOLD LOW , the link is considered as
pending, i.e., not established. A pending link is not completely
dropped because the link information is still updated for
eachHELLO message received. However, a pending link is
not a valid link when computing routing tables. In addition,
a pending link can be considered again as established only
when link quality > HY ST THRESHOLD UP .
The OLSR specification suggests as default
configuration HY ST THRESHOLD LOW = 0.3 and
HY ST THRESHOLD UP = 0.8. According to these
values and to the scaling factorα, even a perfect link (i.e., a
link with link quality = 1) will be purged from the routing
tables when two consecutive OLSR packets are lost. We
argue that the standard setting of the hysteresis parameters
introduces a critical instability in the routing tables, because
it is not infrequent to loose broadcast packets (as the OLSR
packets are) when the channel is overloaded.

To verify our claim we have carried out a second set of
experiments in the same network configuration depicted in
Figure 4, disabling the OLSR hysteresis process. To provide

TABLE III

UDP THROUGHPUT IN A CHAIN NETWORK, WITH AND WITHOUT

HYSTERESIS.

UDP
HYST NO HYST

1 hop 6.124Mbps (304Kbps) 6.363Mbps (393Kbps) +4%

2 hops 1.252Mbps (55Kbps) 2.501Mbps (57Kbps) +100%

3 hops 700.4Kbps (60Kbps) 1.306Mbps (87Kbps) +86%

4 hops 520.6Kbps (54Kbps) 1.141Mbps (56Kbps) +119%

TABLE IV

TCP THROUGHPUT IN A CHAIN NETWORK, WITH AND WITHOUT

HYSTERESIS.

TCP
HYST NO HYST

1 hop 5.184Mbps (335Kbps) 5.172Mbps (393Kbps) ≈=

2 hops 956.1Kbps (123Kbps) 1.517Mbps (57Kbps) +58%

3 hops 638.1Kbps (149Kbps) 891.7Kbps (77Kbps) +39%

4 hops 345.9Kbps (47Kbps) 631.2Kbps (74Kbps) +82%

statistically correct results, we have replicated each experiment
five times. Tables III and Table IV show the average and
standard deviation (in parenthesis) values of the measured
throughputs for the UDP and TCP case, respectively. From
the results we observe that the throughput performances are
significantly improved, with the improvement for a4-hop
chain reaching119% in the UDP case and82% in the
TCP case. The study of routing table logs clearly indicates
that these throughput increases are due to an improvement
in the route stability with less frequent declarations of link
drops due to erroneous estimations of links’ reliability. It is
worth pointing out that this issue has not been identified in
previous experimental studies because either the multi-hop
communications where only emulated [12], or the channel was
loaded with low-intensityping traffic [20].

In addition to the hysteresis process, the OLSR proto-
col employs several other mechanisms, as the link sensing,
neighbor detection and topology discovery, which significantly
affect the route stability. Indeed, recent works [20], [21]have
investigated how the setting of the classical OLSR routing
parameters may affect the network performances. However,
these works have specifically focused on the time required
for route recalculation after a link drop due to node mo-
bility. On the contrary, to conclude this section we will
analyze the impact of different OLSR parameter settings on
the performance limits of Internet access in static network
configurations. More precisely, each OLSR packet, and the
information it delivers, has a fixed validity time. For instance,
the information provided in aHELLO message is considered
valid for a NEIGHB HOLD TIME. This implies that a node
detects a link loss with a neighbor from the lack ofHELLO
messages during aNEIGHB HOLD TIME. A similar check
is performed for theTC messages, whose validity time is
TOP HOLD TIME, and for theHNA messages, whose validity
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time is HNA HOLD TIME. A possible strategy to avoid that
links and routes are dropped from the routing tables because
the related information has not been refreshed within the
corresponding timeout, is to increase the frequency used to
generate OLSR packets. This may increase the probability
that at least one new OLSR packet is received before its
validity time expires. The drawback of this approach is thatthe
more frequent the OLSR protocol generates control messages,
the higher is the routing overheads. To quantify the trade-
off between routing overhead increases and route stability
improvements, and how this impacts network performance, we
have carried out a set of experiments in a 3-hop chain using the
OLSR parameter settings shown in Table V. As listed in the
table, we compare the default parameter setting with disabled
hysteresis (set1) with the cases in which the frequency of
OLSR packet generations is two times (set2) and four times
(set3) higher, while the validity times are kept constant.

TABLE V

OLSRPARAMETER CONFIGURATIONS.

OLSR parameters set1 set2 set3 default

HELLO INTERVAL(s) 2 1 0.5 2

NEIGHB HOLD TIME(s) 6 6 6 6

TC INTERVAL(s) 5 2.5 1.25 5

TOP HOLD TIME(s) 15 15 15 15

HNA INTERVAL(s) 5 2.5 1.25 5

HNA HOLD TIME(s) 15 15 15 15

Hysteresis no no no yes

TABLE VI

UDP AND TCP THROUGHPUTS IN A3-HOP CHAIN NETWORK FOR

DIFFERENTOLSR PARAMETER SETTINGS.

Parameter Setting UDP TCP

default 700.4Kbps (60Kbps) 638.1Kbps (149Kbps)

set1 1.306Mbps (87Kbps) 838.5Kbps (79Kbps)

set2 1.605Mbps (76Kbps) 1.020Mbps (105Kbps)

set3 1.84Mbps (106Kbps) 1.306Mbps (56Kbps)

The experimental results obtained by replicating five times
the throughout measurements for UDP and TCP traffic are
listed in Table VI, in which the average throughput and its
standard deviation (in parenthesis) are reported. The shown
results indicate that increasing the frequency the OLSR packets
are generated by a factor of four, and maintaining the default
validity times, it is possible to improve the average throughput
of 40% in the UDP case, and of55% in the TCP case. We have
analyzed the routing table logs generated during the trials, and
again we have observed that the throughput increases are due
to an improvement in route stability. On the other hand, the
increase of routing overheads has a negligible impact on the
throughput performance.

In summary, our experimental study indicates that the
network performance of Internet access in static configurations
can be significantly enhanced (in some cases we have more

than doubled the measured throughputs) by properly setting
the OLSR parameters such as to improve route stability.

B. Performance Constraints with Mobility

To test the mobility support in a multi-homed network configu-
ration we considered the network layout illustrated in Figure 7.
In our experiments, node MN2 alternates between position P1
and position P2. More precisely, it starts in position P1, where
it is in radio visibility of node MN1. After50 seconds it moves
in position P2, where it is in radio visibility of node MN3.
The time needed for moving from P1 to P2 is20 seconds.
After other50 seconds, host MN2 goes back to position P1.
This mobility patterns is periodically repeated throughout the
test. TheHNA messages from GW1 and GW2 form default
routes to the external network on a short-hop basis. Hence,
while connected to MN1, the node MN2 uses GW1 as default
gateway. On the contrary, when connected to node MN3, the
routes are recalculated and MN2 uses GW2 as default gateway.
The new default gateway GW2 will also begin to act as Proxy
ARP for the mobile node. The return traffic will be consistently
routed through the new gateway as soon as either a new ARP
request for the MN2’s IP address is issued by the external
host, or the gateway GW2 sends a Gratuitous ARP; otherwise
it will continue to arrive at the GW1 (see Section V-B.3 for
the details).

Fig. 7. Trial scenario for testing mobility support.

Figure 8 shows the TCP throughput achieved by MN2
during a mobility test. We compare these results against the
throughput measured when node MN2 is fixed in position P1.
During both experiments, the hysteresis process was disabled
and the other OLSR parameters were set up according to
the default values indicated in the RFC specification [7]. The
shown results confirm that the TCP session does not break
when node moves. The major effect of node mobility is to
introduce holes in the TCP traffic due to the time needed
to recalculate the new routes to reach the default gateway.
In the considered case of ”soft” handoff, i.e., the mobile
nodes is in radio visibility of both node MN1 and node MN3
when changing position, we measured up to20 seconds for
recomputing a consistent routing table in node MN2. It is
worth noting that in similar experiments conducted in [11],
the throughput of mobile node was approximately30% lower
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when mobile node changed position. This was expected be-
cause the TCP-session continuity was ensured at the cost
of using IP tunneling that introduces significant additional
overheads. On the contrary our solution is very efficient and
lightweight, because it operates directly at the data link layer.
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Fig. 8. Throughput of a single TCP flow with node mobility.

VII. C ONCLUDING REMARKS

In this paper, we have presented a practical architecture
to logically extend traditional wired LANs using multi-hop
ad hoc networking technologies. Our proposed architecture
provides ad hoc node self-configuration and both Intranet and
Internet connectivity in a way that is transparent to the wired
nodes, i.e., without requiring changes in the pre-existingwired
LAN. In addition, by locating our architecture below the IP
level, we have designed a lightweight and efficient ad hoc
support framework, which is easy to be implemented and
introduces minimal overheads.

We have prototyped the proposed architecture to test its
functionalities. The shown experimental results indicates that:
i) the network performance of Internet access in static config-
urations can be significantly enhanced (in some cases we have
more than doubled the measured throughputs) by properly set-
ting the OLSR parameters such as to improve route stability;
and ii) the continuity of TCP sessions during node mobility
is achieved without requiring additional overheads.

Several possible extensions of this architecture are cur-
rently under investigation. Firstly, different ad hoc routing
protocols could be used in separated ad hoc components,
either proactive or reactive. The interactions between gateways
based on different solutions is not a trivial problem to handle.
Moreover, providing a full IP compatibility requires that the
ad hoc network should support not only unicast routing but
also multicast and other advanced IP functionalities. We are
currently investigating how our solution could be extendedto
provide the complete IP support.
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Abstract— With the wide adoption of wireless communication
technologies, the current networking design of the Internet
architecture has shown some limitations. Restricted by inherent
layering constraints, valuable networking information cannot
flow freely inside the network stack and potential operational
optimizations are impossible to achieve. To overcome these limita-
tions, we extend the current trend of cross-layer approaches with
a framework called underlay protocol fusion: the basic building
blocks of Internet functionality are factorized out and merged
in a function pool where information sharing and operational
optimizations are performed.

To illustrate our approach, we present LUNARng (LUNAR
next generation). It is a fully distributed underlay protocol
designed for the Internet integration of wireless ad hoc net-
works (MANETs) where fundamental services such as name
resolution, address autoconfiguration, and IPv4/IPv6 routing are
transparently available whether the MANET is connected or not
to the Internet. Internet integration refers here to the ability
to insert/removea MANET into/from the logical organization
of the Internet without any loss of functionality. Moreover by
using protocol models, the underlay nature of LUNARng allows
to optimally merge (with respect to the multi-hop nature of
MANETs) network operations which are traditionally carried
out at different layers of the protocol stack.

Index Terms— Underlay MANET, Internet Integration, Proto-
col Fusion.

I. I NTRODUCTION

A. Internet integration

The design of the Internet is based on a thirty-years old
layering approach which aimed at factoring out functionality.
Networking concepts were sought which are able to stretch
from local scale to global size, from slow links to highspeed
trunks, from PDAs to supercomputers. In spite of its slow evo-
lution and monolithical design, the “canonical set” of protocols
collected in the Internet-Suite has done a surprisingly good job
during the last decade. Today however, the limitations of this
one-size-fits-all approach have become visible especially with
the advent of wireless communications.

These limitations can be linked to the incapacity of the
Internet to scale in a functional way at the networking layer. It

This work was carried out while Christophe Jelger was being sponsored
by an ERCIM fellowship during his stay in the Computer Networks Research
Group at the University of Basel. He is now with Fraunhofer Fokus, also
sponsored by an ERCIM fellowship.

has evolved through a patch style which has not added variety:
additions were made in a stealth way and have not dared
to radically change or extend the core of IP forwarding. We
refer here to the introduction of the hidden routing hierarchy
and mechanisms of AS, CIDR or MPLS as well as other
less successful projects (in terms of large-scale deployment)
like RSVP, IP Multicast, and Mobile IP. Due to the end-to-
end principle, the place where the Internet has envisaged and
endorsed functional scaling, that is the possibility to freely
add arbitrary customized functionality, is the application layer.
This is where remarkable breakthroughs have been achieved
and variety was obtained: DNS, eMail, Web, VPN, VoIP and
P2P are the highlights to mention here.

The low flexibility of the current Internet protocol suite
is particularly striking when considering mobile wireless
ad hoc networks (MANETs). The inherent distributed and
infrastructure-less nature of MANETs has indeed highlighted
how fundamental services of the Internet rely on a centralized
client-server model. That is, the absence of basic services
such as name resolution or address allocation does not strictly
prevent networking, but it strongly restrains the adoption of
wireless ad hoc networking as a plug-and-play technology for
the masses. Therefore the ability of an autonomous MANET to
exhibit Internet-like functionalities (while not being connected
to the Internet) is one facet of Internet integration: users should
not experience a loss of commodity other than the loss of
global connectivity.

A complementing aspect is the seamless integration of
(mesh) MANETs with the logical (e.g. global addressing) and
operational (e.g. name resolution) organization of the Internet.
This property is the second facet of Internet integration: the
ability for a MANET to adapt its internal behavior in order to
insert itself into a larger organization such as the Internet.

B. Underlay design for MANETs

As stated earlier, the strict layering approach of the existing
legacy TCP/IP model is slowing down or even preventing
innovative functionalities to appear at the network layer. It is
commonly agreed that more inter-layer coordination is needed
in wireless networks when considering on one side the network
layer, and on the other side the physical and the link layers [1].
However, more coordination is also required among higher
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layer protocols. For example, we already demonstrated in [2]
how a single DNS name resolution request procedure can
gather enoughcross-protocoldata to fulfill the tasks of link-
layer resolution and path setup.

In order to achieve such optimizations, we introduce an
underlay shim that performsprotocol fusionbased onprotocol
models. The goal is first to gather the previously isolated
information provided by different task-specific protocols of the
network stack, and second to optimize the operation of these
protocols by anticipating their needs. In contrast to more clas-
sical cross-layer techniques which provide hints and triggers
between layers, we use an underlay located between the IP
and Ethernet layers in order to have full control over the data
coming in and out of a node. Tasks that were previously carried
out by remote servers at different layers are now performed at
layer 2.5 (i.e. hence the nameunderlay), and the historical
barriers between the somehow isolated protocols involved
at the network layer are suppressed. As a result, effective
optimizations can now be achieved. Moreover, to realize the
two facets of Internet integration, the functionalities provided
at layer 2.5 are activated on-demand when the MANET is not
connected to the Internet, or they can be bypassed depending if
a given service is provided by the infrastructure-based network
which provides the global connectivity.

The paper is organised as follows. In the next section, we
situate our approach with respect to traditional cross-layer
schemes and we introduce our underlay technique. We then
briefly introduce LUNARng and summarize the features it
provides. We then describe the mechanisms that we use to
perform the Internet integration of wireless ad hoc networks,
and we also detail the concept of protocol fusion. We also
present some implementation details of our approach which
has been successfully validated and deployed on a real testbed.
Finally, we conclude with a discussion of future open research
challenges.

II. CROSS-LAYERING VS. PROTOCOL FUSION

A. Traditional cross-layer design

Cross-layer design is an active field of research which so
far has not looked into Internet integration issues. Instead,
the focus is onwireless networking, mainly because many
protocols and services of thewired Internet are inefficient
in the presence of unreliable wireless links and unpredictable
topological changes. Without cross-layer design, the existing
layer boundaries unfortunately prevent the development of
potential optimizations1. Since the differences between wired
and wireless networks lie in the physical and link layers, i.e.
the layers located below the IP layer, a large majority of
cross-layer techniques concentrates on providing lower-layer
feedback to the network layer [1] (e.g. to notify link-layer
events such as layer 2 handovers) and, to a smaller extent, to

1One can note that therestricted-scopeof competencies of standardization
bodies (i.e. IEEE vs. IETF) also restricts the design and potential outcomes
of cross-layer optimizations.
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Fig. 1. Lower-layer feedback

the transport layer (e.g. to achieve TCP performance optimiza-
tions via wireless-specific fine-tuning of TCP parameters). We
denote such approaches as lower-layer feedback techniques,
and illustrate them by Fig. 1 where valuable information is
passed from the lower-layers to the higher layers, which can
subsequently optimize their operation. The main advantage of
this approach is that it becomes possible to re-design a given
protocol such that it specifically reacts to some lower-layer
signals, i.e. the protocol becomes aware of what happens in
lower-layers. However, such lower-layer awareness does not
come without a cost: it requires code modifications inside
the protocol stack which can restrict the possible wide-scale
adoption of such changes. As a consequence, most cross-layer
schemes remain research prototypes. It is also worth mention-
ing that cross-layer designs using aninformation-bus(i.e. a
transversal layer that receives/sends specific feedback from/to
all layers via specific function calls) unfortunately suffer from
the same implementation and deployment restrictions.

B. Case study: the failure of name resolution

In the Internet, name resolution is performed via the Domain
Name System (DNS) which relies on a hierarchy of servers
distributed around the world. One issue is that dynamic name
resolution in traditional IP networks assumes that there exists
a reachable DNS server at all time: the whole operation of
name resolution collapses if no server is available. All existing
operating systems do not even try to send a name request if
no DNS server is configured in the system: if a node is not
configured with a DNS server address, it simply assumes that
dynamic name resolution is not available. The implementation
of a DNS-compatible name resolution system in a MANET is
therefore challenging in many ways.

Actually, anatural way of performing name resolution in a
MANET is to use a decentralized approach in which a node of
the MANET replies to a broadcasted name request for which it
is the target. Different flavors [2][3][4] of such an approach can
be found in the literature. Although the operation of distributed
name resolution resembles the route discovery procedure of
a reactive routing protocol, it is more difficult to implement
than routing since the DNS operation ishard codedin current
operating systems and applications. That is, by default, a
node configured with a DNS server address sends its unicast
DNS request messages via the network interface towards the
server. In a MANET, this procedure becomes irrelevant and
it should be replaced with a MANET specific mechanism.
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Moreover, a name resolution scheme for MANETs should not
prevent a node from resolving names in the classical way when
the MANET is connected to an infrastructure-based network.
In particular, the existing APIs and related protocols should
remain unchanged since it is not conceivable to modify the
huge amount of existing applications such as web browsers
and email clients.

C. Internet integration (part I): service emulation with models

As introduced earlier, our approach relies on an underlay
protocol located below the IP layer and above the Ethernet
layer. Being located below IP, the underlay protocol is aware
of all traffic coming in and out of a node. By manipulating
the stream of messages passing by, it becomes possible to
perform somecross-protocoloptimizations. By cross-protocol
optimizations we mean that, among other options it is possible
to merge the operation of independent protocols by antic-
ipating the needs of a given protocol: the global behavior
of a TCP/IP-based protocol stack is indeed well known. For
example, with a reactive routing protocol for wireless ad hoc
networks (such as AODV [5] and DSR [6]), a successful
route request (RREQ) procedure will always be followed by
a link-layer resolution request for the next hop node towards
the destination. One can therefore design the route request
procedure such that it also performs the anticipated link-layer
address resolution. A main advantage of using an underlay
protocol is that it requires no modifications to the existing
protocol stack. Furthermore, protocol fusion is invisible to
legacy layers: it is thus possible tofool the higher layers by
sending appropriate control messages to the protocols located

in both the network and the application layers. It thus becomes
possible to buildprotocol modelswhich mimic the behavior
of some specific network functionality in order to provide
Internet-like services while the MANET is not connected to
the Internet. We define this property of Internet integration as
service emulation. One can note that the underlay can also be
used to hide the multi-hop nature of a wireless ad hoc network
such that the IP stack believes that the node is connected to a
classical IP subnet on a single layer 2 link.

The concept of protocol emulation and fusion is illustrated
by Fig. 2. The left side of the figure shows the client-server
model used in traditional Internet-like networking. Funda-
mental services such as domain name resolution (DNS) and
address autoconfiguration (DHCP for IPv4/IPv6, and SAA [7]
for IPv6) fully rely on the presence of a dedicated server.
Other protocols such as ARP and ND [8] are not based on the
client-server model but for optimization purposes (as described
later) their operation is also preempted by the underlay. In
the right part of Fig. 2, we illustrate the underlay-based
models located at layer 2.5. In order to overcome the absence
of legacy servers, models of the basic Internet services are
implemented in the underlay: theseemulatedfunctionalities
are activated on-demand when required. Moreover, at the
underlay level it is now possible to optimize the operation
of protocols which were previously opaque to eachother. With
this protocol fusion, network operations become optimized to
the topological and operational properties of wireless ad hoc
networks.
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III. LUNAR NG

To explore and demonstrate the feasibility of underlay
fusion, protocol emulation, and Internet integration, we have
extended the original operation of LUNAR [9], i.e. a reactive
routing protocol initially designed to back up the development
of network pointers [10]. As for the features provided by the
protocol fusion in the underlay, our next generation LUNAR
(LUNARng) combines IPv4 and IPv6 path setup, link-layer
address resolution (ARP/ND), and name resolution in a single
request/reply operation optimized for distributed wireless ad
hoc environments. Moreover, thanks to the use of network
pointers as the basic forwarding abstraction, an IPv6 multi-
hop data path can include nodes which are only IPv4 enabled
(and vice-versa).

The two facets of Internet integration are also covered,
since LUNARng provides Internet-like services via protocol
emulation when the MANET is autonomous, and Internet
adaptation via coherent global addressing, routing, and name
resolution when the MANET is connected to the Internet.
Moreover Internet integration is transparent to the MANET
users, in the sense that they only witness the appearance or
loss of global connectivity.

In practice, LUNAR is implemented as a Linux kernel
module2 that can be dynamically loaded on a host and which
requires no single modification to the Linux kernel code.
LUNAR positions itself between the IP and Ethernet layers
(actually just above the wireless device driver) and creates
a subnet illusion with respect to the IP stack. Upon startup,
the LUNAR module creates a virtual network interface that
is internally linked with the real wireless interface connected
to the MANET. Hence, all traffic that flows via the virtual
interface is seen by the LUNAR module which can specifically
react to particular messages.

IV. I NTERNET INTEGRATION IMPLEMENTED

In this section, we describe the mechanisms developed
in LUNARng in order to perform Internet integration and
optimize the operation of Internet-like protocols with respect
to distributed wireless networking.

A. Filling expectations and building models

As stated previously, the basic steps and behavior of a
communication startup with the TCP/IP protocol stack is well
known. In a wired network, the initiation of a communication
usually conforms to the following steps (we assume that each
step is successful):

1. The user specifies the name of the host s/he
wishes to communicate with,

2. The IP stack triggers an ARP/ND (IPv4 Address
Resolution Protocol or IPv6 Neighbor Discovery)
request in order to resolve the link-layer
address of the next hop towards the DNS server
(or of the DNS server itself),

3. The system sends a DNS request to resolve the

2Available at http://core.it.uu.se/adhoc - The Uppsala/Basel Ad-Hoc Imple-
mentation Portal.

target host name,
4. The IP stack sends an ARP/ND request in order to

resolve the link-layer address of the next hop
towards the target (or of the target itself).

In a MANET that uses a reactive routing protocol, if we
assume that a node is configured with a DNS server address,
and if we assume that there exists a DNS server in the
MANET, the following steps are executed:

1. The user specifies the name of the host s/he
wishes to communicate with,

2. The MANET routing module triggers a route request
(RREQ) procedure to find a path to the DNS server,

3. The IP stack triggers an ARP/ND request in order
to resolve the link-layer address of the next hop
towards the DNS server (or of the server itself),

4. The system sends a DNS request to resolve the IP
address of the target host name,

5. The MANET routing module triggers a RREQ/RREP
procedure to find a path to the IP address of the
target host,

6. The IP stack sends an ARP/ND request in order to
resolve the link-layer address of the next hop
towards the target (or of the target itself).

It is clear that the specificities of MANETs already increase
the total overhead because routes have to be discovered on-
demand. Moreover, we assumed here that there existed a
DNS server, but this assumption will usually be false in real
infrastructure-less MANETs. Hence to resolve the specific
issues introduced by the distributed and autonomous nature of
wireless ad hoc networks, we introduce an optimized scheme
which specifically considers and addresses the particular fea-
tures of MANETs.

B. Revisiting route requests

The key element of our underlay approach is that in a
MANET, one can trigger the route request procedure with the
name of the destination host rather than with its IP address.
At the same time, if the RREQ procedure can gather enough
information, the number of required steps can now be greatly
reduced:

1. The user specifies the name of the host s/he
wishes to communicate with,

2. The MANET routing module triggers a route request
RREQ/RREP procedure to find a path to the
specified target host name. The RREP eventually
contains the target IP address(es) and the link-
layer address of the next hop towards the target.

Once the originating host receives this information bundle,
it knows all relevant details to answer subsequent information
requests (ARP) internally, and the communication can start
immediately. The path discovery procedure is thus triggered by
the name request message, i.e. an application layer protocol.
The route is then discovered (network layer), and the link-
layer address is resolved at the same time (network and link
layers). Our underlay approach perfectly suits to the above
optimization since we can capture the initial DNS request and
translate it to an appropriate RREQ message: with a single
RREQ/RREP procedure, we have performed name resolution,
path setup, and link-layer address resolution.
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Fig. 3. LUNAR DHCP operation

C. Internet integration (part II): Internet adaptation

On top of the merging of resolution requests, LUNARng
supports address autoconfiguration by implementing a virtual
DHCP server which assigns the IP address to the virtual
interface, should the user want to automatically configure this
interface via DHCP. This mechanism is illustrated by Fig. 3.
In step 1 of Fig. 3, a DHCP client sends a request towards
the LUNAR interface. This request is intercepted by the
DHCP engine of LUNAR which randomly chooses an address
within a pre-defined LUNAR subnet (e.g. 192.168.42.0/24),
and which then checks the uniqueness of this address by trying
to build a path towards this address (steps 2 and 3). If the
path setup fails (i.e. indicating that the address is not used),
a faked DHCP message is sent to the dhcp client application
(step 4). This message includes the IP address to be used on
this interface, thenet.lunardomain name, and the address of
a faked DNS server reachable via the LUNAR interface.

We also use a similar mechanism in order to perform
IPv6 stateless address autoconfiguration (SAA [7]). LUNAR
intercepts router solicitation (RS) messages sent by the IP
stack, and returns back a faked router advertisement (RA)
message which contains a MANET-global prefix3.

Moreover, in order to perform Internet adaptation when the
MANET is connected to the world-wide network, LUNARng
also supports global address autoconfiguration based onprefix
continuity [11]. That is when there exists a gateway to the
Internet, LUNARng can coherently distribute a topologically
correct and globally routeable prefix to the nodes of the
MANET. The subnet illusion is maintained, and IPv6 multi-
homing is also possible (if multiple gateways are present).
Moreover, DNS requests for targets which are not inside
the MANET are forwarded to the gateway: this is made

3Since IPv6 scope-local addresses have been deprecated, we currently use
unique local IPv6 unicast addresses (FC00::/7) as MANET-local addresses.
See the recently standardized IETF RFC-4193 for details.
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possible since we introduce a virtual namespace as described
in subsection IV-E.

D. DNS operation

The interception of a DNS request is illustrated by Fig. 4.
In step 1 of Fig. 4, an application triggers the sending of a
DNS request that is intercepted by the LUNAR DNS engine.
This triggers a route request procedure which uses the name
of the target to identify the expected destination (steps 2 and
3). When the target discovers its name in the route request
message, it sends back a route reply message which contains
its IP address (steps 4 and 5). Note that this message also
contains the MAC address of the next hop node towards the
target destination: the node which triggered the name resolu-
tion request therefore also implicitly performs the link-layer
resolution usually carried out by the ARP and ND protocols.
The LUNAR module can then send back a classical DNS
reply message to the application which eventually learns the IP
address of the target. At that point, the network path is already
established and the link-layer address of the next hop node
is already known. When the IP stack subsequently issues an
ARP or neighbor discovery (ND) request, the LUNAR module,
which also intercepts these messages, can reply immediately
without sending out any messages on the network.

E. net.lunar

The net.lunardomain name is configured at startup by the
LUNAR module as being the default domain of a MANET
node. Hence, a hostname request (i.e. not fully qualified) is
transformed by the operating system into a net.lunar request
which is recognized by the LUNAR module as being a
MANET name resolution. In this way it becomes possible
to identify a simple hostname lookup within the MANET
if the user/application only specifies a hostname (e.g. the
request forcjelger becomes a request forcjelger.net.lunar).
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In other words, a user can easily express its desire to trigger a
name resolution inside the MANET. In contrast to hostname
requests, FQDN (fully qualified domain name) requests (e.g.
informatik.unibas.ch) are left unchanged by the operating
system and the LUNAR module will recognize them as being a
request for a host located outside the MANET. If the MANET
is connected to the Internet via a gateway, nonnet.lunar
DNS requests can be forwarded to the gateway which will
potentially contact a traditional DNS server.

F. “Name” cache and path discovery

In order to avoid unnecessary path discovery procedures,
each LUNAR node maintains a “name” cache, the so called
NameDB (DataBase) table as shown by Fig. 5. This table
contains all the known identifiers of a given correspondant
(also called apeer): a DNS-name, one IPv4 and possibly
multiple IPv6 addresses, and a host identifier tag or HIT
inspired from the Host Identity Protocol (HIP [12]). As a
HIT we use a random 128-bit string which becomes the entity
which LUNAR uses to re-establish paths to a peer. That is,
with either name resolution or plain ARP or ND resolution,
we bind a peer’s name and address to its HIT. All subsequent
path lookup will be carried out with the HIT: as long as our
name cache contains an entry for a peer, we will address this
peer using its HIT. In order to populate the NameDB table,
we use the LUNAR route discovery procedure to obtain the
identifiers of a given target, as illustrated by Fig. 6.

Moreover, each node can gratuitously populate its NameDB
table by overhearing the information contained in the RREQ
messages it forwards. Also, a quiet node which does not
send RREQ messages can also send unsollicited HELLO
messages in order to notify the network about its existence.
A user can thus learn the names of other computers con-
nected to the MANET, since a summary of the information
contained in the NameDB table is available via the Linux
/proc/net/lunar file, illustrated below by Fig. 7. On this
figure we can see theemulatedDNS server peer, the localhost
baobabwhich is IPv4 and IPv6 enabled, the peermangofor
which a path (IPv4 and IPv6) is active (peer is resolved), the
IPv6-only gatewaybanana, and the peercactusfor which a

a

c

b

d

RREQ (flooding, triggered by node a)

[name = “c.net.lunar”]

[return path = 00:0B:5D:58:9E:EC]

RREP (unicast) 

[IP = 192.168.42.3]

[HIT = e82c-2177-56de-9f29-e505-90fe-fbf3-176d]

[IP6 = 2001:620:0:1:20b:5dff:fe58:9eec] (global)

[IP6 = fd00:47a3:2cd1:1f4d:20b:5dff:fe58:9eec] (MANET-local)

[next hop = 00:A0:C5:B5:83:7A]

Fig. 6. RREQ/RREP procedure

# lunar (32 table entries, 4 peers)

FLAGS: N=name, H=hit, 4=IPv4, 6=IPv6,
r=resolved, s=search, G=gateway

baobab.net.lunar NH46.. -> Localhost
dns.net.lunar N.4.r. -> No lifetime
mango.net.lunar NH46r. -> Last heard 6s ago
banana.net.lunar NH.6rG -> Last heard 13s ago
cactus.net.lunar N...s. -> No lifetime

Fig. 7. Theproc/net/lunar file.

RREQ procedure has been started (i.e. search state). Note that
for all resolved nodes the HIT is always known.

When possible and to avoid bandwidth waste, LUNAR
also uses the NameDB table in order to reply to DNS-PTR
requests for the net.lunar domain. We remind that the goal of
this inverse resolutionprocedure is to obtain the DNS name
associated with a given IP address. One must note that with
the traditional DNS operation, a host will send a PTR request
to its DNS server even if it just resolved the IP address
of the corresponding name. This additional overhead occurs
because current operating systems do not implement a name
cache and therefore a previously resolvedname→ IP address
mapping cannot be re-used to perform the inverse resolution.
In contrast, if a net.lunar name has recently been resolved
into the corresponding IP address by a given node N, no
PTR request is sent into the MANET if the node N wants to
resolve this IP address into a name, as we use the NameDB
table as a cache. Finally, to cope with the volatility of ad hoc
networks, the name cache is periodically drained in order to
handle address or name changes.

V. OPEN ISSUES

An open issue is the case of two nodes picking iden-
tical hostnames in their FQDN. For example, two nodes
respectively namedjohn.domain1.netand john.domain2.com
will both end up being identified inside the MANET as
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john.net.lunar. To resolve this issue, we plan to add a mecha-
nism to check for duplicate names at the same time when we
check for duplicate IP addresses i.e., with the same RREQ
message. Similar to picking another random IP address in
case of a collission, LUNAR will start adding a suffix to the
hostname and test again with the new name. For the previous
example, the two nodes would thus end up being for example
namedjohn.net.lunarand john33.net.lunar.

Note that the new name is only used inside LUNAR i.e., at
layer 2.5 and is mostly relevant to theother MANET nodes
trying to contact the node with the new name: No attempts are
made to change the host’s original FQDN (john.domain2.com),
which (a) would be a challenging implementation excercise
and (b) could also be an unwanted source of confusion to the
end user. In other words: we keep a mapping table between the
new names and the LUNAR IP addresses, not the old (derived
from FQDN) names and the old IP addresses. To allow users
to distinguish betweenjohn and john33which with very high
probability should have different HITs, a user could use the
/proc/net/lunar file to distinguish the two nodes if the
HIT is derived from a well-known public key identity (see
[12]).

A second issue relates to the case of merging network
clouds: This can lead to a MANET where some hosts have
identical IP addresses4 and/or identical LUNAR names. We
(already) solve this problem by introducing stealth “host
identifier tags” (HITs): any node joining the network with a
colliding name or IP address will not be discovered by the
LUNAR path establishment procedure as it has a different
HIT. This strategy, which was proposed by [13] and which
is inspired from [12], permits to maintain TCP connections
although new hosts appeared in the MANET with the same
IP address. However, we still need to implement a scheme to
perform a large-scale IP(v4) renumbering.

VI. CONCLUSION

In this paper, we have shown and demonstrated how a
MANET network can exhibit full Internet integration, thanks
to the use of a dedicated underlay scheme which positions
itself just below the IP layer. A key insight of this paper is
that this underlay has to incorporate a model of the IP stack
that it serves, should it wish to create a perfect fixed Internet
illusion for it.

4Note that address collision is merly an IPv4 issue, since the probability
of IPv6 address collisions is very low, thanks to the use of Ethernet Unique
Identifiers of 64 bits (EUI-64).

In addition to Internet integration, the underlay scheme also
allows to optimize network operations with respect to the
specific properties of distributed wireless ad hoc networking.
This protocol fusion permits to merge the network operations
of name resolution, link-layer address resolution, and network
path setup in a single and efficient procedure. In particular
this is done without any modifications of the existing oper-
ating systems, applications, and name resolver library. Since
MANETs break several implicit assumptions (like client-server
orientation) of IP networking, our underlay approach permits
to rearrange basic functionalities in a MANET-friendly way. It
is a first step towards a functional re-composition of IP-related
protocols outside layering constraints.

REFERENCES

[1] S. Shakkottai, T. Rappaport, and P. Karlsson, “Cross-Layer Design for
Wireless Networks,”IEEE Comm. Mag., vol. 41, no. 10, pp. 74–80,
October 2003.

[2] C. Jelger and C. Tschudin, “Underlay Fusion of DNS, ARP/ND, and
Path Resolution in MANETs,” inProceedings of ADHOC’05, May 2005,
Stockholm, Sweden.

[3] P. Engelstad, D. V. Thanh, and G. Egeland, “Name Resolution in On-
Demand MANETs and over External IP Networks,” inProceedings of
IEEE ICC’03, May 2003, Anchorage, Alaska.

[4] J. Jeong, J. Park, and H. Kim, “Name Service in IPv6 Mobile Ad-hoc
Network connected to the Internet,” inProceedings of IEEE PIMRC’03,
Sept. 2003, Beijing, China.

[5] C. Perkins, E. Belding-Royer, and S. Das, “RFC 3561 - Ad hoc On-
Demand Distance Vector (AODV) Routing,” July 2003.

[6] D. Johnson, D. Maltz, and Y.-C. Hu, “Internet Draft - The Dynamic
Source Routing Protocol for Mobile Ad hoc Networks (DSR), draft-
ietf-manet-dsr-10.txt,” July 2004.

[7] S. Thomson and T. Narten, “RFC-2462 - IPv6 Stateless Address
Autoconfiguration,” December 1998.

[8] T. Narten, E. Nordmark, and W. Simpson, “RFC 2461 - Neighbor
Discovery for IP Version 6 (IPv6),” December 1998.

[9] C. Tschudin, R. Gold, O. Rensfeld, and O. Wibling, “LUNAR - A
Lightweight Underlay Network Ad-Hoc Routing Protocol and Imple-
mentation,” inProceedings of NEW2AN’04, February 2004, St. Peters-
burg, Russia.

[10] C. Tschudin and R. Gold, “Network Pointers,” inProceedings of First
ACM Workshop on Hot Topics in Networks (HotNets-I), October 2002,
Princeton, NJ, USA.

[11] C. Jelger and T. Noel, “Proactive Address Autoconfiguration and Prefix
Continuity in IPv6 Hybrid Ad Hoc Networks,” inProceedings of IEEE
SECON’05, September 2005, Santa Clara, CA, USA.

[12] R. Moskowitz, P. Nikander, P. Jokela, and T. Henderson, “Internet Draft
- Host Identity Protocol, draft-ietf-hip-base-03.txt,” June 2005.

[13] N. Vaidya, “Duplicate Address Detection in Mobile Ad Hoc Networks,”
in Proceedings of ACM Mobihoc’02, June 2002, Lausanne, Switzerland.

103



A Cross-Layering and Autonomic Approach to
Optimized Seamless Handover

G. A. Di Caro∗, S. Giordano,Member IEEE†, M. Kulig†, D. LenzariniMember IEEE§, A. Puiatti† and F. Schwitter†
∗Istituto “Dalle Molle” di Studi sull’Intelligenza Artificiale (IDSIA), Galleria 2, CH-6928 Manno, Switzerland

Email: gianni@idsia.ch
†University of Applied Sciences (SUPSI), Galleria 2, CH-6928 Manno, Switzerland

Email: {silvia.giordano,kulig,alessandro.puiatti,schwitter}@supsi.ch
§Forward Information Technologies SA, Galleria 2, CH-6928 Manno, Switzerland

Email: davide.lenzarini@forit.ch

Abstract— Performing global node mobility requires to support
seamless vertical and horizontal handovers between different
network providers and technologies. The optimization of the han-
dover processes requires not only continuous network services,
but also continuous service performance. In this paper we present
a novel design approach based on autonomic components and
cross-layer monitoring and control to optimize the performance
of the WiOptiMo system, which provides seamless internetwork
roaming by handling mobility at the application layer. We also
distinguish from past work, in that we pragmatically followed
the approach to rely only on existing technologies, deployed
protocols and lightweight calculations, such that our system can
be straightforwardly implemented as it is on most of the currently
available mobile network devices. We report results from some
simple real-world experiments showing the benefits of using a
cross-layering approach. We also describe a first version of the
new WiOptiMo based on the innovative design. Results from
preliminary tests in real-world scenarios indicate the effectivness
of our pragmatic approach. The system is still under development
and testing, and we plan to integrate in it several autonomic
components, which are presented and discussed in the paper.1

I. I NTRODUCTION

In forthcoming scenarios for heterogenous mobile networks
users can benefit of ubiquitous coverage by roaming between
different access networks (internetwork roaming). The chal-
lenge consists in providing seamless and continuous connec-
tivity with the QoS required by the user applications given
the different characteristics (in terms of coverage, bandwidth,
cost, etc.) of the different available networks. The optimization
of the decisions and procedures of internetwork roaming is
a key issue for the successful deployment of pervasive and
ubiquitous network services. While several solutions have been
proposed in the past for the internetworking roaming problem,
usually they are either too complex to be efficiently imple-
mented in real-world applications, or they assume the access
to parameters and information which are hardly available given
current standard protocols and devices.

The solutions we present in this paper, integrated in the
WiOptiMo [1], [2] system, have been designed to overcome
the drawbacks of previous work. WiOptiMo is a middleware

1This work was partially funded by the CTI Swiss programme under the
KTI-7640.1 ESPP-ES Optimised always-on solution project.

system based on a pair of Client-Server modules at the
application layer. These modules interface the communication
between the actual Client and Server applications hiding the
mobility to them, by letting them “believe” that they run on
the same machine.

While these core characteristics of the WiOptiMo approach
have been left unchanged, in this paper we present several
improvements of the system in terms of self-tuning and adapta-
tion of parameters and optimization strategies, collected infor-
mation, and optimization of the adopted decision procedures
on the basis on this same information. The proposed modifi-
cations are the result of a novel design approach based on the
use ofautonomic[3], [4] components andcross-layer[5], [6]
monitoring and control. We claim that this is the way the go
to deal effectively with the challenges posed by the dynamic,
probabilistic, and technological aspects of the multiobjective
optimization problem at hand. More specifically, the proposed
novel approach, which is based on the collaboration among
physical, network and application layers to act efficiently at
the network layer, is expected to boost-up system performance,
as well as to show a good level ofadaptivity, which is a key
component to properly act and react in the highly dynamic
scenarios of interest. Furthermore, the architectural innovation
is supported by autonomic components: the system is able
to self-configureand to self-optimizeits internal parameters
when introduced in a novel hardware/network context, and
in the future it is expected to use past experience to show
anticipatory behaviors and/or learn about user preferences.
As opposite to what hase been proposed in the past for the
internetworking roaming problem, in theWiOptiMosystem we
pragmatically followed the approach to rely only onexisting
technologies, deployed protocols and lightweight calculations,
such that our system can be straightforwardly implemented as
it is on most of the currently available mobile network devices.
Clearly, our approach has the “drawback” that we have to face
challenging limitations in terms of information available to
take statistically sound and optimized decisions, and in terms
of complexity of the implemented algorithms.

This paper has to be seen as a bridge between the original
WiOptiMo system, based on traditional design, and the new

104



version of it, based on cross-layering and autonomic com-
ponents. In fact, the new system is still under development
and testing. Such that in this paper, we introduce the general
motivations and characteristics of the novel approach, discuss
the envisaged solutions, and report some experimental results
supporting our point of view. We also describe in some details
the current status of the new implementation.

The main contributions of the paper are: (1) the introduction
of a novel cross-layering and autonomic approach for seamless
and efficient internetwork roaming, (2) a set of experimental
results from real-world scenarios providing a first validation of
the soundness of the approach, and (3) the description of a beta
implementation of the new WiOptiMo, based on a minimalist
cross-layering and autonomic design to allow the effective and
portable implementation on commercial platforms.

The rest of the paper is organized as follows. Next section
reports a short summary of the general characteristics of the
internetwork roaming problem and of the proposed solution
approaches. Section III and its subsections describe the general
architecture and the specific components of the original WiOp-
tiMo system. Section IV provides the generalities about the
cross-layering and autonomic design approach. Subsection IV-
A discusses the proposed solutions for cross-layer monitoring
and control at the physical and application layers. Subsec-
tion IV-B describes the autonomic components of WiOptiMo,
while Subsection IV-C discusses the components of the system
dealing with user interaction. Section V reports results of
real-world experiments aimed at showing the effectiveness of
application layer active measures to infer traffic load infor-
mation. Section VI describes the new implementation of the
Check Activity, one of the main components of WiOptiMo,
redesigned according to the cross-layering and autonomic
point of view. Finally, Section VII draws some conclusions
and discusses future work.

II. D EFINITIONS AND GENERAL CHARACTERISTICS OF

THE INTERNETWORKROAMING PROBLEM

The problem of internetwork roaming is also referred to as
the problem of networkhandover(or handoff). The switching
between two different types of networks is calledvertical
handover, while horizontal handoverrefers to the case of
networks of the same type. The handover can be eithersoft
(or alternative) when it is executed for the sole purpose of
optimization of the connection cost or QoS, orhard (also
termed imperative), when it is executed due to imminent or
present loss of connectivity.

The handover of the mobile terminal (MT) isnetwork
executedif it is done by the network connection point (e.g.,
as it is the case between UMTS/GSM/GPRS cells).Mobile
executed handoveris the case in which the handover decision
is autonomously taken by the MT. This is the modality pre-
scribed by the currently deployed 802.11 standard for WLANs
and this is the main focus of our work. For mobile executed
handovers the strategies for horizontal handovers between
WLANs, and vertical handovers from WLAN to WWAN and
vice versa, have slightly different characteristics due to the

existing differences in the information available to the MT at
decision time and in terms of coverage, bandwidth, cost, and
signal strength between the two different types of networks.

Building-up on previous work for handover in GSM net-
works, the majority of the approaches for horizontal handover
in WLANs reason on the “quality” of a connection making use
of simplethreshold-based schemesusually includinghysteresis
margins [7] and dwell timers to enhance overall robustness
(e.g., see [8]). The quality of a connection can be expressed
by means of any desired combination of metrics related to
PHY measures of the quality of the received signal and/or
to MAC/TCP/APP measures of the available bandwidth. It
is common practice to restrict the use to the signal strength
and/or the signal-to-noise ratio of the received signal, and to
measure the amount of packet losses. A handover is executed
only if the new AP seems to provide better connection quality
over some stability/dwell period, avoiding a ”ping-pong” effect
when the MT crosses the overlapping edges of two cells and
the signal from the connected AP usually shows significant
fluctuations. Considering that each AP switch involves time-
consumingauthenticationand reassociationprocedures (e.g.,
see [9]), it is important to avoid unnecessary handovers by
carefully assigning the values of all the used parameters and
thresholds.

Also in the case of vertical handover from WLAN to
WWAN and vice versa, a threshold-based scheme (sometimes
combined with additional adaptive or fuzzy mechanisms) has
been adopted in the majority of the studies(e.g, [10], [11],
[12], [13], [14]). Using dual-mode or multiple NICs, it is
possible to monitor alternative connection points while using
the current network connection (even if this has a negative
impact of the on-board energy consumption). Due to the
bandwidth and coverage differences existing between WLANs
and WWANs, as rule of thumb most of the decision schemes
tend to always favor WLAN to WWAN handovers (upward
link handovers) in case of high speed, while tend to favor
WWAN to WLAN handovers (backward linkhandovers) for
low speeds. Often, load/bandwidth information is not even
took into account, relying on the fact that WLAN’s bandwidth
outperforms WWAN’s bandwidth even under quite high loads
such that it is always preferable to switch to a WLAN (see [12]
for an argument against this strategy). This approach is also
motivated by the intrinsic difficulty for an MT to derive sound
estimates of theavailable bandwidth(see also [15], [16] for
related work in wired and wireless environments). On the other
hand, for the connection points it is relatively easy to measure
it, such that they could provide this information to help the MT
to take its decisions (realizing a mobile executed butnetwork
assisted handovers). Unfortunately, given the current status
and practical implementations of the IEEE 802.11 standards,
in current WLANs MTs cannot rely onany feedback from
the APs. Indeed, this fact puts strong limitations on the actual
optimization of mobile executed handovers (the activities of
the IEEE 802.11k working group are precisely addressed to
remove these limitations in the deployed standards). However,
the work is still in progress and it is still unclear how soon and
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if the new specifications will be formally adopted (see [17] for
a discussion about problems related to disclosing user/network
information in both network and mobile assisted handovers).

Using the same terminology adopted in [13], the whole
handover process can be practically decomposed in to three
functional blocks:
• Handover Initiation
• Network Selection
• Handover Execution
Handover Initiation consists of theproactive monitoringof

the current connection and/or of possible alternative connec-
tions in order to: (i) effectivelyanticipate or explicitly deal
with imperative handovers, or (ii) trigger alternative handovers
in order to optimize costs and performance. In our case,
the CNAPT Searchand Check Activities(see Section III-B)
both participate to the Handover Initiation process, which
is however mostly focused on the treatment of imperative
handovers. Network Selection comprises the procedures to
select the new connection point according todecision metrics
like quality of the signal, cost, bandwidth. etc.. Information
about these metrics can be gathered either proactively and/or
reactively according to the proposed scheme and to the limi-
tations imposed by the used protocols and technology. In our
case, Network Selection is supported by the results provided
by the Search Activity. Handover Execution stands for the
set of procedures to be carried out for the authentication
and reassociation of the MT. This pertains to the WiOptiMo
CNAPT/SNAPT switching procedure (see Section III-A).

Assessing the goodness of the current and alternative
network connections requires, for both Handover Initiation
and Network Selection, the proactive and/or reactive passive
gathering of PHY data concerning the behavior of signal
quality and/or MAC/TCP/APP layer data about the effec-
tive bandwidth and latency associated to the wireless link
(e.g., [10], [18]). More complex approaches consider also mo-
bility/location information [19], or learning user preferences
and behavior [20]. The use of active monitoring based on
probing packets to estimate load conditions has also received
some attention [16].

III. T HE WIOPTIMO SYSTEM

WiOptiMo [1], [2], [21] is a solution for seamless handover
among heterogeneous networks/providers. That is, it transpar-
ently provides persistent connectivity to users moving across
different wired and wireless networks. WiOptiMo detects the
available network access points and provides, in automatic
or semi-automatic/assisted way, the best Internet connection
in terms of estimated QoS (e.g., bandwidth, reliability, and
security) and/or cost effectiveness among all the available
connections at a certain time and location. The optimized
handover is executed without interrupting active network ap-
plications or sessions and avoiding or minimizing user inter-
vention. Furthermore, if the current connection becomes no
longer available and if no other connections can be established
(e.g., inside an uncovered area), the system hibernates the
applications to perform re-establishment when the current

or a new connection becomes available again (obviously,
if the reestablishment exceeds the application timeout, the
application may detect a network problem).

In the following subsections we briefly describe the main
characteristics of the original WiOptiMo system. From Sec-
tion IV onward, we discuss the rationale behind the design of
the new version of WiOptiMo, and we present the already im-
plemented modifications as well as the general characteristics
of the modifications that are still under implementation and
testing.

A. WiOptiMo Application Layer Solution

The WiOptiMo system does not require any modification
of the layers of the OSI protocol stack and it does not
introduce any additional sub-layer. The seamless handover is
obtained by a pair of applications (OSI Layer 7), theCNAPT
(Client Network Address and Port Translator) and theSNAPT
(Server Network Address and Port Translator), which deceive
the communicating Client and the Server applications letting
them believe that they are running on the same device, or
on different devices belonging to the same network. The
Client and the Server applications do not realize that they
are communicating via the Internet. The CNAPT and the
SNAPT collectively act as amiddlewareand interface the
communication between the Client and the Server applications
hiding the mobility to them. The CNAPT is an application that
can be installed in the same device as the Client application or
in a different device in the same mobile network (e.g., in the
case of a team of consultants or auditors that require mobility
while working together, the CNAPT can be installed in only
one of the mobile devices of the mobile network and the whole
team can share the seamless handover provided by it). The
SNAPT is an application that can be installed in the same
device as the Server application or in a different device of the
same network or in any Internet server (e.g., in a corporate
front-end server, in the home PC, or in any Internet node or
router). Thanks to this flexibility, the mobility of multiple users
can be handled either using a star topology, with central servers
with large computational capabilities and large bandwidth and
managed by telecommunication companies or ISP, or using a
distributed topology, in which every user manages its mobility
by installing the SNAPT on the accessible nodes (e.g., in the
home PC if directly connected to the Internet), saving in terms
of transmission costs. With the distributed topology, WiOp-
tiMo can provide a sort of ”democratic” seamless handover.

B. WiOptiMo Handover Initiation and Network Selection:
Searchand CheckActivities

The CNAPT application acts as an application relay system,
and also activates a decision task in order to provide persistent
and optimized Internet connectivity. The decision task consists
of two main activities: theSearch Activity, for soft handovers,
which proactively searches for new network providers and
connectivity, and theCheck Activity, for hard handovers,
which continuously monitors reliability and performance of
the current connection. Moreover, at any time, the user can
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manually ask the decision task to switch to another available
network connection. This can be useful when the user wants
to use a specific network that would be not selected otherwise.

1) Search Activity: The Search Activity periodically
searches for other available network connections. In the
forthcoming new version of the system, this will be done
without disturbing the current connection, even in the case
that both the current and the checked connection are WLAN
(the new behavior builds on the results reported in [22]). The
handover to a new network can be triggered in either manual
or automatic mode. Inmanual mode, when the Search Activity
finds at least one network that could provide an Internet
connection better than the current one (based on the parameters
input by the user), it asks the user whether she/he wants to
switch. Inautomatic mode, the Search Activity autonomously
decides whether to execute or not the handover (again, the
decision is made on the basis of a set of parameters assigned
by the user). In some cases, in automatic mode, the Search
Activity might still require some minimal user interaction to
the complete the network association procedures. In all cases,
from the running application point of view, the Search Activity
avoids any interruption of the service during the handover.
After the handover has been performed, the user can choose
to keep the old Internet connection, otherwise it will be closed
in order to reduce power consumption.

2) Check Activity:Following a periodic activation scheme,
the Check Activity verifies reliability and performance of the
current connection. In the current implementation the check
interval is a parameter set to one second. If the reliability or
performance index go below some specified critical thresholds
(possibly set by the user), or the current network connection
is experiencing an interruption, the Check Activity tries to
switch to a new network provider, or tries to set up a new
Internet connection from the same provider if the signal
comes back (i.e., the disconnection was only a temporary
problem, like when crossing a small uncovered area during
a UMTS connection). If the Check Activity does not find
any available network providers, it notifies the user that the
current connection will be no longer available and changes
its operational mode toTunneling mode, which consists of a
continuous search for an available network connection. When
it eventually finds at least one available connection point, it
automatically establishes the connection and comes back to
its normal operational mode. During the switch, the Check
Activity avoids any interruption of the service. After the switch
has been performed, the user can still choose to close the old
Internet connection, if it is still alive, in order to reduce power
consumption.

IV. CROSS-LAYERING AND AUTONOMIC DESIGN

Given the complexity and the multiple dynamic aspects
of internetwork roaming, a design based on across-layering
architecture [5] interleaved withautonomiccomponents [3] is
almost an unescapable choice to achieve adaptive behavior and
performance optimization. As it is also witnessed by other ap-
proaches to handover optimization (e.g., [10], [23], [6]), cross-

layer data are necessary to collect the information necessary
to deal with the intrinsic variability and uncertainty associated
to the physical measures of interest like the Received Signal
Strength (RSS) and the available bandwidth. On the other
hand, autonomic components are based on the proactive mon-
itoring of the system’s performance and behavior which, in
turn, results in the self-optimization of internal thresholds and
in the continual adaptation of the delivered Quality of Service
(QoS) to the ever changing external conditions. Adopting this
approach, the user can experience seamless connectivity in a
fully transparent way, letting the system to adapt to his/her
needs and to struggle to provide the required QoS.

The general architecture of the new WiOptiMo system con-
sists of three main functional components: (i)cross-layer mon-
itoring, that performs active and passive monitoring activities
and data collection at the physical, network, and application
layers, (ii) self-optimization and learning, carried out by an
optimization modulewhich makes use of a repository of past
experiences to adapt internal parameters and derive statistical
measures of trend, (iii)interaction with the user, intended to
get user’s feedback for the selected handovers and to allow
the user to input its preferences’ profile through an intuitive
interface.

Application Layer

Transport Layer

Network Layer

Datalink Layer

Physical Layer

WiOptiMo CNAPT

Check

Activity

Optimization
Module

Repository

Experience
Past

Search

Activity

User Interaction

Cross-Layer

Monitoring

Fig. 1. Functional components in the WiOptiMo CNAPT module

Both the original Check Activity and Search Activity com-
ponents have been re-designed according to this combination
of cross-layering and autonomic approach. In the following we
provide a general discussion on cross-layering and autonomic
issues in WiOptiMo, as well as a description of their imple-
mentation in the new version of WiOptiMo. However, since the
new release of the system is still undergoing full development
and testing, we keep the discussion at a rather general level
for those aspects that have not been fully implemented and
carefully tested.
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A. Cross-Layer Monitoring of Network Connections

Simple PHY monitoring, while necessary to understand the
physical status of the connection, is unable to offer information
on the connection traffic load. On the other hand, we could
not take into account LINK monitoring of variables related
to frame count, since apparently some NICs do not allow
to read these values using standard APIs. Therefore, in our
novel design, we integrated the application layer approach of
WiOptiMo system with the access to information and protocols
belonging to other layers, and in particular to the physical
layer. From one side, this solution introduces interdependen-
cies of the WiOptiMo system with other layers, which create
additional complexity at design and implementation time. On
the other side, we observed in practice that this solution can
really allow to optimize system performance without having a
negative impact on the overall efficiency of the system.

1) Physical Layer Monitoring:¿From our experiments, we
derived that physical monitoring is significant and reliable only
for few parameters, namely the RSS and FCS, and we decided
to use the RSS, as the FCS does not offer more information
than the RSS [21], [24]. In the original WiOptiMo system, we
decided to perform periodic (every second) sampling of the
RSS. The RSS value is used raw, without further smoothing.
The use of raw values and such a low sampling rate was
justified by the need of keeping as low as possible the
computational load on the mobile device. However, due to the
high and frequent fluctuations of the raw RSS, we realized
that we need richer and better information to derive proper
conclusions on the evolution of the RSS. At this aim, in the
new version the system will read RSS information for each
received frame. In this way, it will have sufficient data to be
able to robustly smooth the sampled values through simple
weighted moving averages, and at the same time calculate a
simple trend indicator to be used in cross-validation with the
moving average (both the chosen statistical indicators can be
efficiently implemented using elementary integer calculations).

2) Application Layer Monitoring:WiOptiMo conveys all
the traffic exchanged between the client and the server appli-
cations on the CNAPT/SNAPT connection, and the CNAPT
knows at each time whether there is or not some traffic.
Therefore the system can easily monitor the connection at this
layer, perform further check on the quality of the connection,
and derive useful information. While it is not feasible to inter-
act with the information contained in all the exchanged data
packets, as it would be too expensive, we found appropriate
to carry out active measurements at this layer by injecting few
control packets in the connection and observe their behavior.
More specifically, we sendping messages(ICMP packets) to
the access point, for the purpose of:

• Estimate the connection in terms of available through-
put,on the basis of the experienced Round-Trip-Time
(RTT). This gives some indication on:

1) the effective statusof the connection (if it is active
or not), as the status detected at the physical layer
could be not correct, as discussed in Section VI

2) the effective loadof the connection, which would
not be possible to infer from the measures available
at physical layer. We are aware that ICMP traffic
is controll traffic. However, as we are not trying
to quantitatively measure the throughput, but we
simply want to have a dynamic estimation of the
WLAN charge, this is sufficient for our purpose.

• Avoid to improperly react to temporary fluctuations of
physical parameters. While a negative indication from
physical monitoring (e.g., a very low RSS level) corre-
sponds to a high probability that the physical connection
(and consequently the CNAPT/SNAPT connection) is not
anymore valid, this can be due just to some temporary
cause. On the other hand, if a short train of ping messages
experience a timeout, this evidence can provide a more
robust confirmation of the fact that a link is down.

B. Autonomic Design

In previous work [21], [24] we conducted extensive ex-
perimental tests in real-world scenarios to gain insights on
the possible metrics and strategies that can be adopted to
optimize the procedures of internetwork roaming. One of
the results that has emerged from our experiments is that
the goodness of a metric or of a parameter value, strongly
depends on the wireless scenario at hand. For instance, the
behavior of the RSS can be a good or bad predictor of the
quality of the connection depending on the considered scenario
and on the specific hardware used. Therefore, this tells us
that an optimization mechanism based on static parameters
and strategies is not apt to deal satisfactorily with the large
variety of wireless scenarios of practical interest. Our ap-
proach to solve this issue is toempower the cross-layering
architecture with an autonomic design: our system is able
to adapt and self-optimize/tuneits internal parameters and
performance according to an understanding of both the current
context (wireless scenario inclusive of the specifically used
equipment) and the user preferences and mobility patterns. In
order to show a truly adaptive behavior, and in some extent
predict and anticipate changing in the environment and in
the user activities/mobility, it is necessary tolearn from past
experience. At this aim, the new WiOptiMo will include a
repository of the most significant information (trends, failures,
trajectories, user choices, etc.) about past experience. For
instance, if an on-board GPS is available, the system can
decide to store and learn maps identifying good coverage
areas together with the characteristics of the network access
that can provide the coverage. This might result quite useful
(and relatively easy to learn) in the case of users constantly
travel along the same routes, as it is the case for people daily
commuting between their homes and work places.

The WiOptiMo system is intended to run unchanged on the
majority of the portable devices in commerce. This is reflected
in the fact that the system can self-detect the characteristics of
the on-board hardware and take the appropriate action flows
(see Section VI). This is a fundamentalself-configuration
feature already present in the system, that, together with
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the discussed properties of self-optimization and and self-
tuning, support even more the view of WiOptiMo modules
as autonomic modules.

1) A concrete example: Self-tuning of the RSS threshold:
The default RSS threshold value that we used in the original
WiOptiMo system to check connection reliability (in both
the Check and Search activities), does not always reflect
the characteristics of the current context in terms of signal
characteristics at the specific location, and hardware and
software configuration. In order to achieve adaptive context-
dependent tuning, we designed a simple adaptive component
for the self-tuning of the RSS threshold according to the
current context. We continuously check if the system, when
it looses the connection (i.e., an IP address is not anymore
available), has reached an RSS value lower than that of
the currently stored RSS threshold value. If so, we assume
that this new lower value is the inferior limit for successful
communications at the current location, given the hardware
and software configuration. Therefore, we take this new value
to adapt the value of the variable containing the RSS threshold,
and we start using it. This behavior can be started either by
the system, under reception of an event of loss connection,
or by the users, for example when she/he installs a new
hardware. The current implementation, which can be only
started manually, requires that the user moves around for a
while, in order to gather the required information. However, in
the final release of the next version we intend to fully automate
the procedure.

C. User Interaction

An important part in the definition of the context that the
optimization strategy has to take into account, is played by
the user itself, with its current preferences. In many cases,
in practice it is not possible to assume that the system can
infer/learn user’s preferences in relationship to its needs at the
current time and location. In order to provide a satisfactory
service some user interaction must be assumed. For instance,
if a specific download is very urgent, bandwidth might be
more important than cost, but this cannot be known in advance
to the system without additional information from the user,
who has to input is current QoS requirements in itsuser
profile. Moreover, some additional information concerning for
instance the “typical” current speed of the user (e.g., vehicular,
pedestrian, etc.) might be of great help to the system, even
if this information might be inferred from lower layer data.
At this aim, we are realizing an intuitive and user-friendly
user interface, to facilitate the input and the updating of
profiling information. We are also considering mechanisms to
trigger requests of user-assistance in case of very ambiguous
situations.

V. EXPERIMENTAL RESULTS FORMEASURES OFLOAD

ESTIMATION AT THE APPLICATION LAYER

Experimental results concerning work in the domain of
vertical handover optimization are mainly restricted to simu-
lations (a notable exception is reported in [25]). An important

negative consequence of this consists in the fact that it is really
hard to assess the validity of the proposed simulation-based
approaches in the perspective of the implementation in real-
world networks [26]. On the other hand, as already pointed
out, our choice is to face the real-world challenges. In this
perspective, and we the aim of gathering experience for a first
validation for the use of cross-layering monitoring, we realized
a set of real-world experiments focused on the use of ping
messages (see IV-A.2) for the establishment of the effective
status of the connection, and for channel load estimation.

The soundness and performance of the (original) WiOptiMo
system in the case of using only simple physical monitoring
was assessed in previous work [1]. In [21] we reported
extensive results concerning the effectiveness of a number of
different metrics at the physical and MAC layers. Here we
present a set of experiments aimed at assessing the utility and
the usability of integrating physical layer controls with appli-
cation layer controls. The results of these experiments gave us
a further motivation to proceed along the way of integrating
cross-layer monitoring and control in the WiOptiMo system,
as it is discussed in the next section.

All the experiments were conducted in favorable conditions
of strong and stable RSS, to see if, given good physical
conditions for the connection, we could observe different
indications at the application layer in relationship to variations
in the wireless scenario. More specifically, we report the
results concerning the use of ping messages to derive load
estimates at the application layer as a function of variations
in the load offered to the wireless environment.

Ping messages are proactively sent to the access point
in order to evaluate the connection status in terms of: (i)
throughput, on the basis of the observed RTTs, and (ii)channel
congestionaccording to the number of experienced timeouts.
To understand whether or not the RTT of ping messages can be
used as a robust indicator of channel congestion, we performed
traffic-intensive experiments with an increasing load offered to
the WLAN. We considered the following four scenarios: (1)
an increasing number of laptops (from 1 to 10) continuously
download data from one PC connected via LAN to the AP,
while another laptop sends the ping messages to the AP; (2)
an increasing number of laptops (from 1 to 7) continuously
download data from each other passing through the AP, while
another laptop sends ping messages to the AP (in this way
the network load was doubled with respect to the previous
case); (3) an increasing number of laptops (from 1 to 10)
continuously download data from the Internet through the AP,
while another laptop sends the ping messages to the AP; (4) 11
laptops with an increasing number of downloading processes
(from 1 to 5 on each laptop) from the Internet through the AP,
while another laptop sends the ping messages to the AP. In
each scenario a continuous train of 1000 ping messages (size
of 32 bytes) was generated during the experiment. The size of
each single download was of 1.5 Gbytes. The WLAN is based
on 802.11g devices.

As shown in Figures 2 and 3, in the first two scenarios
the average RTT and the number of experienced timeouts
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increased each time that a new laptop joined the network with
a new download. Moreover, the number of timeout rose up
very fast when the number of laptops in download grew from
7 to 10 in the first scenario, and from 3 to 7 in the second
scenario.
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Fig. 2. Experimental results for the first load estimation scenario. An
increasing number of laptops download data from one PC connected via LAN
to the AP while another laptop sends ping messages to the AP.
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Fig. 3. Experimental results for the second load estimation scenario. An
increasing number of laptops download data from each other passing through
the AP while another laptop sends ping messages to the AP.

In these scenarios, the RSS was always above the critical
threshold. Therefore, no handover indications could have been
derived from this physical measure. However, from Figures 2
and 3, it is clear that the throughput was significantly decreas-
ing, and the channel congestion increasing, with the increase
of the active users in the WLAN. Therefore, the combined
analysis of the RSS and RTT values seems to be necessary to
become aware of a situation of pure traffic congestion.

On the contrary, in the third scenario (Figure 4) the both the
average RTT and the number of timeouts remain low almost
independently from the number of laptops in download. This
was probably due to the available bandwidth on the Internet

side, that was lower than that available in the WLAN. In the
last scenario we overloaded the WLAN with a large number
of downloads (11 up to 53) from the Internet. As shown in
Figure 5, the average RTT remained more or less the same but
the number of timeouts rose up very fast reaching more than
10% of the total number of ping messages sent in the worst
case. Therefore, in these last two scenarios, the advantage
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Fig. 4. Experimental results for the third load estimation scenario. An
increasing number of laptops download data from the Internet through the
AP while another laptop sends ping messages to the AP.
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Fig. 5. Experimental results for the fourth load estimation scenario. 11
laptops with an increasing number of sessions download data from the Internet
through the AP while another laptop sends ping messages to the AP.

of a cross-layering approach have been less evident, but still
useful to estimate the quality of the connection throughput.

VI. T HE NEW CHECK ACTIVITY

The experimental results discussed in the previous section
seem to indicate that the information obtainable at the applica-
tion layer can fruitfully complement the information from the
physical layer to derive more robust estimations of the status
of a connection link. As shown by the previous experiments,
we can have discordant indications between physical and
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application layer monitoring of the connection, such that they
should be used in cross-validation. This is one of the main
reasons behind our choice to adopt a cross-layer approach
and modify the Search and Check Activity according to the
design ideas presented in IV. Here we present the basic
structure of the new Check Activity, which includes both
passive monitoring at the physical layerandactive monitoring
at the network/application layer. In the new Check Activity,
the use of ping packets, even if not fully exploited, resulted
very useful, as discussed below. The new Check Activity
repeatedly interacts with the user, and tries to learn from
past experience, to adapt and self-tune internal parameters and
derive trend measures (for the RSS). However, we are still
testing and improving these mechanisms, such that they are
not further discussed in the following.

The flowchart of the actions of the new Check Activity
based on cross-layering design ideas is reported in Figure 6.
The flowchart shows only the stable core of the function,
omitting the parts still under developments.

The Check Activity first checks the presence of the IP
address for the current connection (Network Layer check). If
the IP address is present (i.e., from the operating system point
of view, the communication device miniport is connected), it
verifies that the current connection is a wired connection, (e.g.,
Ethernet LAN, ADSL, Token ring, FDDI). This phase is called
First Physical check. If this is the case, no additional checks
are needed, as the wired connections are considered as always
good and reliable connections. Otherwise, if the connection
is a wireless one and it is in use that is, there is at least
one application or service that needs to access the Internet
(First Application Layer check), the Check Activity performs
a number of additional actions which depend on the type of
devices used to make the wireless connections. These devices
are grouped in three categories:

1) Wireless WAN Programmable devices: GPRS, EDGE,
UMTS, HSDPA, CDMA 1x or EV-DO PCMCIA, and
USB or CF devices providing an API SDK (e.g., Nokia
D211/311 and Sierra Wireless PC cards), that gives the
possibility to establish/destroy the wireless connection
and control all its parameters;

2) Wi-Fi devices;
3) Wireless WAN Dial-Up Networking (DUN) modems:

GPRS, EDGE, UMTS, HSDPA, CDMA 1x or EV-DO
PCMCIA, USB, CF devices or mobile phones acces-
sible via USB, Serial Cable or Bluetooth that can be
controlled only via standard AT commands.

In general, for the third category, once the DUN connection
has been established, it is not anymore possible to access
the connection parameters (e.g., the signal strength), as the
COM port used for the interaction is held by the operating

Fig. 6. Flowchart of the Check Activity function

system to provide the WAN connection.2 Therefore, the
Check Activity cannot perform any further physical check.
On the contrary, for the Wireless WAN Programmable devices
and for the Wi-Fi devices, a check on the signal strength is
performed (Second Physical Layer check). If the RSS is greater
than acritical RSS threshold, or if a Wireless WAN Dial-Up
Networking modem is used, the Check Activity controls the
network activity for the active applications or services (Second
Application Layer check). If an exchange of data is going

2 As already discussed, WiOptiMo is intended to run unchanged on
the majority of the portable devices in commerce, thus it has a modular
architecture, with the core module being platform-independent (JAVA). The
other modules are platform-dependent. Considered that as a matter of fact,
the majority of portable devices rely on the use of some version of Windows
as operating system, the other modules has been developed in Windows
environment, assuming the Windows’ NDIS driver for the communication
with the NIC. Therefore, in the following all the references to the operating
system and related issues have to be thought as referred to Windows.
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on, the current connection is consideredgood. Otherwise, a
ping checkis started (Third Application Layer check). The
ping check sends three ICMP ECHO REQUEST packets to a
reachable host (or if it is not possible, it establishes three TCP
connections with a reachable host), and starts a timeout timer.
If all the three attempts are not echoed within the requested
timeout, the connection is considered lost and a handover is
requested. Actually, since it is expensive in terms of time and
cost (e.g., in case of GPRS connections), the ping check is not
performed at every single run of the Check Activity, but with
a frequency modulated by the number of timeouts observed
during previous runs. This simple but rather effective strategy
is similar to that adopted in [27], where the authors show
some empirical evidence that the fall of a connection can be
robustly assessed after three consecutive frame losses (without
considering any additional metric).

We performed some tests with this new implementation and
observed that the new design is very beneficial for:

1) DUN connections. Cross-layer monitoring allows to
bypass the impossibility of physical monitoring, as ex-
plained above, and is the only way to check if an IP
connection is still alive or not.

2) WLAN connections. If the RSS suddenly drops, some
cards indicate−200dBm, while some other cards keep
on reporting the same RSS value as before the drop
or even other values. For this reason, the reported RSS
value is not always a reliable indicator of good signal.
On the other hand, cross-layer monitoring provides
additional information on the status of the connection,
and allows to understand in reliable way if it is still alive
or not.

According to these facts and experimental evidences, we are
currently studying a lightweight and robust solution to use
ping packets for deriving load estimates.

VII. C ONCLUSIONS

In line with the ubiquitous computing vision, mobile devices
are becoming part of our daily life. In the majority of the
real-world scenarios, due to topology, location, and time
constraints, the only way to provide persistent communications
and satisfactory QoS performance, is to switch from one
provider to another, always trying to stay connected using
the best possible connection in terms of bandwidth, cost, and
coverage. However, due to the lack of systems that can really
guarantee optimized seamless handovers, this revolution has
not yet become real. Several solutions have been proposed in
literature, but they are hardly implementable and usable in real
systems. In this paper we introduced innovative design solu-
tions to boost-up performance and flexibility of WiOptiMo,
our system for internetwork roaming.

Up to our knowledge, WiOptiMo is the first solution able
to work in general real-world scenarios in terms of used
network cards, providers, applications, etc. We presented an
innovative cross-layering and autonomic design for the forth-
coming next release of WiOptiMo, and we performed some
real-world experiments to support the choice of the novel

design. Considering several scenarios, we found that cross-
layering monitoring and control can be very beneficial, as
it can allow to discover situations requiring handovers that
otherwise would go unnoticed. We also point out that we made
not specific assumptions, and that we are working for a system
that can work in any context.

Given the preliminary encouraging results, which validated
our approach, we are designing new components for quanti-
tative analysis that will enhance the autonomy of the system
and the interaction with the user.

In our current work, we are including statistical evaluations
for the results, the use of different type of traffic in the
wireless network (to ensure the generality of our solution with
respect to the traffic generated) and the monitoring of other
parameters to further improve the response of the system.
Furthermore, we are also investigating the use of techniques
for efficiently smoothing the noisy RSS and for the calculation
of trend measures to be used in cross-validation with the RSS
to add robustness to Handover Initiation decisions. Moreover,
we will explore the use of learning techniques based on the
use of past experience to improve the overall autonomy of the
system. This work is expect to further improve the already
very satisfactory performance and flexibility of the system.
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Abstract— Scheduling in 802.11e networks is managed by the
Hybrid Coordination Function (HCF), located within the access
point. HCF has access both to traffic descriptions (TSPEC) and
to feedback information sent in every frame by stations. In this
paper we discuss the use of open-loop or closed-loop scheduling;
the first one is based only on the TSPECs, while the second one
relays also on the feedback information from stations and builds
upon classical control theory design.

We discuss how closed-loop scheduling can be used to manage
both the QoS guaranteed traffic and the best-effort traffic with
a non-marginal performance improvement compared to open-
loop scheduling algorithms. We propose a simple max-min fair
scheduling algorithm based on a positional controller which
measures buffer levels. The controller is up- and down-clipped
to meet strict QoS guarantees, while optimally distributing
stochastically guaranteed and spared resources.

Simulation results based on ns-2 are presented to support the
theory and the design, showing that the proposed scheduler is
robust and performs always better than open loop scheduler in
presence of traffic uncertainties.

I. INTRODUCTION

Wireless access through 802.11 W-LANs is spreading fast,
becoming quickly as ubiquitous as cellular networks in places
where access to the Internet is demanded.

While there are not hints that the use of the ISM 2.4 GHz
spectrum is creating serious problems of interference and/or
saturation, it is doubtlessly true that congestion within infras-
tructured Service Sets – i.e., “cells” served by an Access Point
(AP), often spoils performances, specially of applications that
require low latency. Even VoIP services work well on W-
LANs, but their quality drops drastically as soon as traffic on-
air becomes heavy or even just moderate [1]. Service support
problems arise in all WLAN environments, but most of all
in public HotSpots where customers pay for the service and
specifically in networks conceived to support highly variable
service demands, where dimensioning is more problematic, if
at all possible.

IEEE 802.11 Task Groups have been at work to propose new
solutions for the improvement of the Quality of Service (QoS)
and service differentiation (IEEE 802.11 TGe), and more
recently with 802.11 TGn to improve the throughput of the
radio interface beyond the simple increase of the transmission
speed, having recognized that the actual MAC protocol claims
too high a toll on the scarce resources.

802.11 TGe completed its work on July 2005. The final doc-
ument is now under revision for publication as IEEE standard,

This work was supported by the Italian Ministry for University and
Research (MIUR) under the PRIN project TWELVE (http://twelve.unitn.it)

and we can expect the first standard-compliant devices to be
on the market as early as mid 2006. 802.11 TGn work is still
in an earlier stage, but it is already clear that the MAC and
management part of the outcome of this TG will build upon
802.11e, making this latter an even more interesting solution.

As we discuss shortly in Sect I-A, 802.11e defines a frame-
work for the management of resources and traffic, but the
actual algorithms and techniques used within the framework
are open to competing implementations, and they can heavily
affect the final performance obtained by a QAP (a QoS enabled
Access Point) and the associated QSTAs (QoS enabled Sta-
tions). How much the research community is still interested —
and working— on service provisioning in WLANs is testified
by very recent surveys and position papers as [2], as well as
scientific works discussed in Sect. I-B.

This paper addresses the problem of traffic scheduling
by the QAP, discussing different possible implementations.
The reference point, albeit naı̈ve, is the simple scheduler
(SS) drafted as example by the 802.11 TGe [3], which is
conceived purely for CBR traffic, and obviously fails under
any other condition. We propose and discuss two radically
different possibilities: i) improving performances by a better
characterization of the traffic, leading to open loop schedulers
based on the notion of “equivalent bandwidth” (see Sect. II);
and ii) improving performances by taking advantage of the
feedback QSTAs send to the QAP describing the status of the
local queue and applying closed-loop control techniques (see
Sect. III).

In light of the results presented in Sect. IV, we argue that
only the second choice represent a safe and robust imple-
mentation, and the overall complexity of the system, taking
into account not only QAP computational requirement, but
also QSTA “cooperation” and the interaction with existing
applications, is indeed not larger that an open-loop solution
with fixed allocation.

A. Overview and Modeling of 802.11e

The MAC protocol defined by 802.11e is the compromise
between different needs: maintaining a backward compatibil-
ity, keeping the system complexity at bay, and enhancing its
performance in terms of QoS support and differentiation. We
refer to the Draft 11.0 [3], which is almost definitive and
should not bear substantial differences with respect to the
version submitted for Standard approval in July 2005.

The MAC protocol blends together an enhanced, QoS
enabled version of the CSMA/CA used in the Distributed

114



Fig. 1. General organization of the MAC protocol in 802.11e

Coordination Function (DCF) of 802.11, and named EDCA
(Enhanced Distributed Channel Access), and a polling-based
access named HCCA (HCF Controlled Channel Access1).

A plethora of solutions has been presented in recent years
to differentiate services both in EDCA and HCCA. In this
work we focus on scheduling within HCCA only, assuming
that the EDCA period is used only for legacy stations, and is
not used for QoS support or service differentiation. In Sect. I-B
we discuss the literature that is most related with our work.

Fig. 1 describes the general evolution in time of the access
procedure. The time is organized in superframes, which corre-
sponds to the Beacon Interval (BI), i.e., the time between the
transmission of two subsequent beacon frames. A superframe
is divided into a contention free period (CFP), managed via
HCCA, followed by a contention period (CP), where EDCA
is used. The HCF, however, can interrupt the CP with periods,
named Controlled Access Periods (CAP) when HCCA is used
and the access is again contention free.

The HCF assigns resources to stations by allotting time in
a Service Period (SP). An SP includes the time needed for the
QAP to transmit frames to the QSTA and the Transmission
Opportunity or TXOP for the QSTA. As shown in Fig. 2 TXOP
assignment is done via polling. We identify the transmission
opportunity of the

�
-th QSTA ad TXOP � ��� and the service

period for the same QSTA as SP � ��� . TXOP � ��� represents
the maximum time QSTA

�
can use the channel, including

management and control frames. A QSTA that has nothing to
transmit while its TXOP is still not expired should end it by
transmitting a null frame.

QSTAs communicate their needs to the QAP on a per-
connection basis (Traffic Stream – TS) and each QSTA can
have up to eight parallel TSs.2 The signaling and negotiation is
done through the exchange of Traffic SPECifications (TSPEC),
that contain (among others) the parameters relevant for traffic
scheduling described in Table I. Besides the TSPEC, a QSTA
sends the status of its internal queue to the QAP in the header
of each data packet it transmits on-air. It is immediate to notice
inspecting Fig. 1 and Table I that there are a number of open
issues which must be addressed in implementing the HCF. For
instance TXOPs are normally assigned on a per-station basis

1HCF or Hybrid Coordination Function is the QAP entity that controls and
manages the resources within the “cell.”

2In the following we use the terms TS, connection, and flow interchange-
ably.

TSPEC parameter Description
Nominal MSDU Size Length (in octets) of MSDUs. One bit of

this field indicates if MSDU size is constant
or must be considered as “nominal”

Maximum MSDU Size Maximum MSDU length in octets.
The QAP should grant time to transmit at
least one Maximum size MSDU per TXOP

Maximum Service Interval Maximum admitted time between two
consecutive polls (SI)

Minimum Data Rate The scheduler is expected to allocate at
least the time needed to serve this data rate

Mean Data Rate The average traffic the TS generates
Peak Data Rate The maximum data rate of the stream
Burst Size Maximum amount of data that can arrive

to the MAC-SAP with Peak Data Rate
Delay Bound Maximum time a MSDU is allowed to

queue before being successfully transmitted

TABLE I
TSPEC PARAMETERS RELEVANT FOR TRAFFIC SCHEDULING

to spare resources wasted by multiple pollings to the same
QSTA, while TSPEC are negotiated on a per-flow basis.

QSTAs need not be polled in round robin, provided that con-
secutive pollings to the same station are not spaced more than
an upper limit known as maximum Service Interval (SI) and
negotiated between the QSTA and HCF. The service interval
SI � ��� of station

�
is the result of the different requirements of

its traffic streams, but the HCF can also set it to a smaller value
than needed, for instance to optimize the polling cycle. A very
simple way to meet the requirements (though not necessarily
the best in terms of performances) is setting all the SI identical
one another and choose as common polling time the largest
submultiple of the Beacon Interval which is smaller than the
smallest required SI. This is the choice done in the simple
scheduler SS.

Let � be a discrete time parameter indexing the successive
polling cycles (PC). We define: �����	� � the vector representing
the resources available during the � -th PC; ��
 the mean
(average) resources assigned to the

�
-th QSTA; ��
��	� � the

resources actually assigned to the
�
-th QSTA during the � -

th PC.
Notice that representing the system as a discrete time system

there is no need to have all SI � �
� equal one another: if station�
is not polled at (discrete) time � , then ��
���� ����� .
We assume that there is an admission control function that

ensures stability of the system, so that for any meaningful
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Fig. 2. Polling interaction between HCF and QSTA

observation interval � , given the number of associated QSTAs�
QS, the relationship �� ������� ������� � �"! QS� 
 ��� �#
 (1)

holds and � 
 can also be seen as the guaranteed resources
assigned to station

�
. � � ��� � is not necessarily constant over� , since PCs can have different length, due to non constant

SIs, or to varying resources reserved for EDCA access (e.g.,
a non-QoS enabled STA associates or leave the QAP), etc.

From a scheduling point of view, we can assume that the
802.11e framework can be represented as in Fig. 3, where the
the system a) represent the case of open-loop scheduling, and
the system b) the case of closed-loop scheduling. The only
difference between an open-loop and a closed-loop scheduler
is whether the resource assignment function takes into account
the remaining backlog of QSTAs bl 
���� � at the end of the � -th
SI or not. The block $ � is a one-step delay representing the
fact that the schedule defined by HCF during the � -th PC will
be implemented by QSTAs during the next PC.

B. Related Work

There are many different proposals for managing the
scheduling of resources in 802.11; we just mention here those
that are closer to our approach, leaving aside all proposals
centered on EDCA mechanisms.

The work in [4] is probably the closer to our work.
The authors use a continuous time modeling, which is very
accurate in analyzing performances, but is less prone of future
optimization applying control-theoretical results.

The papers [5] and [6] discuss the use of variable service
intervals trying to meet the deadlines of frames, the first one
with an open-loop approach, and the second one accounting
also for QSTAa feedbacks. Similar is also the approach
described in [7], where an open-loop predictive scheduler is
proposed. The prediction algorithm is based on measures of
the actual traffic sent by TSs.

r (k+1); for all i

TSPEC(i)

− +

ir (k); for all i
bl (k); for all ii

TSPEC(i)

− +

ir (k); for all i

QSTA−i
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b) closed−loop model

HCF+
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Fig. 3. Model of 802.11e scheduling: a) without using the feedback from
QSTAs; b) using the feedback from QSTAs

Compared to all these works, the approach proposed in
Sect. III is characterized by a faster dynamics of the closed
loop scheduling adaptation, that leads to smaller delays in the
channel access.

II. EQUIVALENT BANDWIDTH SCHEDULING

The concept of “Equivalent Bandwidth” (EB) is not new.
Indeed it dates back to the first CAC studies on VBR traffic.
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The basic idea is quite simple. Given the stochastic charac-
terization of an VBR source (e.g. a voice codec with Voice
Activity Detection –VAD– and silence suppression) the EB of
the source is the amount of resources � EB that must be reserved
to the source in order to guarantee that the amount of traffic%'&

generated by the source will not exceed � EB with a given
probability (*) . Formally, given a source

�� EB � ���,+#-/. % & � ���,� � EB � ���1032 (4)5� ��� (2)

On the one hand, implementing an EB scheduler within
the context of 802.11e scheduling is extremely easy. In fact,
it is sufficient that the QSTA negotiate � EB instead of the
average bit rate in the reference SS of the standard draft and
the QAP will regularly allocate the required resources. If the
traffic generated by the flow is smaller than the negotiated� EB, then the QSTA terminates TXOP � ��� with the null frame
and the spared resources are automatically freed for other
stations’ use. On the other hand, the main drawback of the
equivalent bandwidth is not solved at all: if the QSTA traffic
characterization is not precise, then � EB will not meet the
requirements of (2). Indeed, even if the source characterization
is good, but it does not have Markovian properties, finding� EB may not be an easy task. Finally, resource assignment
in 802.11e is heavily quantized, since MPDU fragmentation
is deprecated and inefficient. Quantization implies that the
resources assigned will not match exactly the equivalent
bandwidth of the flow, resulting in additional impairments.

We implemented (in ns-2) VBR sources as two- and three-
states stochastic chains in order to to control the effect of
approximated traffic characterization on the scheduler perfor-
mance: if the transitions probabilities between chain states
are geometric, then the chains are Markovian and (2) can
be computed exactly. In most other cases (e.g., heavy tailed
dwelling times, or even simple constant dwelling times) the
equivalent bandwidth of the source is an approximation, and
we expect the scheduler to have a worse performance in one
way or the other, i.e., not meeting the requirements of the
flow or performing poorly in accepting TSs. Fig 4 reports the
discrete time chains implemented in ns-2. For each state 6
the user can choose the bit rate 798:��6 � , the average frame
dimension $<;=��6 � and their distribution (e.g., constant, or
truncated negative exponential), and the frame interarrival
distribution.

The actual implementation is in form of a Discrete Time
Chain with transitions upon packet transmission. The tran-
sition probabilities >?
A@ from state

�
to state B describe the

behavior of the source every time a packet is generated. The
transitions probabilities are computed so as to respect the
average transmission rate of the source. For the three-state
source some additional constraints may be required in order
to have a unique solution.

III. CLOSED LOOP SCHEDULING

As discussed in Sect. I-A QSTAs transmit their buffer level
to the QAP. At the same time, the QAP is perfectly aware of

Fig. 4. Two- and three-state VBR models implemented in ns-2

the amount of traffic that has to be transmitted at the beginning
of each SP to every QSTA.

Let’s assume that the QAP knows the PHY transmission
rates of QSTA, which is not unreasonable, since it can be
assumed that transmission rates do not change from one SI
to the next, so that the occasional transition from one rate to
another can be accounted for as a disturbance in the control
loop and it will be compensated automatically. In this situation
the resource assignment can be done in bytes, and transformed
in time to assign TXOPs taking into account the timing of the
protocol, only at the end. Without loss of generality we can
assume that the schedule is computed on a per-TS basis, and
then the assignment is done on a per-QSTA basis in order to
reduce the polling overhead.

The evolution of the transmission buffer C @ for each flowB isCD@����FE �G���IH<J�K<L��NM:. C @5��� �PO ��@����FE �G� E % &@ ���9E �G�
0RQ
If C @ ���*E �G�,� CTS@ , where CUS@ is the buffer capacity for flow B ,
then CD@����VE �G�WO CTS@ information is lost and CX@����VE �G�Y� CTS@ .
As stated with (1) we assume that the system is stable, so that
the goal of any control technique that regulates �:@ reduces to
the minimization of some given metric Z of the evolution in
time of all the flows’ buffers; first of all the loss probability.

There are many optimal control techniques that, given the
metric Z (e.g., Z\[ or Z\] ) and the stochastic properties of
the

%'&
s define the scheduling algorithm (see for instance [8]).

At this stage of the research, however, we’re more concerned
with the fundamental properties of closed-loop scheduling,
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rather than finding a theoretical optimal scheduler, which may
turn out to be computationally complex, or loose its optimality
properties due to implementation impairments. Therefore we
resort to a basic positional controller (P-control) that tries to
assign resources proportionally to the backlog. Since there is
a guaranteed assignment to all flows, the assigned resources
to flow B are � @ ��� �/� ��^V_ `@ ��� � Ea��b@ �	� �
where � b@ �	� � is a non-negative amount of additional resources
assigned to flow B based on any weighted proportional function
of the backlogs CD@��	� OI�G� . Notice that � ^V_ `@ is a function of
the discrete time � since SIs may be non constant.

Since we are dealing with a system that is intrinsically stable
and inf-clipped (the buffer cannot be negative), we do not have
to worry about stability of the controller, so that the repartition
of resources among flows can also lead to a controller gain
larger than one without affecting stability of the system.

A max-min fair proportional scheduler assigns additional
resources based on the following proportionality��b@ ���9E �G����c @ CD@���� �d ! TS@ ��� CD@���� � ef � � �	� �PO ! TS�@ ��� � ^V_ `@ �	� �	gh (3)

where
c @ is a coefficient that can take into account flow

priorities or any other differentiation policy within a given
traffic class. The apportioning coefficient

c @ can also be used
to properly “weight,” flows with different mean rates, since
draining the same amount of information from different buffers
takes a time which depends on the draining rate, so that the
same backlog can result in different queuing delays.

�
TS is the

number of TS admitted by the CAC function.
Traffic classes can be easily taken into account either with a

fixed priority scheme (i.e., the highest priority class is assigned
additional resources first, then leftover resources are assigned
to the second class, and so on) or with any other priority
scheme that leads to the computation of �5b@ for the given class.
Deriving the overall assignment scheme with a given priority
enforcement is just cumbersome and is not reported here for
the sake of clarity.

It must be noted that uplink and downlink flows are not
identical, since the backlog information of uplink flows is
one polling cycle old, because it reflects the situation at the
QSTA when the last frame of the flow was transmitted on air,
while the backlog of downlink flows can be known at the QAP
without delays. We do not consider this problem anymore in
this work, assuming that it does not introduce any meaningful
bias.

The max-min based resource assignment (possibly distorted
by the weights

c @ that include the different mean rates), is
based on the following considerations:i The system is stable and backlogs are due to statistic

fluctuations of the traffic sources (voice with VAD, video,
etc.);i The larger the backlog, the larger is the delay imposed
to the the waiting information, and the larger is the
probability that the flow buffer will overflow;

i If nothing is known about the stochastic processes driv-
ing the buffers, then the information loss probability is
minimized when the buffers are all equalized.

A. Closed-Loop scheduling with fixed SI

The 802.11e draft [3] recommends using a fixed polling
time for each station. Notice that, as depicted in Fig. 2, this
does not necessarily mean that every SI is identical, but only
that the same station is polled at fixed time intervals.

Implementing the proportional max-min fair P-controller
defined by (3) with fixed SIs is straightforward and does not
require any additional explanation3.

We call this scheduler ‘MaxMin Fair–Adaptive’ or MMF-A.

B. Closed-Loop scheduling with dynamic oversampling

The implementation described in Sect. III-A is perfectly
complying with the draft. However, as already noted in [4],
the reaction time of a closed loop scheduler with fixed SI can
be as large as j SI even for very low load conditions, which
might penalize VBR sources, specially if sources have high
variability. As we discuss presenting the results, the trivial
solution of reducing SI is not practical, because reducing SI
increases the overheads, thus penalizing the network under
heavy load.

One possible solution is using dynamic SI values. This is not
explicitly admitted by [3] (albeit neither explicitly forbidden),
but we’ll see that may significantly increase performances
under rather normal operating conditions.

The discrete time theoretical framework depicted earlier
in this paper remains identical also if SIs are changed dy-
namically. The problem is finding a way of changing SI
dynamically. Fortunately, releasing the requirement of polling
intervals to be constant, the solution is easy: if the � -th
CFP ends at time k���� � before a deadline lm��� � that defines
a minimum guaranteed EDCA period before the next CFP,
then the resources relative to the the time interval lm��� �nOk���� � can be re-assigned with a new CAP, which defines a
dynamic ’oversampling’ of the controlled system. When the
traffic fluctuations temporarily bring the system in overload,
then k���� �o� lm�	� � and the normal SI intervals are used, so
that global efficiency is preserved; when the system is not
overloaded, but a few QSTA offer more traffic than their
guaranteed share, the possibility of immediately re-assigning
resources reduces the queue length, but most of all increases
the probability that a frame will not violate the flow delay
bound.

Since lm��� �XO k���� � is normally rather small, assigning re-
sources proportionally to the queue length is not possible due

3Indeed, the actual implementation requires a great deal of care to fulfill all
standard draft requirements, and also due to the fact that resource assignments
are quantized. These are however cumbersome details that do not add much to
the fundamental idea explained so far. We refer the interested reader directly to
the ns-2 implementation available on the TWELVE project website under the
’tools’ menu (twelve.unitn.it/tools.html) — ’802.11e closed-loop scheduling’
— both for this scheduler and for all the others mentioned in this paper.
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to quantization, so we decided to assign all of them to the
source

�
for which H<J�K�qp @ p ! TS

r c @ C @��	� �d ! TS@ �?� C @ �	� �5s
up to the equalization of its buffer with the one immediately
smaller (in case of multiple stations with equal backlog values
the one which is first in the polling schedule is selected).

We call this scheduler ‘MaxMin Fair–Adaptive with Re-
scheduling’ or MMF-AR.

Concluding this discussion of closed-loop scheduling, let’s
consider best effort traffic. It is common idea that the EDCA
access scheme in 802.11 is the best one in supporting TCP-
based best effort traffic, since polling schemes tend to be too
rigid to adapt to the fast variability of best effort traffic. Indeed
a closed-loop scheduler that reacts quickly to the presence of
additional best effort traffic would spare the resources spent
in collisions and backoffs of the EDCA protocol. There is
however a major difference with respect to guaranteed traffic.
In presence of greedy best effort sources, the stability of
the system is not guaranteed with the traditional control-
theory meaning, and the assignment of resources based on a
P-controller of the source buffer obviously results in heavy
unfairness. An example helps visualizing the situation. If
two sources compete, but one starts before the other, say 6 �
starts before 6�[ , then the transmission window of 6 � is much
larger than the transmission window of 6 [ when this latter
starts transmitting. The buffer level at the QSTA will reflect
the dimension of TCP transmission window. Any assignment
scheme proportional to the buffer size, will favor 6 � and
maintain the unfairness in time, unless there are losses and
TCP reduces the congestion window size.

Indeed, to correct this bias, it is sufficient to apply a
counting function tVuwv �yx �

if Cn
 �z��
otherwise

and evenly distribute the resources among stations that have
some backlog.

We are currently evaluating the performance of the closed
loop schedulers applied to best effort traffic, but the topic of
best-effort traffic is not discussed further in this paper.

IV. INITIAL RESULTS

We have implemented the schedulers and the VBR sources
discussed in previous Sections in ns-2 [9] to evaluate the per-
formance of our proposal. We consider five different possible
schedulers: i) SS – the draft simple scheduler conceived for
CBR traffic only; EB(0.2) and EB(0.01) – the same scheduler,
but applied to TSPECs that reflect an ideal computation of
the equivalent bandwidth of the VBR sources; MMF-A –
the closed-loop scheduler with constant SI; MMF-AR – the
closed loop scheduler with re-scheduling. The simple, open-
loop scheduler allocates CFP and CAPs based on fixed SI

Mean bit rate = 128 kbit/s
State Param. Value Param. Value Param. Value{ |3}

64 kbit/s ~,� 120 bytes �5��� 2.38 s� | }
640 kbit/s ~ � 1200 bytes � ��� 0.03 s

TABLE II
PARAMETERS CHARACTERIZING THE TWO-STATE VBR SOURCE IN THE

SIMULATIONS; � ��� IS THE AVERAGE DWELL TIME IN THE STATE

Mean bit rate = 128 kbit/s
State Param. Value Param. Value Param. Value{ | }

64 kbit/s ~ � 120 bytes � ��� 0.36 s�F� |3}
640 kbit/s ~,� 120 bytes �5��� 0.009 s�'� | }
640 kbit/s ~ � 1200 bytes � ��� 0.021 s

TABLE III
PARAMETERS CHARACTERIZING THE THREE-STATE VBR SOURCE USED

IN THE SIMULATIONS; � ��� IS THE AVERAGE DWELL TIME IN THE STATE

intervals equal for all stations. The allocation is based only on
the mean rate parameter of the TSPECs.

We have used both two- and three-state VBR sources, whose
characterizing parameters are summarized in Tables II and III
respectively.

%3���
is the average time spent in the relative state.

For the sake of easy we only report results for homogeneous
VBR sources competing for the uplink, leaving more complex
scenarios including best effort traffic for further research. In
this situation SI can be identical for all sources and we set
it to 50 ms. Simulations have been run for 200 s of network
operation or more.

Fig. 5 reports the loss probability performance of the five
different scheduling schemes with non-delay sensitive sources.
For these sources the delay bound of frames is set to � and
frame losses are only due to buffer overflows. The buffer size is
measured in packets and is C�S ���5� . Notice that this implies
that the buffer size in bytes is variable depending on the size
of frames it stores. Simulation points where no losses were
recorded are not plotted.

The advantage of closed-loop scheduling with re-scheduling
is evident in both plots, The other curves behavior is less
straightforward to understand. With the simple two state
sources, none of the other schedulers offer an acceptable
behavior, even for highly underloaded networks where only a
few flows are present. The reason lies in their impossibility to
exploit unused resources, which are left for use to the EDCA
access. Clearly letting all sources compete for resources during
the EDCA phase would change the situation, but this is left
for future research. MMF-AR, instead, re-scheduling unused
resources at the end of polling cycle, is able to provide much
better performance.

The results relative to the average transmission delay of
packets, reported in Fig. 6, confirms the results, with the
MMF-AR scheduler consistently obtaining lower transmission
delays with respect to the others. We point out once more
that fragmentation is inhibited in our results, and allowing
fragmentation may change some results, allowing stations to
exploit parts of the TXOPs where the whole packet to be
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Fig. 5. Packet loss probability for the two-state (upper plot) and three-state
(lower plot) VBR sources as a function of the number of concurrent flows
for the five different considered schedulers for non-delay sensitive sources

transmitted cannot be fit. However, we deem that finding
a scheduler that performs well with variable size frames
without requiring fragmentation is a major achievement, since
fragmentation introduces overhead (in transmission and pro-
cessing), and requires that both the sender and the receiver
supports it.

We now restrict to study the more complex three-states
sources for the sake of brevity. Fig. 7 refers to delay-sensitive
sources, whose packets must be transmitted within 100 ms or
they are discarded. This delay bound can be typical for voice
of video-conferencing applications.

The behavior in this case is more easily interpreted. The
SS and EB(0.2) schedulers make sources loose frames even
in non-congested situations, simply because the resources
allocated are fixed, and the VBR sources exceeds them.
The loss rate in these cases can be theoretically computed
starting from the VBR sources characteristics and the delay
bound, and this computation confirms the simulation results.
BE(0.01) and MMF-A behaves similarly, due to the delay
in reaction of MMF-A, while the MMF-AR scheduler, re-
assigning unused resources to those flows that are currently
above average obtains a performance that can be orders of
magnitude better than the other schedulers. We point out here
that the quantization of resources in the MMF-A and MMF-
AR schedulers are slightly different and the one implemented

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0  5  10  15  20  25

A
ve

ra
ge

 d
el

ay
 (

s)

Number of streams

SS
BE 0.2

BE 0.01
MMF-A

MMF-AR

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  5  10  15  20  25

A
ve

ra
ge

 D
el

ay
 (

s)

Number of stream

SS
BE 0.2

BE 0.01
MMF-A

MMF-AR

Fig. 6. Average frame delay for the two-state (upper plot) and three-state
(lower plot) VBR sources as a function of the number of concurrent flows
for the five different considered schedulers for non-delay sensitive sources
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Fig. 7. Packet loss probability for the three-state VBR sources as a function
of the number of concurrent flows for the five different considered schedulers
for delay sensitive sources

in MMF-A is less efficient with large packets and high loads,
which leads to the very bad behavior between 16 and 21
stations. We investigate this behavior in more detail at the
end of the paper using real video sources.

As we already mentioned, the trivial solution to improve the
performance of delay-sensitive traffic may seem the reduction
of the SI. Fig. 8 reports the results with the same traffic
configuration as Fig. 7, but with SI

� j � ms. As correctly
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Fig. 9. Packet loss probability for the three-state VBR sources as a function
the QSTA buffer size with 8 concurrent flows for the five different considered
schedulers

predicted in the analysis, the overheads of a shorter SI are
dominant and it is very difficult to see any improvement, apart
for very low loads. Indeed, comparing the two figures, it can
be seen that all schedulers provide a smaller loss rate for very
low loads, but as soon as the load increases the overheads, and
the impossibility to assign the TXOPs to support a maximum
size frame, makes the system performance unacceptable. The
curve relative to MMF-AR with SI

���#�
ms is reported in

Fig. 8 for reference, showing that adapting the polling interval
to the network conditions puts together the benefits of high
load efficiency and low load performance.

To gain a better insight on the behavior, we analyze the
sensitivity of the schedulers as a function of the buffer
dimension (Fig. 9) and of the delay bound (Fig. 10). The
behavior is consistent with theory, with the loss rate decreasing
exponentially, but with different slopes depending on the
scheduler efficiency. In both cases the MMF-AR scheduler
performs consistently better than the other considered, while
the MMF-A is always comparable to the EB(0.01), without
requiring the complex (and unreliable) source characterization
required to define the equivalent bandwidth.
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Fig. 10. Packet loss probability for the three-state VBR sources as a function
the delay bound of frames with 8 concurrent flows for the five different
considered schedulers
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Fig. 11. Packet loss probability for the three-state VBR sources as a function
the number of flows when the sources behaves differently from the declared
TSPEC; non delay-sensitive sources

We further analyze the performance in two non-standard, but
realistic cases. Fig. 11 analyzes the behavior of the schedulers
when the sources do not behave as declared in the TSPECs.
Namely, the mean data rate is left unchanged, but the average
time spent in the states is larger, so that high traffic bursts
result longer. This result should be compared with Fig. 8.
The performance loss of open-loop schedulers is evident,
but also the MMF-A scheduler suffers, while the MMF-AR
performance is far less influenced and remains acceptable.
Fig. 12 explores what happens when sources are time sensitive,
but the SIs supported by the QAP cannot be reduced. We
set the delay bound to 1.5 the SI. All schedulers, apart from
MMF-AR, have similar and unacceptable performances, with
high losses even with only a few active flows. In particular
MMF-A suffers from the fact that the delay bound is smaller
than jm� SI, which is its response time.

Finally, Fig. 13 refers to simulations obtained with real
video traffic4 traces [10]. Since the stochastic descriptions

4The video traffic traces and the scripts to import them in ns-2 can be
found at:
http://www-tkn.ee.tu-berlin.de/research/trace/pub.html
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Fig. 12. Packet loss probability for the three-state VBR sources as a function
of the number of flows with SI � ���q� ms and delay bound 150 ms
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of the sources is not available, we calculate EB’ (we call
it this way in order to distinguish it from EB previously
defined in a more rigorous way) by considering as parameter
the percentage of the difference between the peak and mean
rates, and by adding such calculated value to the average
rate. So, EB(0%) and EB(100%) corresponds to the mean
and peak data rates respectively. The results show that SS is
totally inefficient and MMF-A suffers quantization problems
in adapting resources, due to the large average size of the
MSDUs, while MMF-AR experiences better performances
than all the others schedulers.

The curve labeled MMF-A’ refers to the MMF-A scheduler
with the quantization adopted by the MMF-AR scheduler.
This enables to appreciate the behavior due to quantization
phenomena from the one due to the SI flexibility.

The arrows labeled BE’(70%), BE’(30%), and SS reported
on the x axis, indicate the CAC thresholds (resources nomi-
nally saturated) for the three open-loop schedulers. It is clear

that BE’(30%) can guarantee the QoS, but only at the expenses
of very low resources utilization. Finding a CAC surface for
the closed-loop schedulers might be a difficult task; however,
it is clear that simply using the declared mean data rate
as in the SS scheduler guarantee a very good compromise
between performance and resource utilization for the MMF-
AR scheduler.

V. DISCUSSION AND CONCLUSIONS

This paper discussed different scheduler implementations
to support QoS in 802.11e networks. In particular we argued
about the use of open-loop, i.e., static and using only TSPEC
information, or closed-loop, i.e., dynamic, using also informa-
tion send back form the QSTAs schedulers.

Additionally we considered the possibility of using non-
constant service intervals, showing that a close-loop scheduler
with dynamic polling intervals trying to assign spare resources
based on a P-controller on the buffer size can outperform
other schedulers, including schedulers based on an Equivalent
Bandwidth approach, and a closed-loop P-controller scheduler
without dynamic polling.

The results we presented are not definitive, and additional
research, for instance applying optimal control techniques
or non-linear control techniques, is needed before the ideal
802.11e scheduler is found.
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Queueing Delay Analysis of IEEE 802.11e 
EDCA 
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Abstract— The majority of analytical work on the performance 
of IEEE 802.11 [1] focuses on predicting the throughput and the 
mean delay of only the medium access, although higher layer 
applications and protocols are interested in the total performance 
of the MAC layer. Seen in this perspective, surprisingly little 
focus has been on predicting the queueing delay. The main 
contribution of this paper opposed to other works is that it 
presents the full delay distribution through the z-transform. As a 
result, the mean medium access delay is found by the first order 
moment of the transform, and the mean queueing delay by the 
second order moment. Together this gives the average total delay 
associated with the MAC layer. The z-transform is derived from 
an analytical model that works in the whole range from a lightly 
loaded, non-saturated channel to a heavily congested, saturated 
medium. The model describes the priority schemes of the 
Enhanced Distributed Channel Access (EDCA) mechanism of the 
IEEE 802.11e standard [2]. EDCA provides class-based 
differentiated Quality of Service (QoS) to IEEE 802.11 WLANs, 
and distinguishes between four different traffic classes – called 
Access Categories (AC). By setting the number of ACs to one, 
and by using an appropriate parameter setting, the results 
presented are also applicable to the legacy 802.11 Distributed 
Coordination Function (DCF) [1]. The model predictions are 
calculated numerically and validated against simulation results. 
A good match between the analytical predictions and simulations 
was observed. 
 

Index Terms—802.11e, Queueing Delay, Performance 
Analysis, EDCA, Z-transform of the Delay, Virtual Collision, 
Non-Saturation, AIFS, Starvation. 
 

I. INTRODUCTION 

 

DURING recent years the IEEE 802.11 WLAN standard [1] 
has been widely deployed as the most preferred wireless 
access technology in office environments, in public hot-

spots and in the homes. Due to the inherent capacity limitations 
of wireless technologies, the 802.11 WLAN easily becomes a 

bottleneck for communication. In these cases, the Quality of 
Service (QoS) features of the IEEE 802.11e standard [2] will 
be beneficial to prioritize for example voice and video traffic 
over more elastic data traffic.  
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Framework Program of the European Commission. 
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The 802.11e amendment works as an extension to the 
802.11 standard, and the Hybrid Coordination Function (HCF) 
is used for medium access control. HCF comprises the 
contention-based Enhanced Distributed Channel Access 
(EDCA) and the centrally controlled Hybrid Coordinated 
Channel Access (HCCA). EDCA has received most attention 
recently, and it seems that this is the WLAN QoS mechanism 
that will be promoted by the majority of vendors. EDCA is 
therefore the area of interest of this paper, and HCCA will not 
be discussed any further here.  

EDCA allows for four different access categories (ACs) at 
each station and a transmission queue associated with each AC. 
Each AC at a station has a conceptual module responsible for 
channel access for each AC, and in this paper the module is 
referred to as a ”backoff instance”.  

The majority of analytical work on the performance of 
802.11e EDCA focuses on predicting the throughput, the frame 
dropping probabilities and the mean delay of the medium 
access. Surprisingly little focus has been on predicting also the 
queueing delay. 

The importance of the queueing delay is evident. In realistic 
network scenarios, most of the MAC frames will carry a 
higher-layer packet, such as a TCP/IP or a RTP/UDP/IP packet, 
in the payload. A higher layer protocol or application will 
normally not interfere with the inner workings of the MAC 
layer. It might observe that it is subject to network delay 
(which is the case for TCP and many applications running on 
top of RTP), but it will normally not be able to distinguish 
between the types of delay. Thus, in most cases it is the total 
delay that counts. For analytical predictions of the delay of 
802.11e EDCA to be useful, both the queueing delay and the 
medium access delay should be considered.  

With little generated traffic (or with rate limiting e.g. in 
order to satisfy the Differentiated Services Expedited 
Forwarding Per-Hop-Behaviour) the mean queue length can be 
less than a packet, and the medium access delay is dominant. 
However, this case is not of the highest interest. First, the 
medium access delay then is typically less than a couple of 
milli-seconds (ms), and can normally be neglected compared to 
the comparably higher total end-to-end delay experienced for 
common Internet communication. Second, QoS analysis is not 
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II. 

A. 

of very high interest with abundant channel resources. It is at 
the point when the channel becomes saturated that the 
differentiating features of 802.11e EDCA comes into play. 

When the inter-arrival time of the generated traffic 
approaches the medium access delay, the queue begins to grow. 
It is observed that the medium access delay is still comparably 
low in this situation, while the queueing delay easily becomes 
dramatically higher. (The benefit of keeping the queue finite as 
a counter-measure is normally restricted, since a higher layer 
protocol is indifferent to whether the delay of the packet 
exceeds the limit for being useful or whether the packet is 
dropped in the queue.) 

This paper presents a prediction of the mean queueing delay 
in addition to the mean medium access delay also predicted in 
earlier works. The z-transform of the delay is first found. This 
can provide all higher order moments of the delay. With the 
second order moment at hand, the mean queueing delay is 
easily derived. However, in order to derive the z-transform of 
the delay, an analytical model that also covers non-saturated 
channel conditions is first needed.  

Most of the recent analytical work on the performance of 
802.11e EDCA stems from the simple and fairly accurate 
model proposed by Bianchi [3] to calculate saturation 
throughput of 802.11 DCF. Later, Ziouva and Antonakopoulos 
[4] improved the model to find saturation delays, however, still 
of the undifferentiated DCF. They also improved the model by 
stopping the backoff counter during busy slots, which is more 
consistent with the IEEE 802.11 standard. Based on this work, 
Xiao [5] extended the model to the prioritized schemes 
provided by 802.11e by introducing multiple ACs with distinct 
parameter settings, such as the minimum and maximum 
contention window. Furthermore, this model also introduced 
finite retry limits. These additional differentiation parameters 
lead to more accurate results than previous models. (A list of 
references for other relevant efforts and model improvements 
of DCF can also be found in [5].)  

We use a version of Xiao’s model, however, extended as 
follow: 

• The presented model predicts the performance not only in 
the saturated case, but in the whole range from a non-
saturated medium to a fully saturated channel. (Some 
works, such as [6] and [7] have explored non-saturated 
conditions, however, only of the one-class 802.11. They 
are also primarily focussing on the non-saturation part 
instead of finding a good descriptive solution for the 
whole range.)  

• In the non-saturation situation, our model accounts for 
”post-backoff” of an AC, although the queue is empty, 
according to the IEEE 802.11 standard. If the packet 
arrives in the queue after the ”post-backoff” is completed, 
the listen-before-talk (or CSMA) feature of 802.11 is also 
incorporated in the model. 

• Our model describes the use of AIFSN as a differentiating 
parameter, in addition to the other differentiation 

parameters encompassed by Xiao’s efforts and other 
works. 

• Virtual Collisions between the different transmission 
queues internally on a node are incorporated in the model. 

The remaining part of the paper is organized as follows: 
The next section summarizes the differentiation parameters of 
802.11e and provides the basis for understanding the analytical 
model. Section III presents the analytical model with AIFS 
differentiation and starvation prediction. Expressions for the 
throughput are first presented in Section IV (to give a complete 
presentation of the model), although it is the delay expressions 
presented in Section V that are the main contributions of this 
paper. The z-transform of the delay is first found. Then, the 
medium access delay is found as the first order moment of the 
transform. Finally, the queueing delay is found by means of the 
second order moment. In Section IV, the throughput 
expressions of the model are first validated against simulations 
to illustrate the accuracy of the model. Then, the mean access 
delay is validated, mainly because the prediction of the traffic 
intensity at which the queues grows to infinity, depends on it. 
By the end of the validation section, the queueing delay 
expression is validated. Our findings are finally summarized in 
the conclusions. 

DIFFERENTIATION PARAMETERS OF 802.11E 

Selecting Contention Windows (CWs) 
The traffic class differentiation of EDCA is based on 

assigning different access parameters to different ACs. First 
and foremost, a high-priority AC, , is assigned a minimum 
contention window, CW , and maximum contention 
window, , that are lower than (or at worst equal to) 
that of a lower-priority AC.  

i
1min, +i

1max, +iCW

For each AC, )3,.,.,0( =ii
j

, let W denote the contention 
window size in the -th backoff stage i.e. after the -th 
unsuccessful transmission; hence 

ji,

0,

j
1min, +=i iCWW . Let also 

imj =  denote the -th backoff stage where the contention 
window has reached CW . Finally, let  denote the 
retry limit of the retry counter. Then: 

j

max, +i 1 iL
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W
i ,....,

1,....,1,0
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max,0,

0,
,

B. Arbitration Inter-Frame Spaces (AIFSs) 
Another important parameter setting is the Arbitration 

Inter-Frame Space (AIFS) value. When a backoff instance 
senses that the channel is idle after a packet transmission, it 
normally waits a guard time, AIFS, during which it is not 
allowed to transmit packets or do backoff countdown. Each 
AC[i] of 802.11e uses an Arbitration Inter-Frame Space 
(AIFS[i]) that consists of a SIFS and an AIFSN[i] number of 
additional time slots. In this paper  is defined as:  iA
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     (2) ,]1[][ −−= NAIFSNiAIFSNAi

where N is the number of different ACs (i.e. normally four), 
and  is the AIFSN value of the highest priority 
AC, i.e. the lowest possible value. The 802.11e standard 
mandates that AIFSN[i] ≥ 2, where the minimum limit of 2 
slots corresponds to the Distributed Interframe Space (DIFS) 
interval of legacy 802.11. 

]1[ −NAIFSN

Transmission Opportunities (TXOPs) 
Due to space limitations, priority based on differentiated 

Transmission Opportunity (TXOP) limits is not treated 
explicitly in this paper. Calculating the model with respect to 
different packet lengths and adjusting it to also cover 
contention-free bursting (CFB) is not difficult. 

ANALYTICAL MODEL 

The Markov Model 
Figure 1 illustrates the Markov chain for the transmission 

process of a backoff instance of priority class i .  

 
Figure 1. Markov Chain (both saturation and non-saturation) 

In the Markov chain, the utilization factor, iρ , represents 
the probability that there is a packet waiting in the transmission 
queue of the backoff instance of AC  at the time a 
transmission is completed (or a packet dropped). Now, the 
backoff selects a backoff interval  at random and goes into 

post-backoff. If the queue is empty, at a probability 

i

k

iρ−1 , the 
post-backoff is started by entering the state . If the 
queue on the other hand is non-empty, the post-backoff is 
started by entering the state . Hence,

), e,0,( ki

i),0,( ki ρ balances the 
fully non-saturated situation with the fully saturated situation, 
and therefore plays a role to model the behaviour of the 
intermediate semi-saturated situation. When 1→iρ  the 
Markov chain behaviour approaches that of the saturation case 
similar to the one presented by Xiao [5].  

0→iρ

), e

),0 e

−

p

iL,....,

0 j 0=

,...,1,0= iτ

On the other hand, when  the Markov chain models 
a stochastic process with a channel that is non-saturated. Then 
the backoff instance will always go into “post-backoff” after a 
transmission without a new packet ready to be sent.  

While in the  “post-backoff” states  where k > 0, 
the probability that a backoff instance of AC i  is sensing the 
channel busy and is thus unable to count down the backoff slot 
from one timeslot to the other is denoted with the probability 

. If it has received a packet while in the previous state at a 
probability , it moves to a corresponding state in the second 
row with a packet waiting for transmission. Otherwise, it 
remains in the first row with no packets waiting for 
transmission.  

,0,( ki

∗
ip

∗
iq

While in the state , the backoff instance has 
completed post-backoff and is only waiting for a packet to 
arrive in the queue. If it receives a packet during a timeslot at a 
probability , it does a ”listen-before-talk” channel sensing 
and moves to a new state in the second row, since a packet is 
now ready to be sent. If the backoff instance senses the channel 
busy, at a probability , it performs a new backoff. 
Otherwise, it moves to state (i,0,0) to do a transmission 
attempt. The transmission succeeds at a probability 

,0,(i

ip

iq

ip1 . 
Otherwise, it doubles the contention window and goes into 
another backoff.  

For each unsuccessful transmission attempt, the backoff 
instance moves to a state in a row below at a probability . If 
the packet has not been successfully transmitted after 

i

1+iL attempts, the packet is dropped. 

Let and denote the state distributions of the 
Markov chain. Since, the probability that transmission attempts 
enter stage  (where 

ekib ,,0,

j

kjib ,,

j 1,0= ) is , chain regularities 
yield: 

j
ip

  ; . (3) ,0,0,, i
j

iji bpb = iL,...,1,

Furthermore, a backoff instance transmits when it is in any 
of the states (  where . Hence, if )0,, ji iLj  denotes 
the transmission probability (i.e. the probability that a backoff 
instance in priority class  transmits during a generic slot time, 
independent on whether the transmission results in a collision 
or not), it gives: 

i
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Ways to express b  and  in terms of 0,, ji ip iτ  are presented 
in the following. Hence, a complete description of the system 
can be found by solving the above set of equations (one 
equation per AC i ). 

From chain regularities, and by working recursively 
through the chain from right to left in the upper row, it is seen 
that: 
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Furthermore: 
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and also: 
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The same analysis for the rest of the chain, gives: 
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Finally, normalization yields: 
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The first sum in Eq. (9) represents the saturation-part, while 
the second part is the dominant term under non-saturation. 
Hence, the expression provides a unified model encompassing 
all channel loads from a lightly loaded non-saturated channel, 
to a highly congested, saturated medium. This full-scale model 
will be validated in Section VI 

By performing the summations in Eq. (9) above and by 
assuming , Eq. (4) might be expressed as: ii Lm ≤
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Eq. (10) is the key result in the analysis of the model. It 
represents a set of N equations that must be solved. They are 
normally inter-dependent in such a way that they must be 

solved numerically. However, there are cases, such as the one 
presented in [8], where a closed form solution can be found. 

A. Estimating p  without Virtual Collision Handling i

The probability of unsuccessful transmission, , from one 
specific backoff instance is given when at least one of the other 
backoff instances does transmit in the same slot. Thus, 

ip

,   [without VC],   (11) 
1
11)1(1

1

,0 i

b
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icc

n
ci

pp c

τ
τ

−
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−=−−= ∏
−

≠=

where  denotes the probability that the channel is busy (i.e. 
at least one backoff instance transmits during a slot time): 

bp

  (12) ∏
−

=

−−=
1

0

.)1(1
N

i

n
ib

ip τ

Furthermore, denotes the number of backoff instances 
contending for channel access in each priority class i , and 

denotes the total number of classes.  

in

N

Eq. (11) is valid if each QSTA is transmitting traffic of only 

one AC and there are therefore totally number of QSTAs 

transmitting traffic. Hence, no virtual collisions (VCs) will 
occur between different transmission queues on one QSTA. 

∑
−

=

1

0

N

i
in

B. Estimating p  with Virtual Collision Handling i

If each station is transmitting traffic of more than one AC, 
on the other hand, there will be virtual collision handling 
between the queues. Upon a virtual collision (VC) the higher 
priority AC will be attempted for transmission while the 
colliding lower priority traffic goes into backoff.  

To illustrate this, consider that each QSTA is transmitting 
traffic of all N possible ACs, AC[N-1],..,AC[0]. In this paper 
AC[N-1] is by definition of the highest priority (normally equal 
to the “AC_VO” of 802.11e) and AC[0] of the lowest 
(normally equal to the “AC_BK” of 802.11e). The virtual 
collision handling implies that a backoff instance can transmit 
packets if other backoff instances don’t transmit, except the 
backoff instances of the lower priority ACs on the same QSTA. 
Hence, instead of Eq. (11), , is now found by:  ip
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c
c

b
i

p
p

τ

  [with VC]   (13) 

where  is calculated as before [i.e. as in Eq. (12)]. bp

Estimating  with Starvation Prediction *
ipB. 

The reason for the distinction between  and  in the 
model is that AIFS-differentiation can be modelled with pretty 
good accuracy by adjusting the countdown blocking 
probability, .  

ip ∗
ip

∗
ip
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Lower priority backoff instances of class i  have to suspend 
additional  slots after each backoff countdown. By assuming 
these are being smeared out randomly and distributed 
uniformly over all slots, it is possible to ”scale down” the 
probability of detecting an empty slot, as illustrated in Figure 2. 

iA

n*pb
busy slots

n*(Ai*pb)
blocked slots

n*(1-pb)
empty slots

n slots
(n is large)≈ n*(1- (Ai +1)*pb)

unblocked empty slots

n*pb
busy slots

n*(Ai*pb)
blocked slots

n*(1-pb)
empty slots

n slots
(n is large)≈ n*(1- (Ai +1)*pb)

unblocked empty slots  

Figure 2. Simplified illustration of the principle of AIFS differentiation. 

With this assumption,  can be approximated as: ∗
ip

 .)
1

,1min(
i

bi
ii

pA
pp

τ−
+=∗  (14) 

(The resemblance with Eq. (11) stems from the fact that the 
countdown blocking is not directly affected by the virtual 
collisions handling.) 

Thus, starvation for AC i can be roughly predicted to occur 

when  or1=∗
ip

i
b A

p
+

≥
1

1  by Eq (14). 

C. Estimating iρ  

For a G/G/1 queue, the probability that the queue is non-
empty, ρ  is given by Dλρ = , where λ  represents the traffic 
rate in terms of packets per second and D  is the average 
service time. In this context D  is the frame transmission delay 
from the time a packet has reached the front of the transmission 
queue and is the first packet to be transmitted until the packet is 
successfully transmitted or dropped. 

For simplicity, here it is assumed that the traffic rate faced 
by all backoff instances of a class is the same on all stations, 
and use iλ to denote the traffic rate (in terms of packets per 
seconds) of traffic class  on one station. Then; i

 ,  (15) ),1min(),1min( SAT
iii

SATNON
ii DD λρλ ≤≤−

where SAT
iD  and SATNON

iD − are the delay with or without 
taking into account the post-backoff, respectively. It is correct 
to include the postback-off under full saturation and in this 
region SAT

iD provides the best description of the delay. Under 
perfect non-saturation conditions, on the contrary, it is correct 
to omit the effects of post-backoff, and here 

SATNON
iD − provides the best delay description. The minimum 

bounds in Eq. (15) ensure that under saturation conditions, 
when the queue is always full of packets ready to be 
transmitted, the utilization, iρ , never exceeds 1. It is possible 

to use arguments to determine iρ  with higher accuracy. Due 
to space limitations, this is beyond the scope of this paper. 

) iTe λ−
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1(i −
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ip

,

s

MSDUi
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Expressions for SAT
iD  and SATNON

iD −  delays will be 
provided in Section IV. 

Estimating q  and  i
∗
iqD. 

To estimate q  of the non-saturation model it is assumed 
that the traffic arriving in the transmission queue is Poisson 
distributed, i.e. that the system is of the M/G/1 type.  is the 
probability that at least one packet will arrive in the 
transmission queue during the following generic time slot 
under the condition that the queue is empty at the beginning of 
the slot.  

i

iq

Thus,  is calculated as: iq

 ( ) .)(1(1 ) ciesi T
sbb

T
si epppepq λλ −− −+−+−=  (16) 

We tested a number of different expressions for , and 
observed that setting q equal to for simplicity worked as a 
good approximation in all the scenarios explored. 

∗
iq

∗
i i

IV. THROUGHPUT 
Although the main focus of this paper is on the delay, the 

throughput predictions of the model is first presented. The 
reason is that it introduces some important probability 
definitions used also for the delay predictions later. Moreover, 
later in this paper the model is validated in terms of not only 
the delays, but also the throughput to give a more complete 
description of the accuracy of the model.  

Let  denote the probability that a packet from any of 

the n backoff instances of class i is transmitted successfully (at 
probability 

sip ,

i

)1( ii p−τ ) in a time slot: 

 ), iisi pnp = τ . (17) 

where  is determined from Eq. (13) if there are virtual 
collisions [or Eq. (11) otherwise].  

ip

Let also  denote the probability that a packet from any 
class  is transmitted successfully in a time slot: 

sp
i

 . (18) = ,

N

i
ssp

Then, the throughput of class i ,  can be written as the 
average real-time duration of successfully transmitted packets 
by the average real-time duration of a contention slot that 
follows the special time scale of our model: 

iS
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V. 

A. 

where T , andT  denote the real-time duration of an empty 
slot, of a slot containing  a successfully transmitted packet and 
of a slot containing two or more colliding packets, respectively.  
The length of the longest colliding packet on the channel 
determines T . If all packets are of the same length, which will 
be considered in this paper, then T . (Otherwise refer to 
[3] to calculate T  based on the average duration of the longest 
colliding data packet on the channel.) Finally, B denotes the 
nominal data bit-rate (e.g. 11 Mbps for 802.11b [9]), and 

 denotes the average real-time required transmitting the 
MSDU part of a data packet at this rate. 

e sT

c

c

c

sc T=

MSDUiT ,

DELAY 

Z-transform of the Medium Access Delay 
We first deal with the delay associated with counting down 

backoff slots for the packets to be transmitted. While being 
blocked during countdown, the weighted average delay is 

c
b

s
s

b

s T
p
p

T
p
p

)1( −+ , and the corresponding z-transform is: 
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p
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While the backoff instance is counting down, the 
probability of facing an empty slot is 1  while the 
probability of being blocked is . Hence, the z-transform of 
this blocking delay is: 

∗− ip
∗
ip
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When it is not blocked anymore, the system will spend an 
empty time-slot, , when moving to the next countdown state. 
Hence, the z-transform of the total delay associated with one 
countdown state is: 

eT

 . (22) )()( zDzzD i
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The total delay in a backoff stage is derived by a geometric 
sum over the probabilities associated with each countdown 
state: 
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where the factor 1 reflects the uniform distribution of the 
selection of the number of backoff slots at each stage.  

ijW/

For simplicity the term is introduced as:  )(,, zDi
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Here, s is set to 0 under saturation conditions, because the 
post-backoff is undertaken before the transmission of each 

packet. Then the transform for the saturation delay may be 
written as:   
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Under extreme non-saturation conditions, on the contrary, 
the post-backoff is always completed before a new packet 
arrives in the transmission queue. Thus, under these conditions 
the post-backoff will not add to the transmission delay, as it did 
when the saturation delays were calculated above, and s is now 
set to 1 in Eq. (24).  Then, the transform of the non-saturation 
delay can be found as: 
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where has been defined for convenience. 1)(1,0, =zDi
level i

The first part of Eq. (25) and of Eq. (26) represent the delay 
associated with packets that are eventually transmitted 
successfully on the channel, where is the probability of 
colliding after each j-th stage, adding an extra delay of 

(thus the factor  per stage). (  is the probability 
of finally transmitting the packet after a stage, which adds an 
extra delay of T (thus the factor ). The last part of Eq. (25) 
and of Eq. (26) represent the delay of packets that go through 
all stages without being transmitted successfully, and 
are eventually dropped. 
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B. Mean Medium Access Delay 
Finally, the mean medium access delay when the post-

backoff delay is taken into account, SAT
iD , is found directly 

from the transform in Eq. (25): 
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where state
iD  is defined as the mean delay associated by a 

countdown state: 
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and the sum is given by:  
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By performing the summation above in Eq (25) for the case 
ii Lm ≤  the following explicit expression for is obtained: iR1
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The mean medium access delay when the post-backoff 
delay is not taken into account, SATNON

iD − , can be calculated 
similarly using Eq. (26), or it may alternatively be found by: 
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where state
iD  is given in Eq.(28). The resolution of , 

shown by the last equality, is found by simple derivation of Eq. 
(23) and subsequent application of L’Hôpital’s rule three times. 
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C. Mean Queueing Delay 
By considering the medium access delay as the “service 

time” for a packet in an single server queue we may obtain the 
mean queueing delay by applying the corresponding formula 
for the M/G/1 queueing model, i∆ ; given through the second 
order moment of the delay [10]: 
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To apply an M/G/1 model for the queueing delay we must 
also assume that the medium access times are independent 
stochastic variables. This will not be an exact assumption, 
however, it is believed that the dependencies will be weak, so 
that Eq. (32) will provide an accurate approximation. 

We will first consider the queueing delay when effects of 
the post-backoff delay are taken into account, which gives the 
best description close to saturation conditions. Later in this 
section we deal with the opposite case, which better describes 
the non-saturation situation. The second order moment of the 
delay is found by derivation of the z-transform [10]: 
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Furthermore, 
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By performing the summations in the expressions above we 
obtain: 
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where the sum   is defined by Eq. (28) and the other sums  
,…,  are defined by: 
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Explicit expressions for the sums ,…,  in Eq. (38) – 
Eq. (41) can be found by performing the summation for the 
case 

iR2
iR5

ii Lm ≤ . These explicit expressions are found in the 
Appendix of this paper. 

One may make the same type conversion between SAT

iD2 and 
SAT−  using a similar approach as in Eq. (31):  
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and where state
iD and 2state

iD  are given by Eq.(28) and Eq.(36). 
Furthermore, SATNON

iD
− and SAT

iD2  are given by Eq.(31) and 
Eq.(37).  

VALIDATIONS VI. 

A. Simulation Setup 
We compared numerical computations in Mathematica with 

ns-2 simulations, using the TKN implementation of 802.11e 
[11] for the ns-2 simulator.  

The scenario selected for validations is 802.11b with long 
preamble and without the RTS/CTS-mechanism.. The 
parameter settings for 802.11b are found in  [9]. Based on 
these, the  model parameters T se µ20= , sTT MSDUi µ5201024, ==  
and T sTcS µ1.1321==  were estimated. Finally, setting the time a 
colliding station has to wait when experiencing collision,T , 
equal to the time a non-colliding station has to wait when 
observing a collision on the channel, , corresponds with the 
ns-2 implementation used for validations. 

∗
c

cT

Parameters such as CWmin and CWmax are overridden by 
the use of 802.11e [2].  For the validations, the default 802.11e 
values, also shown in Table 1 in [8], were used.   

The node topology of the simulation uses five different 
stations, QSTAs, contending for channel access. Each QSTA 
uses all four ACs, and virtual collisions therefore occur. 
Poisson distributed traffic consisting of 1024-bytes packets was 
generated at equal amounts to each AC. 

The throughput values of our ns-2 simulations were 
measured over 3 minutes of simulation time. The simulations 
were started with a 100 seconds transition period to let the 
system stabilize before the measurements were started.  

B. 

C. 

Validation of the Throughput Predictions 
Although the main focus of this paper is on the delay, the 

throughput predictions of the model is first validated, in order 
to give a more complete impression of the accuracy of the 
model that is being used. 

Figure 3 compares numerical throughput calculations of the 
analytical model with the actual simulation results. It is 

observed that the model corresponds relatively well with the 
outcome of the simulations. However, there are some 
differences that exceed the 95% confidence interval of the 
simulations. (Since the intervals are so small they have only 
been shows for 3000 Kbps and 5000 Kbps in Figure 3).  

We also see that the starvation of AC[0] and AC[1], 
experienced with simulations, is  described with relatively good 
accuracy by the analytical model. However, the starvation 
expression in Eq. (14) seems to be a little to coarse-grained to 
model the exact throughput behavior when these ACs face 
starvation. In the semi-saturation-part (middle part) of the 
figure it is also observed some inaccuracies in the numerical 
calculations of model. Mathematica have difficulties in 
converging in this region, for example when the traffic 
generated per AC is around 2500 Kbps. 

Validation of the Medium Access Delay Predictions 
Even in all the cases where the queueing delay is 

significantly higher than the medium access delay, the latter is 
not unimportant. It is the medium access delay that determines 
whether the service rate of the MAC is able to match the traffic 
rate that enters the queue. For this reason, the medium access 
predictions are validated first.  

Figure 4 compares numerical mean delay calculations of the 
analytical model with the actual simulation results. The solid 
marked with triangles show the numerical results for the mean 
saturation delay, SAT

iD , i.e. the delay that includes the post-
backoff. The dotted curves marked with triangles show the 
mean non-saturation delay, SATNON

i
−D , i.e. the delay that does 

not take into account the effects of the post-backoff. Ideally, 
the mean delay, iD , of each AC i (represented by dashed 
curves marked with ‘X’s in Figure 4) should lie between the 
two numerically calculated curves for SATNON

iD − and SAT
iD : 

 SAT
ii

SATNON
i DDD ≤≤− . (45) 

We observe that this is the case in most parts of the figure. 
However, the model predicts a delay for the second highest 
priority AC, AC[2], that is slightly lower than experienced by 
the simulations around 3000 Kbps. The 95% confidence 
interval for AC[2] - drawn at 3000 Kbps in Figure 4 - shows 
that this discrepancy cannot be explained by simple statistical 
variations. (The 95% confidence intervals are also shown for 
5000 Kbps.)  
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Figure 3. Throughput comparison between analytical (numerical) and simulation results with four ACs per station and varying traffic per AC. 
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Figure 4. Mean Medium Access Delay comparison between analytical (numerical) and simulation results with four ACs per 
station and varying traffic per AC. (The “Saturation” curves refer to the delay calculated when the effects of the post-backoff 
delay are taken into account, while for the “Non-Sat.” curves, these effects are not considered.) 
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Figure 5. Mean Queueing Delay comparison of AC[0] between analytical 
(numerical) and simulation results. 
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Figure 6. Mean Queueing Delay comparison of AC[1] between analytical 
(numerical) and simulation results. 
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Figure 7. Mean Queueing Delay comparison of AC[2] between analytical 
(numerical) and simulation results. 
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Figure 8. Mean Queueing Delay comparison of AC[3] between analytical 
(numerical) and simulation results. 

 
Furthermore, the model predicts that the delay for the 

lowest priority ACs, AC[0] and AC[1], increases to infinity a 
little faster than observed in the simulations. This result 
corresponds well with the inaccuracies seen for the throughput 
in the corresponding region in Figure 3.  

D. Validation of the Queueing Delay Predictions 
The predicted mean queueing delay (numerically 

calculated) is compared with simulation results for the same 5-
station scenario above. As argued for earlier, the mean 
queueing delay, i∆ , should lie between the two numerical 
predictions, SAT

i∆  and SATNON
i

−
∆ , depending on whether the 

effects of the post-backoff delay are taken into account or not: 

 SAT
ii

SATNON
i ∆≤∆≤∆

− . (46) 

Figure 5, Figure 6, Figure 7 and Figure 8 show the 
queueing delay comparisons for AC[0], AC[1], AC[2] and 
AC[3], respectively. It is observed that the simulation results 
are largely within the prediction range given by Eq. (46).  

However, close to the saturation singularity where queues 
grow infinitely, it seems that the model is less accurate, and 
the simulation results are outside this range (except for AC[0] 
in Figure 6). The most important reason is probably that 
inaccuracies in the mean delay directly affect the exact 
location on the absissa axis (x-axis) where this singularity 
occurs. This is seen directly from Eq. (32), since in the 
nominator 

iρ  is determined by ],1[ iii DMax λρ = . Hence, the 
prediction of whether the system has reached the saturation 
requirement, 1=iρ , or not at a given traffic intensity, 

iλ , is 
fully dependent on the size of iD . Small inaccuracies in the 
prediction of iD  can translate into large inaccuracies in the 
prediction of the exact traffic intensity where the singularity 
will occur. 

VII. CONCLUSIONS 
This paper demonstrates the importance of the queueing 

delay, and shows how analytical models can predict it. Using a 
saturation model makes no sense, since the queueing delay is 
infinite under saturation conditions. Instead, a model that has 
been extended to cover the full range from a non-saturated to a 
fully saturated channel is used. Furthermore, a simple way to 

introduce AIFS differentiation into the model is proposed. 
Thus, the default medium access parameters recommended by 
the 802.11e specification, which uses this kind of 
differentiation, can be studied.  

Earlier works (such as [5]) have mostly focused on mean 
values for the medium access delay. Here, however, all higher-
order moments of the delay are found, through the explicit z-
transform of the delay. The average queueing delay can then be 
predicted by means of the second order moment of the delay 
transform, as a direct consequence of basic queueing theory. 
The mean medium access delay and the mean queueing delay 
together, constitute the average total delay of the MAC, as seen 
from an upper layer protocol or application. 

The mean queueing delay predictions of the model are 
calculated numerically and validated against simulations. The 
mean access delay was also validated, since it has a direct 
impact on when saturation occurs and when queues as a result 
grow to infinity. To make the analysis complete, validations of 
the throughput were also presented. 

It is observed that the predictions of the mean queueing 
delay give a relatively good match with simulations. The mean 
access delay and the throughput were also relatively well 
predicted by the model. 

 It is finally pointed out that expressions for the mean 
queueing delay and mean access delay were found under two 
extremities of the model, namely whether or not the effects of 
the post-backoff queuing delay were taken into account 
(depending on whether one wants to find the delay close to 
saturation or under non-saturation conditions). In fact, the z-
transform was given in terms of these two limits. Thus, the 
delay predictions presented here say that the real mean delay 
values must lie somewhere between these limits. The presented 
model, however, contains parameters (such as  shown in 
Figure 1) that should make it feasible to derive a more exact 
expression.  As a first order approximation, the following could 
be attempted: 

∗
iq
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These and more exact expressions will be explored in a 
follow-up paper. 
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This paper presents the medium access delay distribution 
through the z-transform. In addition to finding the moments of 
the delay, the z-transform can be inverted numerically with a 
configurable error bound.  By assuming an M/G/1 queueing 
model it is possible to obtain a complete delay description, 
containing the distributions both of the MAC delay, the 
queueing delay and the total delay. All desirable delay 
percentiles follow. This follow-up work will be published and 
presented soon [12]. 

APPENDIX 
The explicit expressions for the sums ,…,  of Eq. (38) 

– Eq. (41) can be found by performing the summation for the 
case :  
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Abstract— In third generation mobile networks, transmission
rates can be assigned to both real time and non real time
applications. We address in this paper the question of how to
allocate transmission rates in a manner that is both optimal
and fair. As optimality criterion we use the Pareto optimality
notion, and as fairness criterion we use a general concept of
which the max-min fairness (which is the standardized fairness
concept in ATM networks) and the proportional fairness (which
characterizes fairness obtained by some transport protocols for
the Internet) are special cases. We show that the problem is a joint
optimization system of the transmission rate and the power. We
formulate the fair allocation problem as an optimization problem
and propose both exact as well as approximating solutions. We
consider both uplink and downlink problems and study also
macrodiversity.

I. I NTRODUCTION

Rate control of calls is an important network management
issue in third generation mobile networks. Indeed, not only
data transfer but also real time audio and video applications
can be transmitted at various rates by selecting an appropriate
Codec. In the case of voice applications, UMTS will use the
Adaptive Multi-Rate (AMR) codec that offers eight different
transmission rates of voice that vary between 4.75 kbps to 12.2
kbps, and that can be dynamically changed every 20 msec. Of
course the transmission rate has an impact on the perceived
quality. The reduction of the transmission rate is necessary
for maintaining a call whose received energy per bit is too
small, and it allows to maintain a larger number of calls in
the system; it will be studied here in conjunction with power
control which is yet another tool that can be used to increase
the received energy per bit (but which also has an impact on
the interference experienced by other calls).

A well studied problem is that of choosing transmission
rates so as to maximize the system’s throughput, see [1].
Alternatively, if two mobilesA and B transmitting at the
same rate have the same received power at their base station
and if A has larger attenuation thanB, then it transmits with
larger power thanB, thus causing more interference thanB
in the base stations of neighboring cells. Hence systemwise,
it is profitable to assign to mobileA lower throughput than to
mobile B if there are not sufficient radio resources to assign
the maximum throughput to both. This suggests large differ-
ences in throughputs assigned to mobiles according to their
attenuation level when seeking the system optimal viewpoint.

Yet, a second important consideration in assigning through-
puts in networks is fairness. Several fairness concepts have
been suggested and implemented in various network architec-
tures, but let us first recall the concept of global optimization.
Global optimization Consider a system withN transmitting
source. Letr = (r(1), ..., r(N)) be a assignment vector of
transmission rates. The global optimization maximizes the
total throughput

∑

n∈N r(n). It can lead to situations in which
the allocation is null for one or several sources, and is therefore
not consider as fair.
Max-min fairness In ATM networks, the standardized fairness
concept in traffic whose rate is controlled (the ABR - Available
Bit Rate class) is the so called ”max-min fairness” [2]. An
assignment vector of rates is said to be max-min fair if one
cannot increase the assignment of a sourcei without decreas-
ing the assignment of a sourcej for which r(j) ≤ r(i) [2], [3].
The quantity that is assigned fairly in ATM is the excess of
the throughput beyond a prenegociated minimum transmission
rate. Another related standardized fairness concept in ATMis
the ”weighted max-min fairness” in which the quantity that
is to be assigned fairly is the excess throughputs (beyond
the minimum guaranteed) weighted by some multiplicative
constant depending on the connections.
Proportional fairness In the Internet, the large majority of
transfers use the TCP/IP transport control mechanism. The
assignment of throughput to various connections using TCP/IP
(and other related protocols) can be described using the
concept of ”proportional fairness” as was shown in [4]. An
assignmentr is said to be proportionally fair if it is feasible
(satisfies the system’s constraints) and if for any other feasible
assignmentr∗, the aggregate of proportional changes is non-
positive:

N
∑

i=1

r∗(i) − r(i)

r(i)
≤ 0. (1)

The proportional fairness is known to maximize the quantity
∏

i r(i). Equivalently, it is an assignment that maximizes
∑

i log r(i). A (weighted version of the) proportional fairness
is also advocated for future developments of TCP, see e.g.
[5]. The way TCP shares bandwidth between connection has
become a reference for other real-time applications over the
Internet that do not use TCP; such applications are called ”TCP
friendly”.
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Both proportional fairness and max-min fairness possess
optimality properties: they are both Pareto optimal1. The pro-
portional fairness is a good compromise between the system
global optimum (i.e. the sum of all mobiles’ rates) and the
welfare maximization approach of max-min fairness.
Generalized fairness criterion It has been shown in [6] that
all three approaches: the system optimization, the max-min
fairness and the proportional fairness are all special cases of a
generalized fairness concept. Given a positive constantα 6= 1,
consider the optimization problem:

Maximize
∑

i

r(i)1−α

1 − α

subject to the problem’s constraints. Assume that ther(i) are
defined on a convex set. Then since the objective function is
concave and the constraints are linear, this defines a unique
allocation which is called theα-fair allocation. It turns out
[6] that this allocation corresponds to the globally optimal
allocation whenα → 0, to the proportional fairness when
α → 1, to the harmonic mean fairness (another well known
fairness concept) whenα → 2, and to themax-min allocation
whenα → ∞.

We should mention that other aspects of fair resource
assignment in wireless networks have been studied previously.
These were aspects related to scheduling back logged packets
[7]–[9], so as to achieve already given average transmission
rates of different sources. Our study aims, in contrast, to fairly
assign the transmission rates.

Our main contributions are
1. A methodology for combined rate and power control for
achieving arbitrary tradeoff between fairness and system’s
global maximum for both downlink and uplink as well as for
macrodiversity.
2. Transforming a non convex optimization problem into a
convex problem with linear constraints. This extends our
results in [10] in which only the uplink was considered and
which proposed only an approximation in order to derive a
convex optimization problem.

The structure of the paper is as follows. We first mention in
the next section some other works on rate control in wireless
networks (not directly related to fairness concepts). We then
introduce in Section III our model and show how the fair
assignment problem can be formulated as one of two possible
optimization problems: one in which transmission rate can be
assigned any real value within some given interval, and one in
which finitely many transmission rates are available for each
mobile. We analyze the properties of the system in Section IV.
We then apply our results to the uplink problem in Section V
and propose exact and approximating solutions. The downlink
problem is examined in Section VI and the macrodiversity is
studied in Section VII. Numerical results are given in Section
VIII. A concluding section ends this paper with extensions to
utility-based fairness concepts.

1An assignmentr is Pareto optimal if one cannot increase the assignment
of one sourcei without strictly decreasing an assignment of another sourcej

II. RELATED WORK ON RATE CONTROL IN WIRELESS

NETWORKS

We briefly mention in this section some recent papers on
rate control in CDMA wireless systems.

The paper that mostly relates to ours is [1]. It considers the
problem of optimizing transmission rates and powers. Discrete
available rates. The problem is formulated mathematicallyas
a mixed linear-integer programming, for which polynomial
optimization algorithms are not available. A heuristic approxi-
mation approach based on a Lagrangian is proposed and tested.

Another related paper is [11], where the authors study
the optimal control of both the power, and spreading gain
(the latter is equivalent to controlling the throughput). The
authors restrict to a single cell and to the uplink. The model
includes channel coding (FEC, Forward Error Correction), and
a general function for BER (Bit Error Rate) as a function of the
SIR (Signal to Interference Ratio). Similar models are studied
in [12], [13].

Several papers study optimizing throughput assignment for
non-real time traffic.

In [14], the quantity that is maximized is the effective data
rate: the transmission rate times the BER , where the latter is
a function of the SIR and the transmission rate. A Lagrangian
approach is used. There is no a priori target SIR. This approach
is useful for NRT (Non Real Time) traffic. Note that if we
assign to a source a transmission of rateR with 0 percent
losses, the effective throughput is the same as if we transmitted
at 2R and lost half the information. In contrast to NRT, for
RT (Real Time) applications, the two scenarios would give
different utility (quality perception). In [14] the function of
the SIR is taken in an example to be the Shannon capacity;
note that approaching that capacity requires long blocks of
codes which makes the scheme not useful for RT. There is
also a part that considers both RT and NRT (sec VI) but only
the throughput of NRT is optimized.

In [15], the authors consider uplink CDMA with two
classes, mobiles of the first class (RT) transmit all the time,
the other mobiles (NRT) are time-shared. The benefits of time
sharing is studied as well as the conditions for silencing some,
where one of the studied objectives is that of maximizing
throughputs (while keeping the SIR at acceptable levels). The
paper takes into account that when a mobile is silent, it still
requires energy (for synchronization). We also note that the
amount of information to transmit is not changed by the
scheduling.

In [16], the author studies the Erlang capacity as a function
of the throughputs assigned to NRT applications. Unlike the
framework in [1], which we adopt in this paper as well for
RT applications, the volume of information transmitted by
NRT applications (such as a file transfer) is not affected by
the assigned throughput. Thus a static optimization problem,
as done in previously mentioned papers, is not adequate
to describe the effect of throughput assignment for NRT
applications. The model in [16] takes into account the impact
of throughput assignment on the call duration in order to

135



compute the Erlang capacity as a function of the assigned
throughput.

Another related research direction has been the assignment
of instantaneous rate of packet transmission at the buffersin
CDMA wireless systems. In these papers, the actual transmis-
sion rate of the source is not controlled.

In [17] the packet transmission rates at the link layer buffers
is allocated at as a function of the traffic profiles and is
computed according to required bounds on packet losses at
these buffers. The paper uses effective bandwidth notions for
CBR/VBR traffic (Constant/Variable Bit Rate), and others for
ABR (Available Bit Rate). Some other closely related papers
are [18]–[20].

In [21], the author considers combined power and rate
control of each of a number of queue so as to minimize
power and delay. In the considered model, the power and
rate assignments determine loss probabilities and there isa
given constraint on the loss rate. No retransmissions and no
scheduling are considered.

In [22], the authors describe the feasible set of powers/rates
in a single cell. They show that this is not a convex set.
Convexification is possible by an appropriate time sharing
or scheduling of packets. The results are used for assigning
transmission rates at the buffers (again, the source rates are
given and not controlled), so as to achieve required bounds
on delays. The scheduling decisions are taken according to
the traffic profile of each mobile which is characterized by the
average rate and the burstiness (the so-calledσ−ρ constraints).

Among all the research directions we mentioned above, our
paper is related to the first two references as it is concerned
with the actual assignment of transmission throughput rates at
the sources (rather than inside the network) of real time appli-
cations. We consider a multicell environment with particular
attention on uplink and downlink rate control, and include
a study on macrodiversity. (This is in contrast to [11] who
considers only the uplink control in a single link, or [1] whose
framework seems more adapted to the uplink multicell case.)
Yet, an important feature of our paper is the introduction of
new fairness considerations into the rate allocation problem.

III. T HE MODEL

We use the notations of [1] applicable for both the uplink
and the downlink and extend their model. Consider a cellular
radio system withS transmitting sources. Sources can trans-
mit with total powerps,tot within the interval[0, ps,tot]. In the
following, if sources has different channels,ps,t will denote
the power of the signal emitted by sources to destinationt.
Also, pNC,s represents the power of the non-power controlled
channels. Therefore:

ps,tot =
∑

t

ps,t + pNC,s. (2)

We take the following notations:

m a mobile unit
b a base station

(m, b) =

{

(s, t) in the uplink case,
(t, s) in the downlink case.

cm the cell of mobilem
M the number of mobile units
Nc the number of mobiles in cellc
N(m, b) the background noise power at the receiver (it

represents thermal noise and also radio inter-
ference from non-power controlled channels.)

C a multiplicative constant
p′m,b the normalized power:∃Ks,t, p′m,b = Ks,tps,t.

We will show that :

Ks,t =

{

gm,b (the link gain) in the uplink,
1 in the downlink.

Given a power vectorP = (p1,tot, ..., ps,tot), the received
signal to interference ratio of mobilem is given by

SIRm(P ) =
p′m,b

N(m, b) + C
∑

m′ 6=m

m′∈cm

p′m′,b

1 ≤ m ≤ M. (3)

As p′s,tot is bounded, thenp′m,b is bounded by a value that
we will denote byp′m,b. The values ofC, N and p′ will be
expressed in Section V for the uplink and Section VI for the
downlink.

As explained in [1], the above model can be useful for both
uplink and downlink. However, we shall later use the particular
structure of the uplink and of the downlink in order to simplify
the solution.

We next describe two possible settings for the power and
transmission rate control.

A. The continuous model

In the first model, mobilem can use any value of throughput
between a minimum guaranteed valueMRm and a maximum
valuePRm. This can be achieved if a packet mode is used with
an appropriate scheduling (see e.g. [23], [24] and references
therein). Denoter(m) the transmission rate assigned to mobile
m andR = (r(1), ..., r(M)) the rate vector. We assume that,
for each mobile, there is a minimum required value ofSIRm

per transmitted bit per second, which we denote byδm.
Let (Eb/Io)i be the ratio of bit energy to interference

power spectral density of mobilem, and Wm the spreading
bandwidth at chip rate for mobilem. We then have

δm ≤
1

Wm

(

Eb

Io

)

m

=
SIRm(P )

r(m)
, (4)

implying δmr(m) ≤ SIRm(P ).2

2Note that we implicitly assume that(Eb/Io)m does not depend on the
transmission rater(m). This is a standard assumption in modeling literature,
see e.g. [1]. In practice, however, it may depend onr(m), see e.g. [25, p.
151, 222, 239]. But as we see from [25, Fig. 10.4, p. 222], it isclose to a
constant throughout long range of bit rates. For example, between 16Kbps and
256Kbps, the maximum variation around the median value is less than 20%.
We thus propose to take for the value of(Eb/Io)m its average or median
value over the range[MRm, PRm]. However, if the exact dependence is
available analytically, it can be included into our model.
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Thus the solution of our joint power and transmission rate
assignment problem is constrained to belong to the setΠc =
(P,R), defined through:






































0 ≤ ps,tot ≤ ps,tot, 1 ≤ s ≤ S,

MRm ≤ r(m) ≤ PRm,
1 ≤ m ≤ M.

δmr(m) ≤
p′m,b

N(m, b) + C
∑

m′ 6=m

p′m′,b

,

(5)

A fair allocation can now be obtained using the following
optimization problem:

Find (P,R) ∈ Πc that Maximizes
M
∑

m=1

r(m)1−α

1 − α
.

B. The discrete model

There is a finite number of available transmission rates for
each mobile. Letr1

m < r2
m < ... < r

K(m)
m be the available

transmission rates for mobilem.
One way to formulate the discrete model is to use the

continuous model and add a constraint on the discrete values
that the throughputs can have:

Find (P,R) ∈ Πc that Maximizes
M
∑

m=1

r(m)1−α

1 − α
, (6)

with r(m) ∈ {r1
m, r2

m, ..., rK(m)
m }. (7)

We present below an alternative formulation of the problem
following [1].

To properly receive messages at transmission raterk
m with

tolerable error probability, mobilem is expected to attain an
SIRm(P ) not less than a targetγk

m.
Let Y = (yk

m) be a 0-1 matrix such that for every mobile
m and raterk

i ,

yk
m =

{

1, if mobile m is transmitting with raterk
m,

0, otherwise.

Introduce arbitrarily chosen constantsAk
m that represent the

transmission power that mobilem needs in order to attainγk
m,

regardless of the interference power. More precisely, theycan
be chosen arbitrarily so as to satisfy

Ak
m ≥ γk

m

(

N(m, b) + C ×
∑

m′ 6=m

m′∈cm

p′m′,b

)

for all m and k (we allow in the definition to haveAk
m ≥

p′m,b). Hence the constantsAk
m satisfy

Ak
m ≥ max

P

p′m,bγ
k
m

SIRm(P )
,

which is in fact the condition that defines these constants in
[1].

Then the solution of our joint power and transmission rate
assignment problem is constrained to belong to the setΠd =
(P, Y ) such that:






























0 ≤ ps,tot ≤ ps,tot, s = 1, . . . , S,

yk
m ∈ {0, 1},

∑Ki

k=1 yk
m ≤ 1,

m = 1, . . . ,M.

p′m,b + (1 − yk
m)Ak

m ≥
p′m,bγ

k
m

SIRm(P )
.

The first constraint represents the power constraints. The
second states that at most one bit rate can be allocated to
a mobile. The third constraint reduces to the constraint on
SIRm when rk

m is the rate allocated to mobilek. For rk
m

which is not the allocated rate, the inequality constraint is just
a consequence of the definition ofAk

m.
A fair allocation can now be obtained using the following

optimization problem:

Find (P, Y ) ∈ Πd that Maximizes
M
∑

m=1

(

K
∑

k=1

yk
mrk

m

)1−α

1 − α
.

(8)
In this section we made explicit the system of equations

corresponding to the continuous and the discrete models. In
particular, we showed the need for a join allocation of rates
R and powerP vectors. In the following section, we focus on
the first model.

IV. PROPERTIES OF THE SYSTEM

A. Equivalent problem

We provide here an equivalent formulation of the problem
based on a simple change of variables.

Lemma 1: The continuous problem (see section III-A) is
equivalent to finding(P,C) in Π̂c = (P,C) that maximizes

Z(C) :=
M
∑

m=1

1

1 − α

(

ρ(m)

1 − δmρ(m)

)1−α

where Π̂c = (P,C)

is given by:






































0 ≤ ps,tot ≤ ps,tot, 1 ≤ s ≤ S,

MRm

1 + δmMRm

≤ ρ(m) ≤
PRm

1 + δmPRm

,

1 ≤ m ≤ M.

δmρ(m) ≤
p′m,b

N(m, b) + C
∑

p′m′,b

,

(9)
Proof: Let C be the N -dimensional vector such that

∀m = 1 . . . M , ρ(m) =
r(m)

1 + Cδmr(m)
. We should notice

thatδmρ(m) = 1−
1

1 + δmr(m)
and simply make the change

of variables fromR to C in the inequalities (5).
Lemma 2: The objective functionZ is concave if for any

C in the set of feasible solutions, we have:∀m, 1 ≤ m ≤ M ,
2δmρ(m) ≤ α.
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Proof: Note that the denominator1 − δmρ(m) is
nonnegative over the feasible solutions (from the second
inequality of system (5)). To determine whether the ob-
jective function is concave, we differentiate it twice with

respect toρ(m), m = 1, ..., Nc and obtain
∂2Z(ρ)

∂ρ(m)2
=

2δmρ(m) − α

(1 − δmρ(m))3ρ(m)

(

ρ(m)

1 − δmρ(m)

)−α

. This is nonpositive

for all feasibleρ(m) if 2δmρ(m) ≤ α.
Remark 1: A sufficient condition for the objective function

to be concave isα ≥ 2. This condition can further be
weakened. Let

w = max
m=1,...,Nc

δmPRm

1 + δmPRm

.

Then a weaker sufficient condition for the objective function
to be concave is thatα ≥ 2w. Quite oftenw is close to zero
(see e.g. discussion before Lemma 1 in [26]).

In the following, we will call acceptable transmission
rate vector any vector R (respectivelyC) that accepts at
least one feasible assignmentP satisfying the constraints
(5)(respectively (9)).

B. Properties of acceptable rate vectors

We should start by noticing that:
Lemma 3: For any feasibleC and for any cell:

C
∑

m′

δm′ρ(m′) < 1.

Proof: Let c be a cell andb its associated base station.
Consider the last inequality of system (9):

∀m, δmρ(m) ≤
p′m,b

N(m, b) + C
∑

m′ p′m′,b

.

As N(m, b) > 0, thenδmρ(m) <
p′m,b

C
∑

m′ p′m′,b

. By summa-

tion, C
∑

m′

δm′ρ(m′) <
C
∑

m′ p′m′,b

C
∑

m′ p′m′,b

= 1.

Lemma 4: Consider the last inequality of system (9) when
replaced by equality. We obtain: For a given cellc with base
stationb, ∀m ∈ c,

δmρ(m) =
p′m,b

N(m, b) + C
∑

p′m′,b

, (10)

Then one can prove that this linear system ofNc equations
of Nc variables admits one and only one solutionPP for any
feasibleC.

Proof: It is sufficient to prove that theNc equa-
tions are linearly independent. They can be written as:
∀m, δmρmN(m, b) = pm,b − Cδmρm

∑

m′ pm′,b It is of the
form AX = Y with: Y = (δiρiN(i, b))i, X = (pi,b)i and
A = IdNc

− B with IdNc
the identity matrix of sizeNc and

B the matrix

B =









b1 . . . b1

b2 . . . b2

. . .
bNc

. . . bNc









. (11)

with ∀i, bi = Cδiρi. If U is an eigenvector ofA associated to
eigenvalueλ, thenAU = λU = U − BU . ThereforeU is an
eigenvector ofB with eigenvalue1−λ. But rank(B) = 1 and
trace(B) =

∑

i bi. ThenA has only two eigenvalues that are1
and1−C

∑

i δiρi. ThereforeA is singular (1−C
∑

i δiρi 6= 0
by Lemma (3)) andPP exists and is unique.

Proposition 1: For any acceptable fixed transmission rate
vector R (respectivelyC), there corresponds a unique mini-
mum (component wise) powerP ′ min that satisfies the system
(5) (respectively (9)). MoreoverP ′ min

= PP .
Proof: As the problems (5) and (9) are equivalent, we

only prove the proposition in the first case.
We extend the proof of Lemma 1 in [26] which only

considers the single cell case. Suppose that there exists a
feasible power assignmentP ′

0 satisfying the constraints (5).
We construct a sequence of power assignmentsP ′

i where

(p′m,b)i+1
= δmr(m)



N(m, b) + C
∑

m′ 6=m

(p′m′,b)i



 .

We have
0 ≤ (p′m,b)i+1

≤ (p′m,b)i
.

Therefore the decreasing sequence converges to an assignment
P ′ min satisfying∀n, P ′ min

≤ P ′
n component wise and

∀m, p′m,b
min

= δmr(m)



N(m, b) + C
∑

m′ 6=m

p′m′,b
min



 .

Lemma 5: Let C be a fixed acceptable transmission vector.
The set of feasible power assignments satisfies:






























0 ≤ ps,tot ≤ ps,tot, 1 ≤ s ≤ S,

δmρ(m)

[

C
∑

m′

δm′ρ(m′)[N(m′, b) − N(m, b)]

+N(m, b)

]

≤
(

1 − C
∑

m′ δm′ρ(m′)
)

p′m,b,

1 ≤ m ≤ M.
(12)

Proof: We consider the last inequality of system (9)

p′m,b ≥ δmρ(m)

(

N(m, b) + C
∑

m′

p′m′,b

)

, (13)

We can now consider cellc separately, and reduce the un-
known variables to the power and transmission rate within
that cell only. We then sum over all mobiles of cellc:

(

∑

m′∈cm

p′m′,b

)(

1 − C
∑

m′∈cm

δm′ρ(m′)

)

≥

∑

m′ δm′ρ(m′)N(m′, b).

(14)
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We finally combine this with (13) to obtain the second
inequality of (12).

From Proposition 1 and Lemma 5, we get:
Lemma 6: For a given acceptableR (respectivelyC), P ′ min

is given by∀m = 1 . . . M , p′m,b
min

= δmρ(m)×

N(m, b) + C
∑

m′

δm′ρ(m′)[N(m′, b) − N(m, b)]

1 − C
∑

m′

δm′ρ(m′)
. (15)

We finally conclude that:
Theorem 1: A rate vectorC is acceptable if and only if it

satisfies the two following conditions.

(C1)
MRm

1 + δmMRm

≤ ρ(m) ≤
PRm

1 + δmPRm

,

(C2) ∀m, m = 1 . . . M , 0 ≤ pmin
s,tot ≤ ps,tot, with pmin

s,tot

defined by (2) and (15).
Proof: If C is feasible, then (C1) is verified. Proposition

1 states thatP ′ min is a solution of the system, so that (C2) is
also satisfied.

Equivalently, if condition (C2) is satisfied, thenP ′ min is a
solution vector (it satisfies the first and the third inequalities
of (9)). Finally, (C1) is the last inequality of (9).

In this section, we focused on the continuous model and
provided an equivalent system of equations based on a change
of variables (Lemma 1). We then expressed a sufficient
condition for the objective function to be concave (Lemma 2
and Remark 1). We showed three properties of this system
(Proposition 1, Lemma 5 and Lemma 6). In particular, we
showed that if a rate vector is acceptable (that is to say if it
corresponds to at least one feasible power assignment), then
all the corresponding power vectors are greater (component
wise) than the feasible power vectorP ′ min given by:p′m,b

min
=

δmρ(m)×

N(m, b) + C
∑

m′ δm′ρ(m′)[N(m′, b) − N(m, b)]

1 − C
∑

m′ δm′ρ(m′)
.

We finally concluded with a sufficient and necessary condition
for a rate vector to be acceptable (Theorem 1).

V. THE UPLINK CASE

In this section, we apply the results of the previous section
to the uplink case.

A. Continuous case

Let us consider a mobilem in cell c. Let gm,b be the link
gain between sourcem (the mobile) and a destinationb (the
base station). We assume that time intervals are sufficiently
short for gm,b to be constant within the interval.pm,b is the
power of the signal emitted by mobilem to its corresponding
base station. As mobilem emits only one signal, we have:
ps,tot = pm,b. Finally, νb represents the thermal noise at
destination. Then, theSIRm of mobile m can be written:

SIRm =
gb,m pm,b

νb +
∑

m′ in any cell,m′ 6=m

gm′,b pm′

. (16)

We make the following approximating assumption that is
frequently used for the uplink case (see e.g. [27]):

Hypothesis 1: The interference caused by mobiles from
other cells is proportional to the interference due to the mobiles
in cell c, i.e. there is a constantλ such thatIother = λIown.
In other words:

∑

m′ in any other cell

gm′,b pm′ = λ
∑

m′ in cell c

gm′,b pm′ . (17)

Under hypothesis 1, the uplink can therefore be modeled
with system (5) (equivalently with system (9)) with:

C = λ + 1, N(m, b) = νb, p′m,b = gm,bpm,b.

We then can apply the results of Section IV. In particular,
we obtain (see also [16], [27]):∀m ∈ [1,M ]:

pmin
m,b(ρ) =

1

gb,m

(

νbδmρ(m)

1 − (1 + λ)
∑Nc

m′=1 δm′ρ(m′)

)

. (18)

Moreover, conditions (C2) of Theorem 1 is now:

0 ≤ νbδmρ(m) ≤ gb,mpm,b

(

1 − (1 + λ)
∑

m′∈cm

δm′ρ(m′)
)

.

Hence, the problem can then be summarized by: FindC that
maximizes

Z(C) :=

M
∑

m=1

1

1 − α

(

ρ(m)

1 − δmρ(m′)

)1−α

s.t.



















MRm

1 + δmMRm

≤ ρ(m) ≤
PRm

1 + δmPRm

,

0 ≤ νbδmρ(m) ≤ gb,mpm,b

(

1− (1 + λ)
∑

m′∈cm

δm′ρ(m′)

)

.

(19)
Remark 2: The set of constraints is now a (convex) poly-

tope.
Remark 3: A sufficient condition for all rate vectors to

satisfy Lemma 3 is :

∀c, (1 + λ)
∑

m′∈c

δm′PRm′

1 + δm′PRm′

< 1.

We conclude that forα ≥ 2w (and in particular for
α ≥ 2, see Lemma 2 and Remark 1), the multicell problem
of controlling jointly the power and the transmission rate
can be reduced to a standard minimization problem with
linear constraints and concave objective function that canbe
easily solved by either decentralized Lagrangian algorithms
or efficient centralized methods based on SDP (Semi Definite
Programming), see e.g. [28].

We finally note that for the single cell case, the above
solution is an exact one.

B. Further approximations for the uplink solution

The conditionα ≥ 2w does not cover the interesting case
of α = 0 which corresponds to the problem of maximizing the
global throughput. We therefore propose below two approxi-
mations, both applicable for allα ≥ 0.
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1) First approximation scheme: approximating the objec-
tive function.

One can approximate the objective functionZ(ρ) by
M
∑

m=1

(ρ(m))
1−α

1 − α
, i.e. neglect the termδmρ(m) in the de-

nominator, as it is quite often much smaller than 1 (as
mentioned before). With this new objective function replacing
the previous one, we obtain a convex optimization problem
for any α > 0 (exceptα = 1). We note that the constraints
(and thus the set of feasible solutions) for this approximating
method are the same as in the initial problem. We also note
that the value obtained from this approximation is a lower
bound for the original optimization problem.

2) Second approximation scheme: approximating the con-
strained set.

An alternative approximation can be obtained by consid-
ering the original formulation (5) in terms of the rate vector
R rather thanC, in which the objective function is already
concave but the constraint set is not convex (see more details
on this set in [22] that considers the single cell case). Our
approximation then consists in replacing the last constraint in
(5) by:

δmr(m) ≤
gb,mpm,b

νb +
∑

m′∈cm
gb,m′pm′

, m = 1, ...,M. (20)

We can now proceed as in Prop. 1 and consider the equality
constraint instead of the inequality, which provides the mini-
mal solution of (20), given by

pmin
m,b(r) =

1

gb,m

(

νbδmr(m)

1 − (1 + λ)
∑

m′∈cm
δm′r(m′)

)

(21)

(see the derivation of Eq. (18).
Substituting this into our new approximation problem, we

obtain the equivalent optimization problem of maximizing
∑

m

r(m)1−α

1 − α
over the setΠapp of vectorR satisfying

Πapp











MRm ≤ r(m) ≤ PRm,
0 ≤ νbδmr(m)

≤ gm,bpm,b

(

1 − (1 + λ)
∑

m′incm
δm′r(m′)

)

.

We see that the set of constraints is now a (convex) polytope.
Furthermore, let us consider a couple(pmin, R), where

pmin is computed in (21) for thatR. If it is finite then the
couple satisfies the third constraint in original constraint set
Πc. Therefore we replaced the set of constraints by a strict
subset of that set. We conclude that the approximating problem
gives in fact alower bound on the throughput assignment for
eachm and a lower bound for the objective function.

C. The discrete model

We finally briefly comment on the discrete model. The so-
lution of the model (8) can be found in the same way as in [1],
using a distributed algorithm based on Lagrangian relaxation.
Alternatively, one can use the formulation (6). Its solution
can follow a similar path as we had for the continuous case:

first express for given transmission rates the corresponding
minimum power that satisfies the constraint (4). Again the
approximation (17) can be used to obtain explicit expressions
for optimal power assignments for given transmission rates.
This reduces to the same optimization problems we had before,
with the same linear constraints, along with the new extra
integrity constraint (7).

VI. D OWNLINK SOLUTION

Following [29], we write a more precise expression for
the signal to interference ratio (Equation (3)) that mobile
m connected to base stationb experiences:SIRm,b =

Pb,mhb,m

νm + Iinter + Iintra

, with Iinter andIintra denoting respec-

tively the intercell and the intracell interference at mobile m.
We have :










Iintra = β(Ptot,b − Pb,m)hb,m + (1 − β)PSCH,bhb,m,

Iinter =

B
∑

b′=1,b′ 6=b

Ptot,b′hb′,m.

EquivalentlySIRm,b = Pb,m/

β
∑

m′ 6=m

pb,m′ + Psch + βPcch +
1

hb,m

[

νm +
B
∑

b′=1,b′ 6=b

Ptot,b′hb′,m

]

.

(22)
where we denote by:

• Pb,m the transmission power of base stationb to the
Dedicated Physical Channel (DPCH) of mobilem,

• PSCH,b the power of the (non orthogonal) synchroniza-
tion channel from base stationb,

• PCCH,b the power of the (orthogonal) common channel
from base stationb,

• Ptot,b the total output power from base stationb, given
by

Ptot,b =

Nc
∑

m′=1

Pb,m′ + PCCH,b + PSCH,b. (23)

• hb,m the path gain from base stationb to mobilem,
• νm receiver’sm noise.
• β the synchronization factor,
• B the number of base stations.

Let us denoteFb,m the ratio between the received intercell
and intracell power, defined as

Fb,m =
Iintra

Iinter

.

ThenSIRm,b =

Pb,m

(1 + Fb,m)
(

β
∑

m′ 6=m

pb,m′ + Psch,b + βPcch,b

)

+
νm

hb,m

.

(24)
As in [29], we shall further approximateFb,m by its average

value F , and assume thatPCCH,b and PSCH,b are the same
for all base stations (b is then omitted). They are known
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parameters and are not subject to power control. Also,νm

does not depend onm.
Then, the downlink joint transmission rates are now deter-

mined as the solution of problem (5) (or equivalently problem
(9)) with:

ND(b,m) = (1 + F )(Psch + βPcch) +
ν

hb,m

,

CD = (1 + F )β and p′m,b = pb,m.

We thus obtain this optimization problem: FindC such that














































MRm

1 + δmMRm

≤ ρ(m) ≤
PRm

1 + δmPRm

,

0 ≤ pSCH + pCCH +
∑

m in cell c

δmρ(m),

ptot
b ≥

ND(m, b) + CD

∑

m′

δm′ρ(m′)
[

ND(m′, b) − ND(m, b)
]

1 − CD

∑

m′ δm′ρ(m′)
.

(25)
We can notice that for any values ofδ, ρ, N and CD we

obviously have:

∑

m δmρ(m)
(

ND(m, b) + CD

∑

m′ δm′ρ(m′)
[

ND(m′, b) − ND(m, b)
]

)

=
∑

m δmρ(m)ND(m, b).

(26)
Moreover1 − CD

∑

m′ δm′ρ(m′) > 0 (Lemma (3)). Then:
−(pSCH + pCCH)(1 − CD

∑

m′

δm′ρ(m′)) ≤ 0 ≤

∑

m

δmρ(m)ND(m, b).

The optimization problem is finally: FindC that maximizes

Z(C) :=

M
∑

m=1

1

1 − α

(

ρ(m)

1 − δmρ(m′)

)1−α

s.t.















MRm

1 + δmMRm

≤ ρ(m) ≤
PRm

1 + δmPRm

,

∑

m in cell c

δmρ(m)ND(m, b) ≤ ptot
b

(

1− CD

∑

m′

δm′ρ(m′)

)

.

(27)
Then, once again we obtain a minimization problem with

linear constraints. Forα ≥ 2w the objective function is
concave and therefore the general problem is convex and
solvable in polynomial time.

VII. M ACRO-DIVERSITY IN DOWNLINK

Many UMTS systems use the possibility for a mobile
to receive the signal from several stations. This is called
macrodiversity. This prevents the signal from a base station
from fading abruptly and as a consequence gives to the mobile
a better quality of service.

For the power control part, we shall follow [29]. We
consider below soft handover with two base stations or sectors
l and s; mobile k has an active link to both stations. We

assume maximum ratio combining where the sum of signal
to interference ratio should add up to the target valueδkr(k):

δkr(k) = SIRk,l + SIRk,s. (28)

Assume that the link to stations has better signal to interfer-
ence ratio. Denote

∆k =
SIRworst link

SIRbest link

=
SIRk,l

SIRk,s

≤ 1.

In order to solve the joint power and transmission-rate
control, we proceed as in [29]. We make the simplifying
assumption that∆k does not depend onk (we can take the
average value among mobiles that are in soft handover).

Let I be the set of mobiles in cells that do not experience
handover. For such mobiles, we haveδir(i) = SIRi,s with
SIRi,s given by Equation (24).

Let j be a mobile in soft handover. Then,δjr(j) = (1 +

∆j)SIRbest link =
∆j

1+∆j
SIRworst link. Again, itsSIR is given by

Equation (24). Then, we can distinguish two sets of mobiles :
J is the set of mobiles which best link is with base stations,
andK is the set of mobiles also experiencing soft handover,
but which worst link is with base stations.

Equation (23) becomes:

Ptot,b =
∑

i∈I

Pi,b +
∑

j∈J

Pj,b +
∑

k∈K

Pk,b + PCCH,b + PSCH,b.

Define:







NI(b,m) = ND(b,m), CI = CD

NJ(b,m) = 1
∆+1ND(b,m), CJ = 1

∆+1CD

NK(b,m) = ∆
∆+1ND(b,m), CK = ∆

∆+1CD

Note, in contrast that the authors of [29] do not distinguish
between the setsJ andK, that is why their equation differs.
Also, they assume that the number of mobile in all cell is
constant, and that∀i, j, δir(i) = δjr(j).

Let i(m) be the set thatm is belonging to (i(m) ∈
{I, J,K}). We get the following optimization problem for
determining the transmission rates:

Find C that maximizes Z(C) =
M
∑

m=1

1

1 − α

(

ρ(m)

1 − δmρ(m′)

)1−α

s.t.



























MRm

1 + δmMRm

≤ ρ(m) ≤
PRm

1 + δmPRm

,

∑

m in cell c

δmρ(m)Ni(m)(b,m)

≤ ptot
b

(

1 − Ci(m)

∑

m′ δm′ρ(m′)
)

.

(29)

We thus obtain again an optimization problem with concave
objective function for allα ≥ 0, α 6= 1 and linear constraints,
which is standard to solve and has efficient solutions.
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VIII. N UMERICAL TESTS

In the following, we show some of the results obtained using
the program (19) for the uplink. ForM mobiles, we consider
a single cell and set∀m, δm = 1, ν = 1, pm,b = 1/M ,
MRm = 1/4M , andPRm = 1. The position of the mobiles
is taken at random in the[−1;+1]× [−1;+1] square, and the
gain gb,m is equal to1/d2

m, wheredm is the distance of the
mobile to the center of the square. We takeM = 50.

On figures 1 and 2 we show some results obtained forα
equal to 0 and 1 corresponding to the global optimization
and the proportional fairness respectively. The base station is
represented as a black circle in the middle of the figure, and the
mobiles are represented with circles centered at their location,
and whose radius is proportional to the throughput assigned.
Clearly we see that the mobiles closer to the base station
tend to receive more bandwidth. Also many subtle differences
appear between the two fairness criteria. In particular, propor-
tional fairness allocate no mobile to its maximum throughput
demandPR and redistributes the bandwidth to in-between
users. Further users still receive the minimum bandwidthMR.

IX. CONCLUDING REMARKS AND EXTENSIONS

In this paper we addressed the problem of joint transmission
rate and power control in wireless networks so as to be both
fair and optimal.

A question not addressed here is how to achieve these
throughputs in practice if packet mode is used, or in other
words, how to schedule packets in order to achieve the
throughputs that were fairly assigned. This question has been
well studied see e.g. [7]–[9].

The paper is in line with many references [4], [6], [30],
[31] that considered the throughput as the object to be fairly
assigned, in other networking contexts. In the fairness analysis,
one may consider the case in which the utility corresponding
to the transmission rates should be fairly assigned, ratherthan
directly the throughputs. Indeed, since utility represents the
degree of satisfaction as a function of the assigned throughput,
which may be application dependent, assigning the same
throughput to two applications might be highly unfair. In fact,
mathematical frameworks for defining fairness indeed exist,
within the area of cooperative game theory, and they always
relate to utilities. The central concept of this type that has
been applied to fair resource allocation problems is the so
called Nash Bargaining solution [28], [31], [32]; it turns out
to agree with the proportional fairness concept when utilities
are linear. If fj(r(j)) is the utility for mobile j to have a
transmission rate ofr(j), then the Nash Bargaining Solution
is given by the solution of the optimization problem:

(PJ ) max

M
∏

i=1

(fi(r(i)) − fi(MRi)), (30)

where the maximization is over the appropriate constrained
set (Πc in the continuous model,Πapp for the corresponding
approximating problem, andΠd in the discrete problem), see
[28]. For real-time voice applications,fi are typically concave

functions over the interval[MRi, PRi], which implies that
the objective function in the above problem is concave. In
particular, if we consider use the approximating approach to
compute bounds for the continuous model and solvePj over
the constrained setΠapp, this is then again a standard concave
optimization problem with linear constraint for which many
efficient (polynomial) methods exist. In particular, several
solution methods are proposed in [28] for such problems if
we express the utilities using quadratic functions.
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Abstract— Mobile hotspots, i.e. Internet access services in mov-
ing networks (e.g. vehicular area networks (VAN) and personal
area networks (PAN)) bring about new challenging issues. Even
if the network mobility (NEMO) basic support protocol has been
standardized as a mobility solution by the Internet Engineering
Task Force (IETF), to the best of our knowledge, no studies
have been conducted in the area of authentication, authorization,
and accounting (AAA) protocol, which is a core technology for
public mobile hotspots. In this paper, we propose a localized AAA
protocol to retain the mobility transparency as the NEMO basic
support protocol and to reduce the cost of the AAA procedure. In
addition to providing mutual authentication, the proposed AAA
protocol prevents various threats such as replay attack, man
in the middle attack, and key exposure. Also, we develop an
analytical model to evalutate the AAA signaling cost. Numerical
results reveal that the proposed AAA protocol is a suitable
solution for AAA services in different mobile hotspots.

I. I NTRODUCTION

With the advances of wireless access technologies (e.g., 3G,
IEEE 802.11/16/20) and mobile communication services, the
demand for Internet access in mobile vehicles such as trains,
buses, and ships is constantly increasing [1]. In these vehicles,
there are multiple devices constituting a vehicular area network
(VAN) or personal area network (PAN) that may access to
Internet. This kind of services are referred tomobile hotspots
[2]. Recently, many studies have been conducted for mobile
hotspots [3] [4] [5].

In terms of mobility management, the Internet Engineering
Task Force (IETF) has established a working group called
NEMO [6] and the NEMO working group has proposed an
extended Mobile IPv6 protocol [7], i.e. the NEMO basic
support protocol [8]. Throughout this paper, we assume the
NEMO basic support protocol as a framework.

According to the terminologies in [9], a mobile network
(MONET) is defined as a network whose point of attachment
to the Internet varies as it moves about. A MONET consists
of mobile routers (MRs) and mobile network nodes (MNNs).
Each MONET has a home network to which its home address
belongs. When the MONET is in the home network, the
MONET is identified by its home address (HoA). On the
other hand, the MONET configures a care-of-address (CoA)
on the egress link when the MONET is away from the home
network. At the same time, on the ingress link, the MNNs
of the MONET configures CoAs, which are derived from the
subnet prefix (i.e. mobile network prefix (MNP)). The MNP
remains assigned to the MONET while it is away from the

home network. The assigned MNP is registered with the home
agent (HA) according to the NEMO basic support protocol [8].

The main goal of the NEMO basic support protocol is to
preserve established communications between the MONET
and correspondent nodes (CNs) during movements. Packets
sent by CNs are first addressed to the home network of the
MONET. Then, the HA intercepts the packets and tunnels
them to the MR’s registered address, i.e. the CoA on the egress
link. To deliver packets towards the MR’s CoA, the NEMO
basic support protocol makes a bi-directional tunnel between
the HA and the MR. This tunneling mechanism is similar to
the solution proposed for host mobility support, i.e. Mobile
IPv6 [7] without route optimization.

To make mobile hotspots feasible in public wireless Inter-
net, well-defined authentication, authorization, and accounting
(AAA) protocols should be accompanied. However, to the
best of our knowledge, no specific AAA protocols have been
proposed for mobile hotspots. Even if a number of AAA
protocols have been proposed for host mobility, all of them are
based on per-node AAA operations. Therefore, they cannot be
directly applied to the MONET containing two different types
MNNs: local fixed nodes (LFNs)and visiting mobile nodes
(VMNs). An LFN belongs to the subnet to the MR and is
unable to change its point of attachment, while a VMN is
temporarily attached to the MR’s subnet by obtaining its CoA
from the MNP. The VMN’s home network may have different
administrative policy (e.g. billing) from the current attached
MONET. Therefore, a new AAA procedure for VMNs is
required.

In this paper, we propose a localized AAA protocol that
provides efficient AAA procedures for both LFNs and VMNs
in mobile hotspots.

Our main contributions are summarized as follows.
1) The proposed AAA protocol is consistent with the

NEMO basic support protocol. In other words, individ-
ual AAA operations for LFNs within a MONET are not
performed; instead, the MR is authenticated on behalf
of the LFNs. Conversely, each VMN attached to the
MONET performs its AAA operation in an individual
manner.

2) The proposed AAA protocol localizes the AAA proce-
dure using a local AAA key when the MR hands off
within the same foreign network. Therefore, the AAA
traffic (also, AAA latency) can be reduced significantly.
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3) The proposed AAA protocol allows mutual authentica-
tion. In addition, it prevents various security attacks, e.g.
replay attack, man in the middle attack.

4) From the point of view of internet service providers
(ISPs), how to charge a VMN for its network usage is
a critical issue. The proposed AAA protocol supports
an flexible billing mechanism in which the VMN is
informed of a billing agreement between the MR’s home
network and the new foreign network. Accordingly, the
proposed AAA protocol is a suitable solution when
the MONET hands off between different networks with
different billing or service policies.

The remainder of this paper is organized as follows. In
Section II, an existing AAA protocol for Mobile IPv6 is
introduced as a reference protocol. Section III describes the
proposed AAA protocol for mobile hotspots. In Section IV,
security of the AAA protocol is analyzed. In Section V, an
analytical model for the AAA signaling cost is developed and
numerical results are presented. Section VI finally concludes
this paper.

II. AAA P ROTOCOL IN MOBILE IPV6

In this section, the AAA protocol in Mobile IPv6 is de-
scribed as a reference model. Although several AAA protocols
have been proposed in the literature, we adopt the DIAMETER
extension for Mobile IPv6 protocol [11], which is the only
valid IETF Internet draft as of this writing. The DIAMETER
extension for Mobile IPv6 allows a Mobile IPv6 node to access
a network of a service provider after the AAA procedures
based on the DIAMETER protocol [10] is completed.

This protocol assumes a network architecture for AAA ser-
vices, as illustrated in Figure 1. The AAAv is an AAA server
in the foreign network, while the AAAh is an AAA server
in the home network of the mobile node (MN). The AAA
client operates in an entity in a foreign network. Hereafter, we
assume that the AAA client is located at each access router
(AR). The AAA client performs three tasks: (a) allowing the
MN to be authenticated, (b) generating accounting data for
the MN’s network usage, and (c) authorizing the MN to use
network resources.

In addition, followings are assumed by [11].
• An MN is identified by its network access identifier (NAI)

[12], which is globally unique.
• An MN and its AAAh have a long-term key.
• Communication between the AAAv and AAAh is secure.

The basic information flow of the DIAMETER extension
for Mobile IPv6 [11] is shown in Figure 2. When enter-
ing a new network or at power up, an MN listens to an
AR’s router advertisement (RA) message that has a local
challenge and a visited network identifier. Then, the MN
sends an authentication request (AReq) message to the AAA
client (i.e. AR) based on the security key shared with its

Mobile Node

AAAv

foreign link 1
AR

foreign link 2
AR

Internet (IPv6)
Home network

HA

AAAh

Foreign network

Fig. 1. Mobile IPv6 AAA Architecture

AAAh. When the AAA client receives anAReq message,
it creates an AA-Registration-Request Command
(ARR) message and sends it to the AAAv. Then, the
AAAv relays it to the AAAh of the MN. When receiv-
ing the ARR message from the AAAv, the AAAh au-
thenticates the MN by means of the NAI and sends the
Home-Agent-MIPv6-Request Command (HOR) mes-
sage to the MN’s HA. Upon receipt of theHORmessage, the
HA creates a key to establish a security association (SA) with
the MN and replies with theHome-Agent-MIPv6-Answer
Command (HOA) message to the AAAh. Then, the AAAh
constructs the AA-Registration-Answer Command
(ARA) message that has an authentication result and sends
it to the AAAv. When receiving theARA message from the
AAAh, the AAAv stores the authentication result locally and
then forwards the message to the AAA client. The AAA client
converts theARAmessage into the authentication reply (ARep)
message in order to inform the MN of the authentication result
from the AAAh and deliver the established key (for the SA)
to the MN.

III. AAA P ROTOCOL FORNETWORK MOBILITY

A. Network Architecture

In this section, the AAA architecture for mobile hotspots
is introduced with basic assumptions and concepts such as
SA and challenge/response authentication. Figure 3 illustrates
the reference AAA architecture in mobile hotspots, which is
similar to that of Mobile IPv6. The AAA architecture is based
on the DIAMETER protocol [10].

The AAA architecture consists of multiple autonomous
wireless networks, each of which is called adomain. Each
domain has an AAAH server and/or an AAAL server in order
to authenticate any node in a DIAMETER-compliant manner.
The AAAH server of the MR has the profile of the MR and
it shares a long-term key with the MR. Likewise, the AAAH
server of the VMN shares a long-term key with the VMN.
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HC : host challenge
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Fig. 2. Information flow in AAA protocol for Mobile IPv6

The AAAL server takes charge of an AAA procedure for a
visiting MONET (i.e. VMNs and MRs). The trust relationship
between the MR’s AAAH server and the AAAL server in
the visited network is maintained through the DIAMETER
protocol. When the MONET changes its point of attachment,
the MR needs to be authenticated and authorized before it
accesses a new domain in the same foreign network (i.e.intra-
domain handoff) or a new foreign network (i.e.inter-domain
handoff). To accomplish this, the MR and AR authenticate
each other through a mutual authentication procedure that
involves both the AAAH server of the MR and the AAAL
server of the AR. An attendant (which is the same as a AAA
client) is an entity that triggers authentication procedures to the
AAA system. In Mobile IPv6 networks, ARs normally act as
the attendants for an MN. In our protocol, the AR serves as an
attendant for the MR’s authentication, whereas the MR serves
as an attendant for VMN’s authentication. In the latter case, the
MR broadcasts attendant advertisement messages and receives
authentication request messages from VMNs within the mobile
hotspot. In other words, an attendant (an AR or MR) requests
the AAAL server to authenticate the mobile hotspot (the MR
or VMN). When the AAAL server receives this authentication
request, it verifies the identity of the MONET by cooperating
with an AAAH server.

In terms of SAs, it is assumed that the MR’s AAAH server
and the VMN’s AAAH server have a pre-established SA. In
addition, it is assumed that the MR and LFNs have already
authenticated each other by some mechanism, which is out of

MNNMNN

MR
MONET

AAAL

foreign link 1
AR

foreign link 2
AR

foreign link 3
AR

foreign link 4
AR

Internet (IPv6)

home link of VMNHA

AAAHVMN

home link of MRHA

AAAHMR

: movement of MONET

Fig. 3. An AAA Architecture for mobile hotspots
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      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+
      |                              LC                               |
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      +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+

Fig. 4. Attendant advertisement option

the scope of this paper.
Notations used throughout this paper are summarized in

Table I. A local challenge (LC) is a random number for
authentication procedures. An MR or VMN encrypts theLC
using a pre-defined SA with its AAAH server. The encrypted
value is called a credential (CR), which is used to authenticate
an MR which creates it. MRs and VMNs are identified by
their NAIs and a replay protection indicator (RPI) is used to
protect from a replay attack. Either a time stamp or a random
number can be used as an RPI. The size of theKAAA field is
128 bytes by assuming a public key cryptography algorithm.
As we adopt a symmetric key cryptography for dynamic keys
(KLOCAL andKHOME , the size of each key is 32 bytes. Note
that a dynamic key is used to establish a dynamic SA while a
long-term key is to establish a long-term SA. Other notations
will be elaborated later.

In our protocol, we define two ICMP messages
[18] Attendant Solicit and Attendant
Advertisement messages that are similar toRouter
Solicit and Router Advertisement messages,
respectively. In those messages, we introduce a new
Attendant Solicit option , which is used
for the authentication of VMNs in case of intra-
domain handoff. In addition, several DIAMETER
messages, e.g. AA-Mobile-Router-Request ,
AA-Mobile-Router-Answer , are defined. Their
functions will be described later.
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TABLE I

NOTATIONS FOR THEAAA PROTOCOL

Field Meaning Typical Length (bytes)

LC local challenge 8
MC mobile challenge 8
NAI identity of MR or VMN 20
RPI replay protection indicator 4
H@ home address 16

HA@ home agent address 16
Co@ care of address of MR or VMN 16

KAAA pre-shared SA between an MR and an AAAH server 128 (public key)
KAH pre-shared SA between an AAAH server and an HA 128 (public key)
KAL pre-shared SA between an AAAH server and an AAAL server 128 (public key)
CR credential 8

CRL local credential 8
CRM mobile credential 8

KLOCAL dynamic SA between an MR and an AAAL server 32 (symmetric key)
KHOME dynamic SA between an MR and its AAAH server 32 (symmetric key)

SPLOCAL security parameters for constructingKLOCAL 12
SPHOME security parameters for constructingKHOME 12
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EKAL (SPLOCAL),

EKAAA (SPLOCAL), 

EKAAA (SPHOME) 

10. ARep

NAI, H@, HA@,

EKAAA (SPLOCAL), 
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Secure path

Non secure path

Construct KLOCAL
using SPLOCAL

Fig. 5. The AAA procedure of an MR when the inter-domain handoff occurs

B. Mobile Router (MR) Authentication

1) Inter-Domain AAA Procedure:When a MONET enters a
new foreign network domain, an inter-domain AAA procedure
is initiated. Since the MR does not have any SA with the
AAAL server in the foreign network domain, it should be
authenticated with its AAAH server located in its home
network domain. The message flows for the inter-domain AAA
procedure are depicted in Figure 5.

1) The MR sends anAttendant Solicit message to
the attendant, i.e. AR.

2) As a response to theAttendant Solicit message,
the AR sends anAttendant Advertisement
message including anLC. Even without the
Attendant Solicit message, the AR
broadcastsAttendant Advertisement messages
periodically.

3) The MR encrypts the receivedLC value using its
long-term SA with the AAAH server and makes a
CR, which is used for the MR’s AAAH server to
authenticate the MR. Then, the MR sends anAReq
message that contains theLC and CR to the attendant
(i.e. AR). TheAReq message also contains the MR’s
NAI and RPI, which are used for the AAAL server to
identify the MR’s home domain and to protect from
replay attack.

4) When the attendant (i.e. AR) receives the
AReq message, the attendant converts it into an
AA-Mobile-Router-Request(AMR) message.
After then, the attendant sends theAMRmessage to the
AAAL server in the foreign domain.

5) The AAAL server detects that it cannot authenticate
the MR locally by checking the NAI field and hence
forwards theAMRmessage to the MR’s AAAH server.

When the AAAH server receives theAMR message,
it encrypts theLC using the pre-established SA and
compares the result with theCR value. If these
two values are identical, the MR is successfully
authenticated. Then, the AAAH server generates two
dynamic keys: one is aKLOCAL (to be explained
later) for intra-domain AAA procedures in the
foreign domain and the other is aKHOME for a secure
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bi-directional tunnel between the MR and the MR’s HA.

To enable the MR to generateKLOCAL andKHOME ,
the AAAH server also generatesSPHOME and
SPLOCAL and sends them to the MR. These security
parameters are encrypted using the long-term key
between the MR and AAAH server to avoid the
possibility of exposure to other network entities.

6) The AAAH server informs the HA of the MR’s NAI
and SPHOME by the AA-Home-Agent-Request
(AHR) message.

7) The HA constructsKHOME by using SPHOME and
replies with an AA-Home-Agent-Answer (AHA)
message as confirmation.

8) The AA-Mobile-Router-Answer (AMA)
message is used for the AAAH server to notify
the AAAL server of the authentication result. When
the AAAL server receives theAMA message with
authentication approval, the AAAL server decrypts
the message using the long-term key (KAL) with the
AAAH server, records the MR’s NAI, and constructs
KLOCAL.

9) The AAAL server re-encrypts the receivedAMA
message from the AAAH server after excluding
EKAL(SPLOCAL) and sends it to the attendant.

10) When receiving theAMAmessage, the attendant learns
that the MR is authenticated and grants the MR’s net-
work access. In addition, the attendant informs the MR
of the result by theARepmessage containingSPHOME ,
SPLOCAL, home agent address, etc.
On receipt of theARep message with authentication
approval, the MR can access the foreign network.
At the same time, the MR generatesKHOME and
KLOCAL usingSPHOME andSPLOCAL, respectively.

2) Intra-Domain AAA Procedure:To support real-time
multimedia applications in mobile hotspots, it is important
to reduce the latency related to AAA operations. Therefore,
when a MONET changes its point of attachment within the
same foreign domain, our protocol enables the MR to be
authenticated through a localized AAA procedure with the
AAAL server in the foreign network without any interaction
with its AAAH server. That is, the AAAL server of the
foreign network can authenticate the MR usingKLOCAL,
which was introduced for the inter-domain AAA procedure
in the previous section.

Figure 6 illustrates the intra-domain AAA procedure. As
a response to theAttendant Advertisement message,
the MR sends theAReq message containingCRL, which
is different from CR used in the inter-domain AAA pro-
cedure. At this time, theAReq message containsMC for

MR AAAL
Attendant

(AR)

Attendant Solicit

Attendant 

Advertisement (LC)

AMLA

NAI, CRM, 

H@, HA@

ARep

NAI, CRM H@, 

HA@

Authenticate MR

using KLOCAL and create CRM

AMLR

NAI, RPI, H@, 

HA@, LC, 

CRL, MCAReq

NAI, RPI, H@, 

HA@, LC, CRL, 

MC

Secure path

Non secure path

Authenticate foreign 

network using CRM

and KLOCAL

Fig. 6. The AAA procedure of an MR when the inter-domain handoff occurs

mutual authentication. TheCRL is an authentication code
generated usingKLOCAL. Then, the attendant constructs
an AA-Mobile-Router-Local-Request (AMLR) DI-
AMETER message and sends it to the AAAL server. When the
AAAL server receives theAMLRmessage, the AAAL server
authenticates the MR by usingKLOCAL, which has been al-
ready stored at the AAAL server during the inter-domain AAA
procedures. Moreover, the AAAL server constructsCRM

by encrypting theMC value and informs the attendant of
the result via theAA-Mobile-Router-Local-Answer
(AMLA) message. Then, the attendant will transmit the result
(i.e. the ARep message) to the MR. The MR receiving the
ARep message also verifies theCRM value to authenticate
the foreign network.

C. Visiting Mobile Node (VMN) Authentication

A VMN is a visiting MN that accesses the Internet through
an MR in mobile hotspot services. According to the NEMO
basic support protocol [8], the VMN does not need to know
whether its attached router is the AR or the MR. Therefore,
the AAA protocol for VMNs should be consistent with this
issue. The VMN in a MONET uses the home network prefix
of the MR as its IPv6 network prefix. Accordingly, the VMN
will deem it to be in the MR’s home network. In our AAA
protocol, the MR serves as an attendant for VMNs and the
MR’s AAAH server serves as an AAAL server.

Figure 7 illustrates message flows for the AAA procedure
when a VMN is attached to a MONET. As mentioned above,
the MR acts as an attendant. Hence, the MR broadcasts
Attendant Advertisement messages periodically or
responds to anAttendant Solicit message from the
VMN with an Attendant Advertisement message. The
VMN creates aCR using a pre-shared SA with its AAAH
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Fig. 7. The AAA porcedure of a VMN

server (i.e AAAHV MN ) and sends anAReq message to
the MR. Then, the MR converts theAReq message into
a DIAMETER message,AMR, and sends it to the MR’s
AAAH server (AAAHMR) through a secured bi-directional
tunnel. When theAAAHMR receives theAMRmessage, it
sends theAMRmessage to theAAAHV MN that has a shared
SA and requests the AAA procedure for the VMN . Then,
the AAAHV MN authenticates the VMN. During this steps,
KHOME , KLOCAL, SPHOME , and SPLOCAL are created,
similarly to the inter-domain AAA procedure of the MR (see
section III-B.1). After completion of AAA procedures, the
VMN registers its CoA (configured using the MNP) with its
HA.

Only after initial authentication and binding update proce-
dures, VMNs within a MONET do not need to know whether
the MONET changes its point of attachment or not. Thus,
VMNs do not have to register their locations to their HAs
when the MONET hands off. This mobility transparency is
the key advantage of the NEMO basic support protocol [8].
However, if the mobility transparency is strictly provided,
the AAAL server in the foreign network cannot detect the
existence of VMNs. Even if the mobility transparency is
beneficial to reduce the binding update traffic, it makes the
accounting of VMNs’ network usages hard. In our protocol,
the AAAL server in the foreign domain accounts the total
network usage of the MONET (not individual VMNs) and
then this collective accounting information is delivered to the
MR’s AAAH server. At the same time, the MR’s AAAH server

maintains the accounting information for the MR as well as
individual VMNs1. Consequently, the MR’s AAAH server can
differentiate the accounting information for MRs and VMNs.
In addition, we assume that the MR’s AAAH server and the
VMN’s AAAH server have a trust relationship and a shared
SA. Therefore, the accounting information collected at the
MR’s AAAH server is securely transferred to the VMN’s
AAAH server for suitable billing.

In addition, the mobility transparency causes another prob-
lem, i.e. how to authorize VMNs when the MONET moves to
a foreign domain with a different billing policy. To solve this
problem, an MR sends anAttendant Advertisement
message with a setR bit when the foreign domain has
a different policy and a new AAA procedure is required.
Hence, from theAttendant Advertisement message,
the VMN determines whether it should perform a new AAA
procedure or not. In this paper, we assume that each network
domain can have different policies, so that the VMN performs
a new AAA procedure per inter-domain handoff.

IV. SECURITY ANALYSIS

In this section, we show that the proposed AAA protocol
provides mutual authentication. Then, we consider security
attacks, e.g. key exposure, replay attack, man in the middle
attack.

1In the NEMO basic support protocol [8], all packets destined to MNNs
are tunneled at the MR’s HA, so that the MR’s HA can keep track of network
usages of individual LFNs and VMNs. We assume that the MR’s HA will
report this information to the AAAH server.
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A. Mutual Authentication

Mutual authentication is a security feature in which a client
(i.e. the MR and VMN) must prove its identity to a service (i.e.
network), and the service must prove its identity to the client.
Therefore, to provide mutual authentication in our protocol,
the following requirements should be met.

1) the MR or VMN authenticates the foreign network.
2) the foreign network authenticates the MR or VMN.
Specifically, mutual authentication is achieved as follows.

First, in the case of the inter-domain authentication, mu-
tual authentication is achieved by establishing a session key,
KLOCAL. In the other word, the objective of inter-domain
authentication protocol is that the MR and the AAAL server
believe that they shareKLOCAL with each other.

The MR createsCR as

CR = EKAAA(LC), (1)

whereEK(·) is an encryption function using a key ofK.
The AAAH server can verify the MR’s identity by com-

paring with CR sent by the MR and the CR constructed by
the AAAH server itself. If two values are equal, the MR is
authenticated successfully. Otherwise, the authentication fails.
In our protocol, a malicious MR cannot create the correctCR
because it does not haveKAAA.

After verifying the identity of the MR, the AAAH server
transmitsEKAAA

(SPLOCAL) and EKAL
(SPLOCAL) to the

AAAL server through a secure path. When the AAAL server
receives, it constructsKLOCAL usingEKAL(SPLOCAL) and
forwards EKAAA

(SPLOCAL) to the MR. At last, the MR
constructsKLOCAL using EKAAA

(SPLOCAL). After this
procedure, the MR and the AAAL server shareKLOCAL.

In the case of the intra-domain authentication, the AAAL
server in the foreign network verifies the identity of the MR by
comparingEKLOCAL(LC) constructed by the AAAL server
with CRL sent by the MR.

On the other hand, to authenticate the foreign network, the
MR uses anMC andCRM . The AAAL server in the foreign
network sendsCRM that is created by

CRM = EKLOCAL(MC). (2)

Then, the MR can authenticate the AAAL server in the
foreign network by verifying thatEKLOCAL

(MC) is equal to
CRM .

Consequently, a malicious network cannot offer fake ser-
vices to an MR because it cannot computeCRM .

B. Key Exposure

KAAA is a pre-shared key between an MR and an AAAH
server andKLOCAL andKHOME are created using security
parameters (i.e.SPLOCAL and SPHOME). Thus, it is desir-
able not to leak these keys to the other network entities.

In terms ofKLOCAL, the AAAH server encryptsSPLOCAL

and sends it to the AAAL server and the MR usingKAL

and KAAA, respectively. The value encrypted byKAL can

be decrypted by the AAAL server, while the other value
encrypted byKAAA is decrypted by the MR. Therefore, as
KAL and KAAA are not exposed, other entities except the
AAAL server and the MR cannot knowSPLOCAL and hence
cannot constructKLOCAL. As similar toKLOCAL, SPHOME

is encrypted usingKAH and KAAA and delivered to the
HA and MR, respectively. Therefore,KHOME derived from
SPHOME is not revealed to other entities except the HA and
MR.

C. Replay Attack

Replay attack involves the passive capture of data and its
subsequent retransmission to produce an unauthorized effect.
A malicious node keeps anAReq message and then it can
retransmit an oldAReq message to trick the AAAL server for
false authentication. This replay attack can be prevented as
follows. LC is created randomly and hence it always changes.
Therefore, the malicious node cannot replay the oldAReq
message. When even the sameLC can be selected by the
attendant by chance,RPI (e.g. time stamp) can prevent the
replaying attack.

D. Man in the Middle Attack

A man in the middle attack is that an attacker is able
to read, insert, and modify messages between two parties
without either party knowing that the link between them
has been compromised. In a mobile hotspot scenario, we
can imagine an attack that a malicious MR in the middle
relays authentication messages and then it intends to use
network resource illegally. Figure 8 illustrates the man in the
middle attack of a malicious MR in the case of inter-domain
authentication. The malicious MR acts as an AR and relays
authentication messages between the victim MR and the AR.
After the authentication procedures, the malicious MR still
can relay all of the traffic between the victim MR and AR.
However, the malicious MR cannot use any network resource
because it cannot know theKLOCAL andKHOME . Suppose
that the object of an authentication protocol is an establishing
a fresh session key, the malicious MR cannot compromise
the authentication procedure between the MR and the AAAL
server.

V. PERFORMANCEEVALUATION

Through the analytical model, we evaluate the AAA cost
(CAAA), which is defined the volume of AAA-related mes-
sages delivered over the network. Therefore, the unit ofCAAA

is bytes ∗ hops [13], [14]. Reducing the AAA cost is an
important requirement in mobile hotspots where a MONET
moves with a high velocity and hence AAA procedures
are frequently performed (e.g. train or car). Suppose there
are i total handoffs (intra-domain handoffs and inter-domain
handoffs) andj inter-domain handoffs for each session. The
AAA cost of the MR authentication in the proposed AAA
protocol is given by

CMR
AAA(i, j) = (i− j) · CMR

intra + j · CMR
inter, i ≥ j (3)
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whereCMR
intra andCMR

inter are the costs for intra-domain AAA
and inter-domain AAA operations.

The AAA cost of the MR authentication without the local-
ized AAA procedure is given by

CMR
AAA(i, j) = i · CMR

non−local, (4)

whereCMR
non−local is the cost for an AAA operation without

the localized AAA procedure.
In this paper, we assume the subnet residence time of the

MONET follows a general distribution with a mean of1/µS ,
whose probability density function (PDF) isfS(t) and its
Laplace transform isf∗S(t). The domain residence time of the
MONET follows a general distribution with a mean of1/µD,
whose PDF isfD(t) and its Laplace transform isf∗D(s). When
the inter-session arrival time is assumed to be an exponential
distribution with a mean of1/λI , the PDFs ofi and j are
given by [15]

α(i) =

{
1− 1

ρS
[1− f∗S(λI)] i = 0

1
ρS

[1− f∗S(λI)]
2 [f∗S(λI)]

i−1
i > 0

β(j) =

{
1− 1

ρD
[1− f∗D(λI)] j = 0

1
ρD

[1− f∗D(λI)]
2 [f∗D(λI)]

j−1
j > 0

whereρS = λI/µS andρD = λI/µD.
Consequently, the average AAA cost of the MR is given by

CMR
AAA =

∑

j

∑

i

CMR
AAA(i, j) · α(i) · β(j). (5)

In terms of VMN’s AAA cost, we consider the AAA cost
incurred while the VMN is attached to the MONET. Assume
that the VMN’s attachment time follows an exponential distri-
bution with a mean of1/ηA. In addition, letk be the number
of inter-domain handoffs during the attachment time. Then,
the PDF ofk is given by

γ(k) =

{
1− 1

ρA
[1− f∗D(ηA)] k = 0

1
ρA

[1− f∗D(ηA)]2 [f∗D(ηA)]k−1
k > 0

whereρA = ηA/µD.
The AAA cost of the VMN when there arek inter-domain

handoffs during the attachment time is given by

CV MN
AAA (k) = k · CV MN

AAA , (6)

where CV MN
AAA is the cost for each VMN’s AAA operation.

Then, the average AAA cost of the VMN is expressed as

CV MN
AAA =

∑

k

CV MN
AAA (k) · γ(k). (7)

A. Numerical Results

In this section, we evaluate the effects of mobility and a
distance between a foreign network and a home network on the
AAA cost (i.e.CMR

AAA andCV MN
AAA ). The numerical results are

plotted based on the assumptions introduced in Section V. The
parameters and the size of each AAA message are shown in
Tables II and III, respectively, based on [10], [17]. The weight
for a wireless link is set to 10 [16] and the number of subnets
in a domain is set to 49. The distances between anAAAL
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Fig. 9. The AAA cost of an MR

server and anAAAHMR server, between an MR and its HA,
and between anAAAHMR server and anAAAHV MN server
areD1, D2, andD3, respectively.λI andηA are normalized
to 1.0. By the fluid flow model,µD is equal toµS/

√
N [19].

As shown in Figure 9,CMR
AAA increases asµS increases (i.e.

as the subnet residence time of the MONET decreases). This is
because the number of inter- or intra-handoffs is reduced when
the mobility (i.e.µS) is low. Figure 9 also shows the AAA cost
variation for differentD1 (i.e. D1=2, 5, 10). SinceCMR

intra and
CMR

inter are proportional toD1, CMR
AAA increases with increase

of D1. However, in the proposed protocol, the effect ofD1 is
not notable. It means that our protocol is effective regardless
of the distance between the home network and the foreign
network.

On the other hand, if the localized AAA using theKLOCAL

is not supported, the MR’s AAA cost increases more signif-
icantly asµS increases. Also, the performance gain becomes
more remarkable asµS and/orD1 increase. The effect ofD1

is more clear in the non-localized AAA scheme because an
AAA procedure is always performed at the AAAH server in
the non-localized AAA scheme. Note that this AAA cost is
analyzed for a single MR. As the mobile hotspots services are
proliferated, the reduction of the AAA cost (AAA traffic) will
be a significant issue.

Figure 10 plots the AAA cost of a VMN, which exhibits a
similar trend to Figure 9. Note that the AAA cost when (D2,
D3) is (5,2) is higher than the AAA cost of (2,5). This is due
to IP-in-IP packet tunneling overhead between the MR and its
HA. Namely, asD2, which denotes the distance between the
MR and its HA, increases, more tunneling overheads incur and
then the AAA cost also increases. As similar to Figure 9, the
AAA cost of the VMN is not highly dependent on distance
values in our protocol, so that it is concluded that out protocol
is less sensitive the distance between the home network and
the foreign network.
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VI. CONCLUSION

In this paper, we propose a localized AAA protocol for
public mobile hotspots. The proposed AAA protocol is con-
sistent with the NEMO basic support protocol in that the
mobility transparency is supported. We analyzed the security
concerns in the proposed AAA protocol in terms of mutual
authentication, key exposure, replay attack, and man in the
middle attack. The central idea behind the proposed AAA
protocol is to introduce a shared key between the MR and
the AAA server in the foreign network, so that the AAA
procedure for the MR in intra-domain handoffs is localized.
Performance evaluation results reveal that the localized AAA
procedure reduces the AAA traffic significantly in mobile
hotspot environment. Furthermore, the localized AAA proce-
dure is less sensitive to the distance between the home network
and the foreign network. Although the mobility transparency
has the advantage of keeping the VMNs from sending binding
update traffic, it causes an accounting problem that the AR
cannot know the network usage of VMNs. We suggest that
as the MR’s HA can keep track of the network usage of
individual VMNs, the MR’s home network can exchange
VMN’s accounting information with the AR’s network. This
way enables a flexible billing mechanism between different
domains.
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Abstract— Wireless on demand systems typically need au-
thentication, authorization and accounting (AAA) services. In
a peer-to-peer (P2P) environment these AAA-services need to be
provided in a fully decentralized manner. This excludes many
cryptographic approaches since they need and rely on a central
trusted instance. One way to accomplish AAA in a P2P manner
are de Bruijn-networks, since there data can be routed over
multiple non-overlapping paths, thereby hampering malicious
nodes from manipulation that data.

Originally, de Bruijn-networks required a rather fixed network
structure which made them unsuitable for wireless networks.
In this paper we generalize de Bruijn-networks to an arbitrary
number of nodes while keeping all their desired properties. This
is achieved by decoupling link degree and character set of the
native de Bruijn graph. Furthermore we describe how this makes
the resulting network resistant against node churn.

I. M OTIVATION

Today, typical wireless systems are provider based in the
sense that there is one central organization that handles
authentication, authorization and accounting (AAA) for all
their subscribers. This is obvious with systems like GSM or
UMTS where the providers manage everything from the AAA
backend to the base stations. But this is also true for home
WiFi systems. The difference there is that the subscription
relation is pushed from the mobile device to the access point
(AP). The owners of the APs can control the access to their
devices. Conversely, they are legally responsible for the users.
Especially, they have to pay for the bandwidth use. As a
consequence such systems typically deny roaming between
such privately owned APs, thereby significantly reducing the
use of such systems.

In this paper we present one building block for wireless
network systems that push the subscription relation back into
the end-device while maintaining the current pattern of private
AP deployment. It aims at peer-to-peer systems consisting of
APs and storing accounts for the users. Credits from such an
account can be spent for gaining access while roaming.

Such systems harvest the idle resources available at its par-
ticipants’ APs and provide them on demand to their roaming
users. Since in peer-to-peer systems there is no (need for a)
central organization the participating nodes have to provide all
the required resources and functionality to operate the system.
As a consequence, there is no extra cost with doing that. I.e.
such an approach enables easy and cheap scalability.

Such systems have been proposed in the literature [1][2].
The key challenge in such networks is the security of the
AAA-system to avoid free riding [3] and to motivate partici-
pants to contribute resources [4]. This is to ensure that a user
employs only resources that are equivalent to the resources
he or she provides to the system. Note that ’equivalent’ does
not mean ’equal’ (e. g. in terms of bandwidth). So the system
can provide a net gain to its users. E.g., if a person that
owns (and pays for) an AP with a flat rate provides access
to their AP whenever it is idle; this incurs no extra cost for
that person. Conversely, roaming users will highly value being
granted access to that AP when they urgently need network
access.

We extend that work by presenting a novel approach
for one building block of these systems. In our system,
messages between AAA-modules of participating peers are
routed through a specialized overlay network. This overlay
network is formed by the participating APs. Since such an
overlay is a virtual structure only, the peers are able to create
any network topology. But that topology is crucial for the
efficiency, robustness and security of the system: Peer-to-peer
systems are systems that lack central instances that could
establish relations of trust. They can build trust, however, by
combining independent sources of trust to increase the trust
in a previously unknown peer. Therefore, the topology has to
ensure that seemingly independent peers are in fact with high
probability actually independent. One way to achieve this, is
an overlay topology that routes messages redundantly over
independent paths. Besides the gain in security, this increases
the robustness of the system.

In this paper, we present a novel variant of the so-called
de Bruijn networks. This class of overlay networks provides for
several (depending on a parameter of the network) paths which
are non-overlapping with a high probability between any two
nodes. So far, such networks have been strongly affected
by node churn, i. e. nodes joining and leaving the network,
potentially ungracefully and at a high rate. Thus de Bruijn
networks were thought unsuitable for ad-hoc and peer-to-peer
networks where churn is prevalent due to frequent node joins
and leaves[5]. Our proposal keeps all beneficial properties
of de Bruijn networks while creating churn resistance with
low overhead. Its key idea is to extend the de Bruijn graph
construction algorithm from graphs withn = KL nodes to
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graphs with an arbitrary number of nodes.
This paper is structured as follows: Section I-A gives an

overview of de Bruijn networks. Section II generalizes their
construction to an arbitrary number of nodes and describes
how routing works in the resulting networks. Section III gives
results from a study using a real-world implementation of the
so-modified de Bruijn algorithm. Section IV concludes with an
outlook to future work.

A. Introduction to de Bruijn Networks

In a de Bruijn-graph each node has a unique identifier
consisting of letters of a given alphabet and having a certain
lengthL. The size of the alphabet is called the de Bruijn-basis
K and equals the out degree of each node. The length of the
identifier is also known as the level of the node or graph.

Each possible combination of the letters of the alphabet with
the given length is present in the graph. Because of this, there
only exist de Bruijn-graphs withKL nodes.

In such a graph every node is connected to all those nodes
whose identifier can be created by deleting one character on
one side and adding a character on the other side. Thus the
network functions like a shift register.

On this graph greedy routing can be used to exploit the
low diameter. This is done by determining the overlap of
the lower end of the current node identifier with the high
end of the destination address. Then routing is performed by
shifting in the first character of the destination address, after
the overlapping area.

Such a network has a constant in- and out-degree ofK and
a near optimal diameter of logk (N) (The optimum [6] is at:
dlogk (N∗ (k−1)+1)e−1). Additionally there areK different
paths from any source node to any target node. An alternative
path is selected by routing to the wrong next hop during the
first routing step. These paths all have a comparable length
and a high chance that they are non-overlapping, i. e. have no
more nodes in common than the source and the destination.
For example a de Bruijn network with 1000 nodes andK=10
has a path overlap of 3.7% ([6]). The probability of paths
overlapping further decreases proportionally to the product of
K and the diameter of the graph. This path redundancy is
one of the main reasons to use de Bruijn graphs for security
relevant systems: An attacker has to subvert all paths to alter
a message.

B. Related Work

The idea of de Bruijn networks is older than most recent
peer-to-peer networks. It has been used for interconnection
of processors in parallel computing, for example [7]. With
regard to the usability in peer-to-peer networks, [6] compared
many different network graphs. The de Bruijn graph was one of
the most favorable, because of its low diameter and constant
degree. The resulting network design was called ODRI (for
optimal diameter routing infrastructure). At at the same time
de Bruijn graphs have been proposed for peer-to-peer networks
[8], [5], [9]. Koorde [9] is an embedding of the de Bruijn graph
into a Chord [10] network, it therefore inherits many properties

from Chord. To gain resistance against node failures, either
a number of backup links are introduced or the alphabet
size K is increased up toO(logn). Since the number of
possible de Bruijn nodes is larger than the number of nodes
present in the network, each Koorde node is responsible for
a large number of de Bruijn identifiers. In [8] the de Bruijn
topology is used to establish a distributed hash table which
strives for probabilistic guarantees for lookups. Since the
lookup guarantees are loosened, the routing table maintenance
overhead is reduced too. Furthermore, lookup hot spots can be
alleviated by means of caching, and key collisions (which may
occur e. g. in file sharing networks) can be tolerated at the cost
of more lookup steps.

II. GENERALIZATION OF DEBRUIJN NETWORKS

As described in section I-A a de Bruijn-graph is only defined
for KL nodes. This would be a tough restriction, because a
peer-to-peer-network normally has an arbitrary and perma-
nently changing size. We therefore alter the building rules of
the graph slightly, so that it can hold any number of nodes.

The restriction of the graph that all nodes have the same
level L (length of the node identifier) is loosened. Without
further restrictions, such generalized de Bruijn-networks tend
to degenerate under churn, i.e. to accumulate level differences
of neighboring nodes. By this, de Bruijn-networks loose their
good properties (constant degree, low diameter, high probabil-
ity of non-overlapping paths). This paper describes a means
to circumvent this degeneration.

To prevent this corruption, the maximum level difference
between neighboring nodes is set to one. This is a greater
relaxation than is theoretically required, because only a level
difference of one level in the whole graph is necessary. But
the latter rule can only be enforced with global knowledge,
which is hard to obtain in the envisioned distributed system.
It will be described in the following how it is possible to keep
the property of a limited level difference between neighboring
nodes in a environment with churn.

In the following sections we will describe the rules for
building up, maintaining and routing in a graph with level
differences in time and space. The goal of these rules is first
of all to avoid unnecessary rebuilds of the graph as changes
happen in time. Second, the properties of the graph should
be altered as little as possible when nodes of different levels
neighbor each other.

A. Linkage of Neighboring Nodes

To achieve these goals, the ID of a node is extended to the
right if the level increases. The node is split intoK new nodes,
one for every possible extension (see figure 2 compare figure
1).

This leads to the rule that the character with the highest
significance is always deleted from one node to the next.
Additionally on the right as many characters as needed are
added. This can be zero, if the level decreases, one, if the
level stays the same or two, if the level increases. Because
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Fig. 2. The ID is extended to the right

of this, the changes of the graph are only local and as many
connections as possible are reused.

With these rules the in-degree of a node always stays
the same, but the out-degree changes between one andK2

(reduction of the changes see II-A.1). If the out-degree is of
importance (for example for security reasons, there should
be always a maximum number of paths to every possible
destination) it can be maintained by holding the connections
to the former neighbors as irregular neighbors. These are only
needed for routing as the first step, when one needs multi-
path-routing.

1) Decouple Linking Degree and Character Set:In this
scenarioK strongly influences the behavior of the network.
It sets the connection degree (G) and the number of possible
characters (Z).

Z = K = G

The number of possible characters again defines the number
of new nodes, which are formed out of one, when the level of
a node changes. The number of new nodes once more causes
the decrease or increase of out-degree as shown in the formula.

all neighbors have lower level: out-degree= G/Z = 1
all neighbors have higher level: out-degree= G·Z = G2

BecauseZ andG are the same, the out-degree vacillates so
strongly. But this strong correlation is not necessary. A much
weaker correlation is also possible:

G = ZM

beingM a arbitrary positive integer.
This replaces only one old character throughM new char-

acters, the rest stays the same.
But there is no need to addM characters, if the level of a

node is increased. Instead, just one character may be added.

00 00

01 00

10 00

11 00

00 01 0

00 01 1

01 00

01 01

01 10

01 11

Fig. 3. Decoupling of alphabet and node level.

By this the vacillation is decreased from square to linear.
To achieve the best possible gain,Z should be the smallest
possible number. The optimum is whenZ = 2.

Figure 3 shows the idea. The letters of the alphabet are
replaced as follows: A=00, B=01, C=10 and D=11.

B. Creating Churn Resistance

The border for level differences of one is hard to obtain in
such a network and requires a lot of maintenance effort. This
again would cause a low churn resistance.

Secondly for the safety of the data there has to be a certain
redundancy of the accounting data through out the network.
For these nodes keeping redundant data communication is
hard, because they have to use the network, which needs on
average logK (n) steps.

To overcome these problems, all of the instances which hold
the same data for safety reasons only (not those kept apart
for security reasons) are brought together in one node (the
number of them shall beC). From now on we distinguish
between nodes (vertices of the de Bruijn graph) and members
of nodes or instances (APs running the implementation). A
node can have many members. All these members of one node
have the same look of the de Bruijn network and are totally
interchangeable. They are connected through a second network
for synchronization purposes. This network can vary greatly,
it can be a (skip) ring, a (hyper) cube or fully connected. Let
the diameter of this network be Innerdim(C, I) depending on
the maximum node size and the numbers of connections used.

Such a node has a minimal and a maximal number of
members. If the maximum is surpassed the node is split into
Z new nodes with a level that is one higher than the old one.
If the minimum is reached the split is undone and theZ nodes
are joined again into one node.

The number of steps needed for communication between
the members of a node is constant because of this. Addi-
tionally the numbers of changes in the de Bruijn-network is
greatly (depending on the number of node members) reduced.
Depending on the threshold values for node splits and joins,
the expectation value for a node disappearing at all can be
negligible.

By this, the maintenance of the network is much simplified,
requires few resources. These are basic requirements for churn
resistance.

Because the node size has a (relatively low and constant)
upper limit, the effort for the inner node network is almost neg-
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ligible (constant). This can justify full connectivity between
the members.

As mentioned above, an instance now holds some con-
nections to other de Bruijn nodes and some connections to
instances of the same node. Let the upper limit of intra-node
connections beI . Therefore an instance still has a constant
(maximum) out-degree, but there is a total ofK+ I connections
required. SoI and K compete with each other. The total
diameter of the network is logK ( n

C)+ Innerdim(C, I) This tern
has to be optimized by balancingK and I and maybeC with
regard to the churn resistance and the relation of the traffic
amount for synchronization purposes and the amount of node
to node communication. For example, the target value forI
(and thereby node members assuming full connectivity among
them) can be set toO(logn) to create probabilistic survival
even if 1

2 of all instances fail simultaneously.

C. Optimizing Network Properties

In such a network the degree of overlap of paths depends
on the level of the node with the lowest level. The diameter
again can be estimated by the node with the highest level.

To optimize these and other properties, the level differences
should be as small as possible. For this task the fact can be
exploited that a node consists of several members. This can be
done by not only balancing the node levels but also the node
sizes among nodes in the network.

One can use two means:

1) by carefully placing new members
2) by letting members rejoin when differences above a

threshold are detected.

In the event of a network with a growing or stable size, the
placement of new members through for example random multi
point sampling or random walks (see [11]) will be sufficient
for balancing the network. Otherwise the number of leaving
computers is greater than the one of new computers. Because
of this there may be additional balancing needed. For this the
neighbors of a node are monitored. If the size of a neighbor
(with accounting for the level) is more than one smaller than
the own, local members re-execute the placement procedure
for new members with special attention to this neighbor. This
point of departure is superior to just sending a member to
the neighbor because a more global balancing is done and
security mechanisms built in this placement procedure can not
be circumvented.

The maximum level difference between the node with the
highest and the lowest level is

network diameter
minimum size of a node

and kept below this fraction by the eventual node change of
individual computers.

III. I MPLEMENTING AND EVALUATION

This network design can be easily transformed into a layered
architecture shown in figure 4. The lowest layer combines

Connection Management Protocol

Routing Protocol Boot Protocol

Node Mangement Protocol
Transport Layer

Application Layer

Fig. 4. Protocol stack architecture

TABLE I

PERFORMANCE OF THE ACCOUNTING SYSTEM(AVERAGED)

maximum number of instances 2186
minimum number of instances 114
lost packets 4.7·10−4

missing synchronizations 2.6·10−4

half opened accounts 3.2·10−3

computers or instances to de Bruijn nodes (NMP, Node Man-
agement Protocol). If a computer leaves gracelessly, it is
detected on this layer.

A second layer assembles nodes to the de Bruijn-network,
by handling the neighbors and their knowledge of each other.
Additionally, it handles the balancing of the network by
detecting differences between neighbors. For all this to work
the CMP (Connection Management Protocol) uses the NMP.
The routing of messages from an arbitrary node to any other
is done by a third layer (RP, Routing Protocol), by using the
connections created by the CMP.

The application itself, i. e. the accounting system, also uses
the routing protocol to transfer messages between instances
of the accounting protocol. It utilizes the offered multi-path-
routing for security related data exchange.

At last, the choosing of the integration place for a new
computer is done by a fourth protocol (BP, Boot Protocol).
This needs to use the CMP, but may also use any of the other
protocols.

Such a network, including the accounting system, was im-
plemented in POSIX-C using TCP/IP for the connections[4].
The full source code is available from the authors upon
request. Networks with up to two thousend instances of this
implementation were tested with respect to functionality and
stability under churn. The number of nodes per second, which
where disconnected from their neighbors because all of them
left before the network could react appropriately, was chosen
as metric for the stability of the network. In such extreme
cases, the instances execute the boot procedure to re-join
the network. The examination of the results confirmed that
aggregation of instances to nodes greatly increased the churn
resistance of the overall network. Also as expected, the longer
members stay in the network, the more stable the network
became. The tests showed that with a per instance failure rate
of 0.8 ·10−3 per second a minimum node size of 5 leads to
a stable network. For failure rates of 3.2 · 10−3 per second
the node size had to be increased to 8 in a network of 300
instances.

Next we estimated the maximal join and leave speed
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our implementation could tolerate without disturbance at the
de Bruijn level. We found that with a join rate below two in-
stances per node per second the invariant of maximal level dif-
ference between neighboring nodes of one was never violated.
Since a rebalance is necessary after instance departures where
two nodes are involved, the maximum handled departures rate
was one instance per node per second. When these rates are
increased, short periods of inconsistencies can occur.

On top of the established de Bruijn routing protocol we
implemented an accounting as system designed in [4]. Table
I shows the performance tests of the system. Even under the
imposed churn (the network shrank by a factor of 20), the
system worked as designed. This is due to the stability and
churn resistance of the underlaying de Bruijn network. When
instances get killed during the reception of a message, this
message is lost. In the implemented accounting protocol this
leads to missing synchronizations between different account
holders and half opened accounts. Both problems can be
solved very easily with the repetition of the lost message. In
the shown tests these messages were deliberatly not re-sent to
show that even without it the system is very stable.

IV. CONCLUSION AND OUTLOOK

In this paper we showed that it is possible to extend the
de Bruijn graph fromKL to an arbitrary number of nodes. A
network based on such a graph can be an important building
block for AAA-systems in the wireless domain, because the
resulting network has many desirable properties for security
relevant systems. First, the network scales well and has a
small diameter, resulting in few hops to, for example, account
holders. Second, the structure of the network allows multiple
independent paths between any two nodes, which reduces the
necessary trust in intermediate nodes. The implementation of
the proposal is described together with mechanisms to make
the system resistant against node churn.

Further work should explore ways to make the system more
resilient against non-arbitrary node failures. Also the ability
of the network to recover from net splits or re-joins can be
improved.
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Energy-Aware Routing in Sensor Networks:
A Large Systems Approach

Longbi Lin, Ness B. Shroff, and R. Srikant

Abstract— Sensor network nodes are often limited in
battery capacity and processing power. Thus, it is impera-
tive to develop solutions that are both energy and compu-
tationally efficient. In this work, we present a simple static
multi-path routing approach that is optimal in the large
system limit. In a network with energy replenishment, the
largenesscomes into play because the energy claimed by
each packet is small compared to the battery capacity.
Compared to the other routing algorithms in the literature,
this static routing scheme exploits the knowledge on the
patterns of traffic and energy replenishment, and does not
need to collect instantaneous information on node energy.
We also outline possible approaches for a distributed
computation of the optimal policy, and propose heuristics
to build the set of pre-computed paths. The simulations
verify that the static scheme outperforms leading dynamic
routing algorithms in the literature, and is close to optimal
when the energy claimed by each packet is relatively small
compared to the battery capacity.

Index Terms— Energy-Aware Routing, Sensor Network,
Large System, Mathematical Programming/Optimization,
Simulations

I. I NTRODUCTION

Energy-aware routing problem in sensor networks has
received significant attention in recent years [10], [11],
[16], [18], [20], [21]. Finding a good routing algorithm
to prolong the network lifetime is an important problem,
since sensor nodes are usually quite limited in battery
capacity and processing power. For exactly the same
reason, complex routing algorithms do not work well
in this scenario, due to excessive overhead. In this work,
we are interested in finding a simple and static routing
approach. We will also show that under reasonable
assumptions, this static routing algorithm suffices: it is
optimal in the large system limit.

In our context, thelargenesscomes into play because
the energy claimed by each packet is small compared to
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Applications (CWSA), School of ECE, Purdue University (email:
llin@purdue.edu, shroff@ecn.purdue.edu).

R. Srikant is with the Department of Electrical and Computer
Engineering and the Coordinated Science Lab, University of Illinois
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the battery capacity.In this work, we study the routing
problem in sensor networks with energy replenishment.
Energy sources, e.g., solar cells, can be attached to
sensor nodes to prolong the network lifetime [5], [6],
[15]. For any individual node, on the one hand, there
is energy consumption, which is mainly due to radio
communications [1]. There is, on the other hand, incom-
ing energy from the energy source. From this point of
view, the battery acts as an energy buffer. We will show
the optimality of the static routing algorithm when this
buffer size is large, or equivalently, the energy claimed
by individual packets is small compared to the battery
capacity.

In [12], a dynamic routing algorithm, E-WME, was
proposed for sensor networks with energy replenishment.
It was shown to be asymptotically optimal when the
number of nodes in the network is large. One interesting
feature of this algorithm is that it does not need any infor-
mation on the statistics of the input traffic. The E-WME
algorithm is optimal since it achieves a performance
ratio (with respect to the best offline algorithm) that is
logarithmic in the number of nodes in the network. It is
shown in [12] that no algorithm can do better than this
algorithm,if no knowledge about future packet arrivals is
present.However, what if we had some knowledge of the
future packet arrivals? For instance, in a sensor network
that collects video footage at regular intervals, the data
rate may be known a priori. Armed with this kind of
information, an algorithm should be able to perform
better. In fact, the proposed static routing approach in
this paper exploits the available statistical information
on the packet arrivals and energy replenishment.

The rest of this paper is organized as follows: in
Section II, we formulate the problem of energy-aware
routing with energy replenishment, and present our en-
ergy queue model. In Section III, we present our algo-
rithm, show its optimality, and discuss the implications.
We proceed by discussing some issues related to the
implementation of the static approach in Section IV.
Numerical results are provided in Section V. Finally,
concluding remarks are presented in Section VI.
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II. PROBLEM FORMULATION

A wireless multi-hop network is described by a di-
rected graphG(V,E), where V is the set of vertices
representing the sensor nodes, andE is the set of edges
representing the communication links between them.
Packets are sent in a multi-hop fashion: a path from
source to destination consists of one or multiple edges.

There areI classes of packets. Each class is associated
with a different source-destination pair, and possibly
different energy requirements for the nodes along the
path. Classi packets arrive to the network according
to a Poisson process with rateλi. For classi, there
are θ(i) pre-computed paths. We useHn

ij to denote the
routing matrix:Hn

ij = 1 if noden is in pathj of classi,
andHn

ij = 0 otherwise. The routing decision on classi
packets can be described as

~pi = (pi1, pi2, . . . , piθ(i)),

wherepij denotes the probability of packets of classi be-
ing sent along thejth path. We use~p = (~p1, ~p2, . . . , ~pI)
to denote the total routing decision. In a dynamic routing
scheme,pij can depend on instantaneous information
such as residual energy and energy replenishment rates
at different nodes, and therefore can be a function of
time. In a static routing scheme, pre-computed~p is used,
which is the same as the static splitting probability in a
proportional routing scheme.

Available Energy

Used Energy Due to Prvious Packets

Virtual Packet Arrivals

Battery

Energy Source

Fig. 1. The energy queue model: one queue case

Each node is modelled as an energy queue, as shown
in Figure 1. The battery is a buffer of sizeK and
the nodal energy source serves as the server of the
queue. When a real packet is routed through a node (and
therefore incurs some amount of energy to replenish), a
“virtual packet” arrives to the energy queue associated
with this node. Note that our main focus is to model

the dynamics of the energy consumption/replenishment
processes in the network. Since packet transmissions
happen at a much smaller time-scale than the time-scale
of energy replenishment, it is assumed that, when a
real packet is routed through a path without blocking,
a “virtual packet” arrives simultaneously to each of the
energy queues along the path. This is illustrated by
Figure 2. In other words, there is no notion of packets
leaving one energy queue and enter the other. Instead,
the interaction of the queues happens through blocking
and mean service time, which will be discussed next.
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Fig. 2. The energy queue model: multiple queues

If a real packet cannot be sent to the next hop due to
energy depletion at one of the nodes, say noden, along
the route, this packet is blocked. In a dynamic scheme
which utilizes instantaneous system state information, no
virtual packet needs to be added to any of the energy
queues along the path, since the real packet will be
blocked in any case (i.e., there is no gain in admitting the
packet). In a static scheme where instantaneous system
state information may not be available, the packet may
still be relayed down the path until it reaches noden. In
this case, only the upstream nodes from noden receive
the corresponding “virtual packet” arrivals.

The energy queue is work conserving: as long as
there is at least one “virtual packet” in the queue, the
energy source will be working on replenishing the used
energy due to that packet. The time it takes for noden
to replenish the energy consumption due to receiving
and/or transmitting a packet of classi sent on pathj is
i.i.d with mean1/µn

ij . The randomness is mainly due to
the stochastic nature of the energy source: for a given
energy source, the energy replenishment rate can vary
from time to time, even though the overall process is
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stationary.1 Furthermore, different energy sources can
have different characteristics in replenishing a certain
amount of energy. That is the reason why the service
time distribution is assumed to be general. The average
energy replenishment rate depends on the following three
factors:
• Node:Heterogeneous energy distribution is allowed

across the network.
• Class:Different classes of packets can have differ-

ent energy requirement for the nodes along the path.
• Path: It is assumed that a node can have a com-

plicated power control scheme in which multiple
transmission power levels are used to communi-
cate with different neighbors. Therefore, the energy
requirement can be different depending on which
neighbor it transmits to.

Since the queueing system has finite buffers and the
input process is memoryless, under any dynamic policy
~g, we assume the system states (the vector of the backlog
of all the energy queues) evolve according to a stationary
and ergodic stochastic process.

Consider any policy~g. Let Ng
ij(0, t) denote the total

number of packets admitted to pathj of classi during
time window [0, t]. Define

λg
ij = lim

t→∞
Ng

ij(0, t)
t

(1)

to be the packet arrival rate of pathj of classi. This is
well defined since the system is stationary and ergodic.

Also let Ni(0, t) denote the total number of classi
packet arrivals in[0, t]. Clearly, we have

λi = lim
t→∞

Ni(0, t)
t

. (2)

Define the average acceptance rate of classi packets
on pathj to be

qg
ij =

λg
ij

λi
. (3)

Then the total acceptance rate for classi packets is∑θ(i)
j=1 qg

ij .
Let Ui(·) be a class-specific utility function of the total

acceptance rate of this class. The utility functionUi(x)
measures the usefulness of having an acceptance rate of
x for class i packets. We make the usual assumption
thatUi(·) is strictly concave and non-decreasing for any
class.

1Note that the energy replenishment process could be non-
stationary over very long periods of time, e.g., night and day.
However, this can be easily handled by developing different solution
for each time of day.

Our goal is to maximize the total weighted utility:

max
g

I∑

i=1

λiUi(
θ(i)∑

j=1

qg
ij), (4)

subject to energy constraints: a packet can be routed
through a path only if all the nodes along the path have
sufficient energy (in other words, space in their buffer).

It is worth noting thatqs
ij = pij(1 − PB,ij) for a

static scheme, wherepij is the pre-computed splitting
probability and PB,ij is the blocking probability of
classi packets on pathj.

We will show that a static routing scheme can have
performance that is arbitrarily close to that of the best
dynamic routing scheme, if the energy claimed by each
packet is small compared to the battery capacity. In other
words, by carefully designing a static scheme, one can
reap most of the benefits of performance without the
high cost of implementation.

III. STATIC ROUTING WITH ASYMPTOTIC

OPTIMALITY

In this section, we will show that the performance
of a carefully designed static routing scheme is asymp-
totically optimal in the large system limit. To this end,
we first find an upper bound on the performance of
the optimal dynamic routing scheme, construct a static
routing scheme from the upper bound, and finally show
the optimal performance of the static scheme if the
energy claimed by each packet is small compared to the
battery capacity.

Before stating our main result, we introduce a few
notation here. In a system where each energy queue has
a buffer of sizeK, let J∗K denote the performance (the
total weighted utility as defined by Equation (4)) of the
optimal dynamic routing, andJs

K the performance of the
static scheme of interest.

Theorem 1:(Asymptotic Optimality of the Static
Routing)
∀ε > 0, ∃δ(ε) > 0, s.t.

lim sup
K→∞

J∗K < lim
K→∞

Js
K + ε, (5)

where the static scheme uses the splitting probability
from the solution~p of the following optimization prob-
lem:
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max~p

I∑

i=1

λiUi(
θ(i)∑

j=1

pij), (6)

subject to pij ≥ 0, ∀i, j,
θ(i)∑

j=1

pij ∈ [0, 1], ∀i,

I∑

i=1

θ(i)∑

j=1

λipijH
n
ij

µn
ij

≤ 1− δ(ε), ∀n ∈ V.

Proof of Theorem 1:Please refer to the Appendix for
the proof.

Remarks:
1) From Theorem 1, given a set of packet classes, as

well as a set of pre-computed paths for each class,
a static routing approach can be derived from opti-
mization problem (6) whose total weighted utility
approaches the optimal value when the granularity
of the battery gets finer and finer. The intuition
behind this result is two-fold. First of all, from an
energy conservation point of view, the constraints
in optimization problem (6) give a fundamental
limit on how much utility any dynamic algorithm
can achieve, ifpij in (6) is viewed as the average
acceptance rate of classi packets on pathj under
this policy. Furthermore, the static approach using
the optimal splitting would be in fact optimal, if
there were no blocking, once a packet is assigned
to a path. In fact, the probability of such blocking
goes to zero, as the per-packet energy consumption
becomes smaller and smaller, as compared to the
battery size.

2) There are in fact two types of blocking taking
place here: (a) the static controller decides from
the splitting probability that a packet should be
rejected at the source, and (b) a packet is admitted
to one of the paths, however, one or more of the
nodes along the path in fact does not have enough
energy to forward this packet. When we say in the
above paragraph that the blocking probably goes to
zero, we are referring to the latter case. The reason
why it goes to zero is that the ability for the battery
to absorb the difference between the incoming and
outgoing energy becomes stronger and stronger,
as the per-packet energy consumption becomes
smaller and smaller. It gives one an illusion that it
is the increase in the initial energy that gives rise
to the decrease in blocking probability. In fact, in
Theorem 1, we do not make any assumption on

the initial energy, except that it is certainly upper
bounded by the size of the battery. We can assume
that all nodes have an empty battery to begin with,
and still prove the result of Theorem 1.

3) The convergence of the performance of the static
approach to the upper bound is at least as fast as
1/K, whereK is the battery size measured in per-
packet energy consumption. This is evident from
the second part of the proof in the Appendix.

The static approach is attractive for the following
reasons:

• Unlike a dynamic routing algorithm, there is no
need to collect information on instantaneous nodal
energy. This amounts to a great reduction in rout-
ing overhead, which in turn saves more energy in
communications. In a practical system where some
of the input parameters may be non-stationary (e.g.,
different average rate of energy replenishment due
to seasonal solar radiation), one may need to recal-
culate the optimal routing probability. Nonetheless,
such recalculations can be carried out at a much
lower frequency.

• By using the static splitting probability from (6), the
static approach adapts to the class-specific utility
functions, the traffic load, the topology, and the
available in-network energy resources. For instance,
different shapes of utility function can lead to
different ways of splitting the input traffic. Another
example is the energy-aware admission control. If
the offered traffic load is quite heavy, with respect
to the energy replenishment rate, (6) will produce
an optimal solution that is more conservative in
admitting the packets. In Section V, we provide
some numerical results to further justify the above
claims.

IV. I MPLEMENTING THE STATIC ALGORITHM

A. Distributed Computation of the Optimal Splitting
Probability

To find a way to compute the optimal splitting prob-
ability in a distributed fashion, one possibility is to
consider the dual of (6). The major challenge here is
that the dual function may not be differentiable due to
the lack of strict concavity of the primal function. As
pointed out in [4], there are at least two ways to handle
this problem: one is to use nondifferentiable optimization
[3] to solve the dual, and the other is to use the proximal
minimization algorithm [13]. We will study the use of
both approaches for future work.
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B. Obtaining Pre-computed Paths

The proposed static approach is optimalwith respect
to the given set of pre-computed path. Therefore, the
quality of the pre-computed paths affects the optimality
of the static solution. On the one hand, to maximize
the total utility, it is desirable to have a very large set
of alternative paths for each class; on the other hand, to
lower the overall complexity of the algorithm, we need to
limit the number of paths for each class. In fact, there is
probably no need to enumerate all the paths between any
source-destination pair. Consider the case of a network
where the traffic load is relatively uniform. The path that
goes through far away nodes probably would not be used
even if it was included in the set of pre-computed paths.
Therefore, we focus on finding a relatively small set of
“good” paths.

Interestingly enough, it is a routing problem by itself
to select a relatively small set of “good” paths in an
energy-aware fashion. It is then natural to turn to a good
dynamic routing heuristic, e.g., E-WME routing [12], to
obtain a set of pre-computed paths. The idea is to first
cache the paths used by the dynamic routing algorithm
for each source-destination pair, and then use the static
approach to further optimize on top of the given set of
paths.

More specifically, in the sensor networking scenario,
one can design a routing setup phase which happens
during the deployment of the network. Each node begins
by simulating some dynamic routing protocol on the
current topology. It is a simulation in the sense that nodes
do not pass large data packets, and that they use a virtual
battery instead of the real one. When any destination
node receives a simulated data packet, it caches the
path that the packet has traversed. At the end of this
route setup phase, each destination node sends a route
summary to the corresponding source node. The static
approach can then calculate the routing probability using
a distributed solution and take over the routing task.

V. NUMERICAL RESULTS

A. Interaction of Classes: A Simple Example

We now describe the results from our simulations. As
described in Figure 3, this network consists of6 nodes
and 6 links. All nodes have the same battery size. It
takes unit energy to transmit a packet from one node to
another. Table I shows the rate of energy replenishment
at different nodes, where1/µn is the average time for
noden to replenish the energy due to the transmission
of one packet to next hop.

1 2

3

4

5 6

Fig. 3. Example of a small network

TABLE I

RATE OF ENERGY REPLENISHMENT AT DIFFERENT NODES

µ1 µ2 µ3 µ4 µ5 µ6

1.0 1.0 3.0 3.0 1.0 1.0

There are three classes of packets. Each class of
packets arrives to the network according to a Poisson
process with unit arrival rate. The class-specific concave
utility functions is

Ui(a) =
log(tia + 1)
log(ti + 1)

,

wherea is the total acceptance rate of classi. The utility
function is non-negative, equal to zero ifa = 0, and
equal to one ifa = 1. The parameterti > 0 defines
the concavity of the utility function: the largerti is, the
more concave the utility function is.

Table II summarizes the parameters of the three
classes and the static solution from optimization prob-
lem (6), whereδ is chosen to be0.001. We have the
following observations:

• Class 1 and class3 are symmetric in topology,
nevertheless they have different acceptance rates
in the static solution. This is because their utility
functions are different. The energy available at
nodes2 and 5 is the bottleneck in this scenario,
since we only consider energy consumption due to
packet transmissions. The way the energy resource,
e.g., at node5, is shared between class2 and class3
depends on the shape of their utility function. The
utility function of class3 is more concave. In other
words, given any acceptance rate, class3 has an
utility that is greater than or equal to that of class1
or class2. Therefore, in the optimal static solution,
class3 has the minimum total acceptance rate, since

163



TABLE II

PARAMETERS OF THE THREE CLASSES AND THE STATIC SOLUTION

classi source destination ti path(s) static solution
1 1 4 1 R11 = [1, 2, 4] p11 = 0.8640

2 3 4 1
R21 = [3, 2, 4]
R22 = [3, 5, 4]

p21 = 0.1350
p22 = 0.7291

3 6 4 100 R31 = [6, 5, 4] p31 = 0.2699

its marginal return diminishes faster than the other
two.

• The interaction of class1 and class2 is through the
resource contention at node2. It turns out they have
the sametotal acceptance rate in the static solution,
since they have the same utility function.

• All of the acceptance rates are non-zero due to the
concavity of the utility functions.

Figure 4 shows that the total utility of the static
routing approaches the upper bound as the battery size
is increased. Each point of this figure is obtained by
running the simulation with different random seeds (the
topology remains unchanged) for100 times and taking
the average of the total end-to-end throughput in the
steady state. The resulted mean packet data rate is then
substituted into the utility function to calculate the total
network utility. The upper bound is computed from
optimization problem (6), whereδ is chosen to be zero.
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Fig. 4. Total utility as a function of battery size

It is evident from Figure 4 that the total utility of
the static solution quickly approaches the upper bound,
when the battery size is reasonably large. For instance,
if each battery supports transmitting50 packets without
replenishment, the gap between the upper bound and the
static approach is less than1.6%.

B. Throughput Comparison: Static versus Dynamic

For this set of simulations, we randomly deploy40
nodes on a10×10 field. Again, all nodes have the same
battery size, and it takes unit energy to transmit a packet
from one node to another. Furthermore, all nodes have an
uniform transmission range (we choose this transmission
range to be3 so that the network is initially connected).
There is a link between nodesn andm if and only if (a)
the distance between them is less than or equal to the
transmission range of a node and (b) noden has enough
energy to transmit a packet fromn to m directly.

There are16 classes of packets, each class with a
randomly generated source-destination pair. The packets
in each class arrive to their source node according to a
Poisson process with rateλi = 0.6. For each node, the
time it takes to replenish the energy due to transmitting
one packet is exponentially distributed with meanµn =
1.

We compared the throughput performance of the fol-
lowing three routing approaches:

• E-WME [12] as the dynamic routing approach. The
E-WME approach has a built-in admission control
component. To decide whether to admit a packet
into the network, the E-WME algorithm compares
the per-packet revenue to the dynamic E-WME cost
metric. Since we want to maximize the throughput
performance, we set the per-packet revenue to be a
constant.

• Static routing proposed in this paper, withδ =
0.001. The set of pre-computed paths is generated
by the E-WME algorithm. For each class of packets,
the first20 paths used by the E-WME algorithm are
cached and later passed to the static routing solver
to compute the static splitting probability. Since we
want to maximize the throughput performance, we
set the utility function to be proportional to the total
acceptance rate.

• Greedy minimum hop routing. This is a greedy
approach in the following sense. On the one hand,
this approach tries to take as little energy as possible
from the network each time by choosing the path
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with minimum hop count. On the other hand, there
is no admission control. As long as there is at least
one path with enough energy connecting the source
to the destination, the packet will be accommodated.

The E-WME algorithm is selected for comparison
since it is among the best dynamic energy-aware routing
algorithms. In [12], it is shown that it outperforms
other energy-aware routing algorithms in the literature.
Furthermore, in a competitive ratio sense, the E-WME
algorithm is optimal when number of nodes in the
network is large.

The greedy minimum hop routing is chosen because
it is a natural way to “saturate” the network in order
to determine the network throughput capacity, which is
limited by the energy replenishment. This should provide
a base line approach to which we can compare the more
sophisticated static and dynamic algorithms.

We now sketch the static solution by describing the
routing decision on class16, as shown in Figure 5.
Class16 packets travel from node36 to node6. As we
can see from Figure 5, the static routing solution uses
three paths. An incoming packet of class16 is rejected
with probability Preject = 0.2062. An accepted packet
is then assigned to one of the three paths with different
probability, as indicated in Figure 5. It is interesting to
note that the shortest path (shortest in hop count) is not
the most preferred path in terms of splitting probability.
This is because the routing decision depends on other
classes of traffic, in addition to class16 traffic. The need
to load balance here outweighs the importance of using
the minimum resources. This is consistent with some
observation made in the dynamic routing literature [7],
[12], [14] and the online load balancing literature [2].
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Fig. 5. Multi-path routing solution for class16

Figure 6 shows the throughput comparison of the three
routing approaches as a function of the battery size.

The throughput here is the total long-term rate that the
network can support, summing over all the16 classes.
Each point of this figure is obtained by running the
simulation with different random seeds (the topology
remains unchanged) for10 times and taking the average
of the total end-to-end throughput in the steady state. The
upper bound is computed from optimization problem (6),
whereδ is chosen to be zero.
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Fig. 6. Throughput comparison of the three routing approaches

It is evident from Figure 6 that the static approach out-
performs the E-WME approach and the greedy minimum
hop approach, and the throughput performance is close
to the upper bound, when the battery size is reasonably
large. For instance, if each battery supports transmitting
200 packets without replenishment, the gap between the
upper bound and the static approach is less than0.12%.

There are two major differences between the static
algorithm and the dynamic E-WME algorithm:
• They belong to different information regimes [9].

In the static case, we are using statistical informa-
tion about the input traffic and the rate of energy
replenishment at the nodes. In the dynamic case,
the E-WME algorithm does not utilize this kind
of information explicitly. So one interesting aspect
shown by this set of simulation is how much it helps
if one knows some information about the traffic,
replenishment rate, etc.

• The static approach does not require instanta-
neous information on node residual energy, which
amounts to potentially smaller amount of routing
updates.

In setting up the E-WME approach, we use a set
of parameters specified in [12]. If we use this routing
approach as a heuristic cost metric and further fine-
tune the E-WME routing parameters, it is possible to
see even better throughput performance than the static

165



routing. However, this kind of fine-tuning is topology-
dependent: different network topology leads to different
optimal dynamic routing parameters. Traffic pattern and
rate of energy replenishment also have some impact
on the choice of the optimal routing parameters. In
the static case, this is automatically taken care of,
since optimization problem (6) uses the topology/traffic
rate/replenishment rate as the optimization constraints.

In general, it may not be important to ask which
approach, static or dynamic, is the optimal solution.
Rather, it is more about the question of which approach
is more suitable for a given scenario. If the application
scenario is such that we know some information about
traffic/replenishment pattern, but the cost is high to
obtain information on instantaneous residual energy, the
static approach is preferred. Otherwise, the dynamic
approach can be an attractive alternative.

VI. CONCLUSION

In this work, we address the problem of energy-aware
routing in networks with renewable energy sources.
Our energy model allows different kinds of energy
sources and heterogeneous energy source distribution.
The network model allows different classes of packets
to have different energy requirement and class-specific
utility function, which is defined on the total acceptance
rate. We show that a carefully designed static routing
algorithm can have performance that is arbitrarily close
to that of the best dynamic routing algorithm, if the
energy claimed by each packet is small compared to the
battery capacity. In other words, by carefully designing
a static scheme, one can reap most of the benefits of
performance without the high cost of implementation.
The results from our simulations confirm the above
claim.

The following are possible directions for future work.
Section IV-A lists a few options to compute the static
solution in a distributed fashion. Instead of using a dual-
ity approach, one can also use a primal algorithm with a
penalty function [19] to solve the optimization problem
approximately. It would be interesting to compare this
approach to the proximal minimization solver, in terms
of complexity and accuracy.

The performance of the static algorithm approaches
the network capacity, which is constrained by the avail-
able energy. In addition to taking energy considerations
into account, our routing decisions should also take
into account different channel conditions, especially in a
wireless environment. The goal will be to develop simple
and static cross-layer algorithms that favor good channel

conditions in order to minimize packet retransmissions,
and thus avoid unnecessary wastage of battery resources.

APPENDIX

Proof of Theorem 1:
(a) Let Jub be the maximum value of optimization

problem (6). We first show thatJ∗K is upper bounded by
Jub + ε.

Let J̃ub be the maximum value of the follow optimiza-
tion problem:

max~p

I∑

i=1

λiUi(
θ(i)∑

j=1

pij), (7)

subject to pij ≥ 0, ∀i, j,
θ(i)∑

j=1

pij ∈ [0, 1], ∀i,

I∑

i=1

θ(i)∑

j=1

λipijH
n
ij

µn
ij

≤ 1, ∀n ∈ V.

Compared to optimization problem (6), the only dif-
ference is that the right hand side of the last inequality
is now 1, instead of(1− δ(ε)).

Let N∗
ij(0, t), λ∗ij , andq∗ij be the corresponding quan-

tities in Equations (1) and (3) for the optimal dynamic
scheme. Since

θ(i)∑

j=1

N∗
ij(0, t) ≤ Ni(0, t),

from Equations (1), (2), and (3), it is evident that(q∗ij)
satisfies

q∗ij ≥ 0, ∀i, j, and
θ(i)∑

j=1

q∗ij ∈ [0, 1],∀i. (8)

Furthermore, since each packet inN∗
ij(0, t) is even-

tually served by the server at noden, if Hn
ij = 1, we

apply Little’s Law on the server at noden for the classi
packets admitted and sent on itsjth path:

E{Ln
ij} =

λ∗ijH
n
ij

µn
ij

,

whereLn
ij is the in-server queue length of packets from

class i, path j. Since the server either processes one
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packet when it is busy, or zero when it idles, we have

P{Server Busy at noden}

= E{
I∑

i=1

θ(i)∑

j=1

Ln
ij}

=
I∑

i=1

θ(i)∑

j=1

E{Ln
ij}

=
I∑

i=1

θ(i)∑

j=1

λ∗ijH
n
ij

µn
ij

. (9)

The LHS of the above equation is a probability measure
and therefore upper bounded by1. Sinceλ∗ij = λiq

∗
ij ,

we have
I∑

i=1

θ(i)∑

j=1

λiq
∗
ijH

n
ij

µn
ij

≤ 1. (10)

From Equations (8) and (10),(q∗ij) satisfies the con-
straints in optimization problem (7). It follows that

J∗K ≤ J̃ub. (11)

We claim that the following relationship also holds:

J̃ub < Jub + ε. (12)

From Equation (11) and (12), it follows thatJ∗K < Jub+
ε, which what we want to prove in Part (a).

Now let us show Equation (12) is indeed true. Let
(p0

ij)ij be the solution of optimization problem (7).
Clearly,∀δ ∈ (0, 1), (1−δ)(p0

ij)ij satisfies the constraint
in optimization problem (6). The corresponding function
value of (6) is denoted asJ0

ub. It follows that

J0
ub ≤ Jub. (13)

Also,

J̃ub − J0
ub

=
I∑

i=1

λi


Ui(

θ(i)∑

j=1

p0
ij)− Ui((1− δ)

θ(i)∑

j=1

p0
ij)




≤
I∑

i=1

λiCδ

θ(i)∑

j=1

p0
ij , (14)

whereC is a constant. The above inequality is true since
each Ui(·) is concave and therefore Lipschitz on the
compact constraint set, and there are only finite number
of such functions. Furthermore, we can chooseδ > 0
small enough such that RHS of (14) is less than any
given ε. In other words, we have

J̃ub − J0
ub < ε. (15)

From Equations (13) and (15), we are done proving our
claim (12).

To sum up, in Part (a), we show thatJ∗K < Jub + ε.
(b) Let (pij)ij be the solution to optimization prob-

lem (6), then

Jub =
I∑

i=1

λiUi(
θ(i)∑

j=1

pij).

The performance of the static scheme using(pij)ij as
the splitting probability is

Js
K =

I∑

i=1

λiUi(
θ(i)∑

j=1

pij(1− PB,ij)),

wherePB,ij is the blocking probability of packets from
classi, on pathj.

If we can show that the blocking probability goes
to zero asK → ∞, it follows that Js

K → Jub. This,
combined with Part (a), gives the conclusion in the
theorem.

We now show that the blocking probabilityPB,ij goes
to zero asK →∞.

Let S denote the original system of energy queues
with buffer sizeK, andS̃n the following system: noden
still has buffer sizeK, and all other nodes have infinite
buffer space. LetPn

K,ij and P̃n
K,ij denote the probability

of the energy queue at noden being full in systemS
and S̃, respectively.

Since more virtual packets arrive to the queue at
noden in systemS̃, using a sample path argument, it is
clear thatPn

K,ij ≤ P̃n
K,ij .

Let Rij = (n1, n2, . . . , nm(i,j)) be pathj of classi
packets. LetM be the upper bound on the hop count
of any path. We define eventBij to be the event that
a packet of classi assigned to pathj is blocked, and
Fn to be the event that energy queue at noden full. The
blocking probability of classi packets assigned to pathj
is

PB,ij = Pr{Bij}
= Pr{

⋃

n∈Rij

Fn}

≤
nm(i,j)∑
n=n1

Pn
K,ij

≤
nm(i,j)∑
n=n1

P̃n
K,ij

≤ M max
n∈Rij

P̃n
K,ij . (16)
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From the above formula, to showPB,ij → 0, it
suffices to show that̃Pn

K,ij → 0. Note that P̃n
K,ij is

the blocking probability of a singleM/G/1/K queue
with multiple classes of Poisson arrivals. From PASTA
[17], P̃n

K,ij = P̃n
K , whereP̃n

K is the probability of queue
being full, as observed at an arbitrary time. Therefore,
to calculate the blocking probabilitỹPn

K , the queue can
be viewed as aM/G/1/K queue with a single class
arrivals. Consider the correspondingM/G/1/∞ queue,
and define the overflow probability

P̃n
K,∞ = Pr{Qn ≥ K},

where Qn ∈ Z+ is the workload of energy queue at
noden.

A sample path of the workload inM/G/1/K queue
can be constructed from a sample path ofM/G/1/∞
queue by removing all the time intervals when the
workload is aboveK [8]. It is thus clear that

P̃n
K ≤ P̃n

K,∞. (17)

Now we have aM/G/1 queue with infinite buffer, and
we want to show its blocking probabilitỹPn

K,∞ goes to
zero, asK →∞. The arrival rate to thisM/G/1 queue
is

λ̃n =
I∑

i=1

θ(i)∑

j=1

λipijH
n
ij . (18)

A packet from classi on pathj has a mean service
time of 1/µn

ij , therefore the overall mean service time is

1
µ̃n

=

∑I
i=1

∑θ(i)
j=1

1
µn

ij
λipijH

n
ij

∑I
i=1

∑θ(i)
j=1 λipijHn

ij

. (19)

From (18) and (19), the overall load is

ρ̃n = λ̃n
1
µ̃n

=
I∑

i=1

θ(i)∑

j=1

1
µn

ij

λipijH
n
ij . (20)

Recall that (pij)ij is the solution to optimization
problem (6). It follows thatρ̃n < 1. We then invoke
Pollaczek-Khinchine formulas [17], and the expected
queue length is

E{Qn} =
(

ρ̃n

1− ρ̃n

)
[1− ρ̃n

2
(1− µ2

nσ2
n)], (21)

whereσ2
n is the variance of the service time distribution.

Sinceρ̃n < 1, E{Qn} is finite. From Markov Inequality,

P̃n
K,∞ = Pr{Qn ≥ K} ≤ E{Qn}

K
. (22)

Therefore,P̃n
K,∞ → 0, asK →∞. It follows from (17)

that P̃n
K → 0, asK →∞.

Q.E.D.
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Abstract— In traditional approaches to energy efficient routing,
a node needs to receive routing messages from all of its neighbors
to be able to select the best route. In a previous work, we
have proposed a technique that enables the best route selection
based on exactly one message reception [1]. Our protocol delays
forwarding of routing messages (RREQ) for an interval inversely
proportional to the residual energy. Energy-delay mappingtech-
niques make it possible to enhance an existing min-delay routing
protocol into an energy-aware routing that maximizes the lifetime
of sensor networks. We have proposed some heuristic functions
to perform the energy-delay mapping. This paper analyzes
their limitations and derives a suitable synthetic function that
guarantees that a node selects the best route with very high
probability. We also identify comparative elements that help us
to perform a thorough a posteriori comparison of the mapping
functions in terms of the route selection precision. Simulation
results show that our synthetic functions select routes with very
high precision while keeping the propagation delay of routing
messages reasonable.

I. I NTRODUCTION

Sensor networks are composed of wireless nodes that sense
various environmental phenomena and maintain communica-
tion interconnection via multihop routing. These easily de-
ployable, self-organized, and relatively low-cost networks are
expected to be massively deployed in many applications such
as habitat monitoring, disaster relief and surveillance [2]–[4].
The success of the applications relies on the network lifetime
that depends on the life span of nodes. Hence, energy saving
is the crucial factor in designing long-lived sensor networks,
mainly because nodes are powered by batteries that may be
costly, difficult, or even impossible to replace or recharge.

Designing a universal scheme for optimizing energy sav-
ings is challenging due to the variety of sensor network
applications. However, for most of applications, measurements
presented in the literature [5], [6] and obtained from our ex-
epriments (Table I1) show that radio communication is a major
source of energy consumption. Therefore, many protocols at
different layers have been proposed to address this issue [9].
In the rest of this paper, we focus on energy-efficient routing
protocols [10].

At the routing layer, energy-efficient protocols use one
strategy or a combination of them to maximize network

1We carried out these measurements on the MC 13192 SARD sensornode.
The measurements closely match the values announced in datasheets [7], [8].

TABLE I

CURRENT CONSUMPTIONMEASUREMENTS FOR

FREESCALE MC 13192 SARD

Radio Idle (not ready to receive) 0.5 mA
Radio Tx (Transmit) 39 mA (at +4 dbm)
Radio Rx (Receive) 39 mA

MCU (Active) 10 mA
MCU (Partially Active) 8 mA

LED 4 mA
Accelerometer sensors 3 mA

lifetime: a) min energy metric and b) max-min residual energy
metric. In min energy routing, nodes select the route that
consumes the least amount of energy. Usually, nodes adjust
their transmission power and construct a minimum energy
topology to reduce the overall energy consumption of the
network [11], [12]. The resulting topology guarantees that
each node communicates with other nodes using the route
that consumes the least amount of energy possible overall. In
max-min residual energy routing, nodes estimate their residual
energy and cooperate to prevent the most vulnerable ones from
being overused avoiding in this way premature energy exhaus-
tion [13]. Such protocols choose routes bypassing vulnerable
nodes, which ensures load balancing and avoids early network
fragmentation.

Many research results (see also Section V) conclude that an
energy efficient routing protocol that maximizes the life span
of a sensor network should combine both min energy and max-
min residual energy metrics, because these two approaches
are complementary. Indeed, at the beginning of the network
life time, the network is dense and nodes have high residual
energy: the use of a pure max-min metric may be counter
effective—by trying to protect nodes with low residual energy,
the max-min metric always selects routes for which the most
vulnerable node has the highest residual energy; such a route
may actually dissipate more energy than others. So, the min
energy metric, which selects the route with the least energy
consumption, is a better choice when nodes have enough
energy, i.e. their residual energies are larger than a predefined
threshold. The max-min residual energy metric should be used
to protect nodes with low residual energy, i.e. less than a
predefined threshold.

Although such hybrid protocols contribute to better network
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lifetimes, they still have some drawbacks. In another work [1],
we have identified the problem of superfluous routing mes-
sages that a node may receive while making the best routing
decision. Indeed, in traditional routing protocols with the
metrics such as min energy or max-min residual energy, a node
needs to receive routing messages from all of its neighbors to
be able to select the best route, because the messages contain
values required for route selection. We argue that the reception
and comparison of all the messages are not needed, since
the node eventually selects only one route. To address this
issue, we have proposed an approach that enables the best
route selection based on exactly one message reception [1].
Our protocol delays forwarding of routing messages (RREQ)
for an interval inversely proportional to the residual energy. In
this way, the routing message on the best route arrives the first
so that the node may ignore the superfluous routing messages
that arrive afterwards. Nevertheless, the proposed energy-delay
mapping does not guarantee that the selected route is always
the best, because the intentional forwarding delay was based
on heuristic functions [1].

In this paper, we address these limitations and propose a
synthetic function instead of heuristic ones to make sure that
a node selects the best route with very high probability. We
also identify comparison elements that help us afterwards to
perform a thorough a posteriori comparison of the mapping
functions in terms of route selection precision.

II. BACKGROUND

A. Diffusion Routing

Energy-delay mapping techniques enhance any min-delay
routing including gradient routing used inDirected Diffu-
sion [14]. Gradient routing is destination-initiated in the sense
that data collectors (also called sinks) interrogate data publish-
ers (also called sources) asking for specific data. This phase,
similar to a route request in on-demand routing protocols,
is called interest propagation. It establishes localized data-
forwarding pointers (called gradients) from sources to sinks.
The sources then stream the requested data back to the sinks
according to the directions indicated by the gradients. Al-
though there are different implementations of gradient routing,
one phase pull directed diffusion is the best fit when few sinks
collect the data published by many sources [15]. Since such
situations are fairly frequent in sensor network applications,
we consider without loss of generality the one phase pull
directed diffusion2 and enhance it with our solution based on
delaying routing messages (RREQ) for an interval inversely
proportional to the residual energy.

Our motivations for using diffusion are the following:

• Computational complexity is reduced to a minimum.
Each node only needs to broadcast one interest message
during the interest propagation phase and it only needs
to receive one interest message to setup its routing table
(it can ignore the subsequent interest messages related
to that same interest). The latter property is particularly

2which we will simply call diffusion.

 0

 0.1

 0.2

 0.3

 0.4

 0.5

 0.6

 0.7

 0.8

 0.9

 1

 0  0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9  1

N
or

m
al

iz
ed

 d
el

ay

Relative residual energy

n=1
n=2
n=3
n=4

Fig. 1. Heuristic Mapping Functions

interesting, because we have designed a MAC protocol
able to identify redundant frames before their complete
reception [16]. In this way, a node may turn the radio off
to avoid receiving superfluous interest messages, which
saves energy.

• There is no overhead due to the exchange of extra
information like hello or route metrics messages, which
saves more energy and reduces the complexity of the
routing protocol in terms of computation and memory
occupation. Remind that sensor nodes have usually very
limited capacities (for example, nodes used in our exper-
iments have a8-bit micro controller running at16 MHz
maximum speed and4KB RAM).

• Routing tables only require one entry per active interest
consisting of a pointer toward the next node downstream.

• It enables in-network processing to aggregate data based
on attributes used in diffusion, which furthermore saves
energy by reducing the size and the number of transmit-
ted/received messages.

B. Heuristic Mapping Functions

Nodes using energy-delay mapping compute a forwarding
delay based on their residual energy and defer forwarding of
interest messages for this period of time. We have defined
energy-delay mapping functions having the property that high
residual-energy nodes forward messages without delay, in
which case diffusion is equivalent to min energy routing.
Nodes with lower energy delay forwarding for a time interval,
which results in max-min residual energy routing.

To find a mapping functionf with suitable properties, we
have explored a family of decreasing convex functions of the
form (1/x)η, whereη is a positive parameter. We have shifted
and shrunk them so that they map[0, 1] → [0, 1]: the residual
energy in [0, 1] into the normalized delay in[0, 1]. Fig. 1
presents the resulting set of functions labeledfη with η taking
integer values from1 to 4.

The form of this set of functions can be controlled through
two parameters. The first parameter, called sensitivity thresh-
old, separates the min energy metric, when the flat part of the
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function is used, from the max-min residual energy metric,
when the curvy part of the function is used. For example,
the sensitivity threshold of functionf3 is around0.5, which
means that a node using this mapping function does not
apply intentional delay when its residual energy is larger than
0.5. Therefore, if we have routes with nodes having residual
energies larger than0.5, the selected route will be the one with
the min-delay, which very likely corresponds to the shortest
path consuming the minimum energy3.

The second parameter is the convexity of the function that
determines the ability of the mapping function to perform
max-min routing. The purpose of the convexity is to have
the intentional delay applied by the node with the minimum
residual energy on a route being dominant. In this way, the
route with the max-min residual energy will be selected, be-
cause the routing message of this route will have the smallest
delay. The convexity parameter determines the precision ofthe
approximation in Eq. 30 (see Appendix): the more convex the
mapping function, the better the approximation. For example,
functionf4 has stronger convexity than other functions in the
considered set so that it performs better max-min routing.

These heuristic functions have some drawbacks: a) they are
likely to be sub-optimal and b) there is a correlation between
the convexity of the function and the sensitivity threshold. That
is, if we need more precise max-min routing, we will have a
smaller sensitivity threshold (e.g.0.2 for f4).

To overcome these drawbacks, we propose in the next
section a synthetic mapping function that allows exact min
to max-min delay mapping according to an uncorrelated
predefined threshold. This mapping function is to be used in
the situation in which residual energies of nodes are expressed
as step functions and not continuous ones.

III. SYNTHETIC MAPPING FUNCTION

A. System Model

We use the following definitions and assumptions:

• Each node is able to measure its relative residual energy
ζ, (0 ≤ ζ ≤ 1).

• We call γ the battery protection threshold,(0 < γ < 1).
• A node isvulnerable, if its residual energy is less than

battery protection thresholdγ.
• A node is critical for a route (to which it belongs), if

it has the least amount of residual energy among all the
nodes forming that route.

• The residual energy of a routeis equal to the residual
energy of the critical node for that route.

• A route is vulnerable, if its residual energy is less than
γ.

We assume that there is anideal routing protocol that
maximizes the lifetime of a sensor network. According to
literature (see Section V), the ideal protocol combines both

3This is true when nodes use the same transmission power and wireless
links have the same error rate.

Fig. 2. Energy Levels

min energy and max-min residual energy metrics. We assume4

that the ideal protocol relies on the battery protection threshold
concept [17], that is, the ideal protocol uses the min energy
metric to select routes as long as there is no any vulnerable
route to save energy per packet transmission. Otherwise, when
all the routes become vulnerable, the ideal protocol uses the
max-min residual energy metric to protect the most vulnerable
nodes.

In actual implementations of routing protocols, the energy-
delay mapping function would likely be discrete and tabulated.
Indeed, a node may read its battery voltage or internal resis-
tance and perform table lookup to get the corresponding level
of its residual energy. Therefore, we can assume that residual
energies of nodes are discrete. We aggregate all the energy
levels greater thanγ into one energy level as shown in Fig. 2.
We call m the number of energy levels that are less thanγ.
We assign to each node an energy levell depending on its
residual energy. We can say that a node with residual energy
ζ has energy levell if

(l − 1)
γ

m
< ζ ≤ l

γ

m
. (1)

If ζ is larger thanγ, the node has energy level ofm + 1.
Explicitly,

l =

{ ⌈

mζ
γ

⌉

if ζ ≤ γ

m + 1 otherwise.
(2)

Let g be a synthetic function that maps residual energy into
intentional forwarding delayd: d = g(ζ). As we use discrete
energy levels instead of continuous residual energy, function
g depends onm. Therefore, intentional forwarding delayd(l)

that corresponds to energy levell is the following:

d(l) = gm(l). (3)

4Note that the question of the ideal routing protocol is stillopen, since the
definition of network lifetime itself is still open. In this paper, we consider
the time to partition as the definition of the network lifetime.
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TABLE II

NOTATION

pγ probability that a node is not vulnerable
|R| number of disjoint routes between the source and the sink
|Rk| length of routeRk

n number of intermediate nodes on the longest route between the source and the destination
Pmin(k) probability that routeRk is not vulnerable

Pmaxmin(k) probability that routeRk is vulnerable
Pmaxmin probability that an ideal protocol selects a vulnerable route

Fig. 3. The Worst Case

B. Deriving Synthetic Mapping Function

Assume we have source nodeS and destination nodeD.
We call R the set of all possible routes between the source
node and the destination node.

Let us consider routeRk, (Rk ∈ R). We call |Rk| the
number of intermediate nodes on routeRk (source node and
destination node are not included). We use the following
notation to representRk, Rk = Nk1−· · ·−Nki−· · ·−Nk|Rk|,
whereNki represents an intermediate node on routeRk.

We propose to derive synthetic functiong that meets our
goals even in the worst case. It is obvious thatg needs to be
decreasing to haveg(l) < g(l′) for all l > l′. Besides,g also
needs to be convex to mitigate the effect of increasing delay
cumulated along longer routes. Fig. 3 shows the worst case
example that can be expressed with two routesRk and Rk′ .
Route Rk has the maximum route of length|Rk| = n and
residual energy levell, whereas routeRk′ has the minimum
route of length|Rk′ | = 1 and residual energy levell − 1. In
this case,D(Rk), the interest propagation delay on routeRk

should be less thanD(R
k′). It is sufficient to have

D(R
k′ ) = D(Rk) + 1. (4)

therefore,

|R
k′ |
∑

i=1

Dk′i =

|Rk|
∑

i=1

Dki + 1, (5)

where Dki is the delay incurred by nodeNki. Actually,
delay Dki is composed of two delays: intentional delaydki

caused by the synthetic mapping function and inherent system
delay δki that includes computation and transmission delays
as summarized in Table IV. For example, in contention-based
MACs such as 802.11-inspired MACs, the system delay also
includes the maximum jitter, used to alleviate the rate of

collisions caused by simultaneous access to the channel:

Dki = dki + δki. (6)

In the worst case, nodes on routeRk experience maximum
system delays, i.e.δki = δmax and nodes on routeRk′

experience minimum system delayδk′i = 0. Also, all nodes
on routeRk have their energy level equal tol, i.e.dki = gm(l)
for i = 1, · · · , |Rk| and the node on routeRk′ has its energy
level equal tol− 1, i.e. dk′i = gm(l− 1) for i = 1, · · · , |Rk′ |.
Therefore, Eq. 5 can be rewritten as:

gm(l − 1) = n [gm(l) + δmax] + 1. (7)

We setgm(m+1) to 0. This means that non vulnerable nodes
do not apply any intentional delay, so the min-delay routing
turns into min-hop routing: we get non vulnerable routes
selected according to min-hop routing, which is equivalentto
min energy routing as we assume identical links (nodes use
the same transmission power and have the same transmission
error probability). Therefore, we have

gm(l) =

{

(nδmax + 1)nm−l+1−1
n−1 if l ≤ m

0 otherwise.
(8)

IV. PERFORMANCEEVALUATION

A. Methodology

We propose to compare the performance of our protocol
based on min-delay routing with energy-delay mapping with
the ideal protocol.

Since an energy efficient protocol combines two metrics,
min and max-min, we need to use two performance indices
for evaluation. For the min metric, we introduce the global
gain ratio defined as the global energy consumption ratio
between our protocol and the ideal one. In our simulations,
this is equivalent to measuring the ratio between the number
of hops, because we assume that we do not use transmission
power control and links have the same error probability. More
specifically, gainG is defined as:

G =

∑

|Rour|
∑

|Rideal|
(9)

where
∑

means the sum over all simulation runs.
For the max-min metric, we introduce another performance

index: the criticality of a routeC. It depends on the residual
energyζ of that route and on the battery protection threshold
γ.

C =

{

ζ/γ if ζ < γ
1 if ζ ≥ γ

(10)
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TABLE III

COMPARISONELEMENTS

Min (Ideal protocol) Max-Min (Ideal protocol)

Min (Our protocol) Case 1 Case 3
Max-Min (Our protocol) Case 2 Case 4
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Fig. 4. The Rate of vulnerable routes with respect to the probability that a
node is vulnerable.|R| is the number of disjoint routes between the source
and the destination.

We compute the criticality ratio between the criticality of
a selected route and the criticality of the ideal route. More
specifically, criticality ratioC is defined as:

C =

∑

Cour
∑

Cideal

(11)

Table III summarizes the elements of comparison between
our protocol and the ideal one. We distinguish four cases
depending on the difference and the resemblance of the metrics
used by our protocol and the ideal one.

Case 1: In this case, since both the selected and the ideal
routes are not vulnerable (the use of min metric), we only
measure the global gain ratio.

Case 2: In this case, the selected route is vulnerable, but
the ideal route is not. This case sometimes happens when our
protocol fails to find a non vulnerable route, usually when non
vulnerable routes are far longer than vulnerable ones. In this
case, we measure the average criticality ratio.

Case 3: This case is impossible.
Case 4: In this case, both the selected and the ideal routes

are vulnerable (the use of max-min metric). In this case, we
measure the average criticality ratio.

B. The Proportion of Vulnerable Routes

We propose to analyze the probability with which a node
uses min or max-min metrics to select routes. This probability
depends on many parameters shown in Table II.

The ideal protocol picks out a route according to the max-

min metric if all the routes are vulnerable. Then,

Pmaxmin =

|R|
∏

k=1

Pmaxmin(Rk)

=

|R|
∏

k=1

(1 − Pmin(Rk)) (12)

A route is not vulnerable iff all the intermediate nodes on that
route are not vulnerable. Therefore,

Pmin(Rk) =

|Rk|
∏

i=1

pγ , (13)

where|Rk| is the length of routeRk. So,

Pmaxmin =

|R|
∏

k=1



1 −

|Rk|
∏

i=1

pγ



 (14)

The meanE[Pmaxmin] is the following:

E[Pmaxmin] = (E[1 − pL
γ ])|R|, (15)

whereL is a discrete random variable in[1, n]

E[1 − pL
γ ] =

n
∑

i=1

(

1 − pi
γ

)

· P{L = i}

=
1

n

(

n −
n
∑

i=1

pi
γ

)

. (16)

Finally,

E[Pmaxmin] =

[

1 −
1

n

(

pγ

1 − pγ

)

+
pn

γ

n

(

pγ

1 − pγ

)]|R|

(17)

From Eq. 17 and Fig. 4, we conclude that the probability
of selecting a route according to max-min (i.e. all the routes
are vulnerable) decreases when the number of routes|R|
increases. This means that in dense networks in which there
are many alternative routes, finding a route, which is not vul-
nerable, becomes very likely. We also notice that probability
Pmaxmin increases when the number of intermediate nodes
n increases, which is quite expected. Besides, when proba-
bility pγ that a node is not vulnerable increases, probability
Pmaxmin that all the routes are vulnerable decreases, because
the number of vulnerable nodes decreases.

C. Worst Case Interest Propagation Delay

Assume that there aren intermediate nodesN1, ..., Nn

between the source and the destination. Each nodeNi has
residual energy levelli. On routeR = N1 − ... − Nn, node
Ni receives the interest at timeti (we assume the destination
sends the interest at time 0):



































t1 = δ1

t2 = (g(l1) + δ2) + δ1

t3 = (g(l2) + δ3) + (g(l1) + δ2) + δ1

...

tn+1 =
n
∑

i=1

(g(li) + δi+1) + δ1

(18)
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TABLE IV

SUMMARY OF DELAYS USED IN SIMULATION

Transmission time 41.6ms (52 bytes at10kbps)
Computation time 15 to 45ms, uniform

MAC random back-off 0 to 10 * transmission time, uniform

wheretn+1 is the time when the source receives the interest.
In the worst case, all intermediate nodesNi, i = 1, ..., n

have residual energy levels of1 (i.e. li = 1 for all i = 1, ..., n)
and all system delaysδi = δmax for all i = 1, ..., n. Hence,
the maximum interest propagation delay in the worst case
corresponds to the maximum value oftn+1, which is:

Dmax = n
(

nm−1 − 1
)

(

δmax +
1

n − 1

)

= O(nmδmax). (19)

D. Simulations

We have run a series of simulations to evaluate the pre-
cision of route selection by our protocol based on the pro-
posed energy-delay mapping function compared with the ideal
protocol based on the battery-protection threshold. In each
simulation run, we have distinguished four cases discussed
in Section IV-A. For each case, we have measured the corre-
sponding gain and the criticality ratios. We have also measured
the average end-to-end interest propagation delay to evaluate
the trade-off between the protocol precision and the delay.

We have carried out104 simulation runs. Each run gen-
erates10 disjoint routes from the source to the sink. To
cover a large number of different topologies, we assign a
uniformly distributed random number of intermediate nodes
to each route. The length of any route does not exceedn
intermediate hops. To model the residual energy of nodes,
we use the Gaussian distributionG(µ, σ) with meanµ and
standard deviationσ. Each node has residual energy distributed
according toG(µ, σ); we discard the values ofG(µ, σ) outside
the interval[0, 1]. We have set the battery protection threshold
γ to 0.2, because it has been shown that this value results in
better performance [18].

As shown in Fig. 4, the rate of vulnerable routes in
the network depends onpγ , the probability that a node is
vulnerable, which in turn depends onµ and σ. We have
varied µ and σ to compare the precision of our mapping
functions, heuristic and synthetic, in different situations. To
represent three different situations, we takeµ = σ = 0.5,
µ = σ = 0.2, andµ = σ = 0.1. We have chosen functionf3,
which corresponds toη = 3 in Fig. 1, as a representative for
heuristic functions, because its sensitivity threshold isnear the
battery protection thresholdγ. As a representative for synthetic
functions, we take functiongm derived in Eq. 8 with different
values form, m = 1, . . . , 5. For each mapping function, we
analyze the precision, evaluated by the gain and criticality ratio
parameters, and the average delay to obtain the best precision-
delay trade-off. Note that synthetic functions achieve similar
precision as the ideal protocol when the best route fits in
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the min-energy part of routing. Also, Case 2 never happens,
because the intentional delay is chosen to avoid this case.

When µ = σ = 0.5, there are very few vulnerable routes,
around1%. In this case, we restrict the analysis only to the
precision of the min-energy part of heuristic function. Contrary
to synthetic functions that select routes with the same length
as the ideal protocol, heuristic functionf3 selects routes that
are on the average4% larger than the ideal routes. This is a
consequence of the sensitivity threshold of functionf3 being
slightly higher that the battery protection threshold. Moreover,
functionf3 wrongly uses the max-min metric instead of using
the min one for routes with residual energy greater than the
battery threshold and less than sensitivity threshold.

When µ = σ = 0.2, the proportion of vulnerable routes
increases with route lengths from0.15%, if the maximum
route length is2, to 20%, if the maximum route length is
10. Case 2, in which functionf3 fails to find a non vulnerable
route, happens in4% of the runs. This is due to the convexity
of functionf3, that makes the delay on short vulnerable routes
not being dominant. Note that we do not have these problems
with synthetic functions.

For the precision of vulnerable route selection, functionf3

selects vulnerable routes with a criticality ratio of95%, which
means that residual energy of selected routes is5% less than
the one of the ideal route, whereas synthetic functiong5 selects
routes with a criticality ratio of98%.

When µ = σ = 0.1, the proportion of vulnerable routes
increases up to80% for networks with the length of routes
up to 10 nodes. Fig. 5 plots the proportion of runs with
Case 4 and Case 1, which corresponds to the proportion of
vulnerable routes and non-vulnerable routes respectively. We
do not plot runs with Case 2, because they are fairly rare,
under2%. In this aging network, functionf3 perfectly selects
non-vulnerable routes and selects vulnerable routes with an
average criticality ratio of97%. In this case, the average
interest propagation delay is around2.23 seconds for routes
of length up to10 nodes.

Fig. 6 shows the corresponding criticality ratios and average
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delays for synthetic functiongm, m = 1, . . . , 4. We show
that to obtain to obtain a criticality ratio of97%, we need
four levels of residual energy below the battery protection
threshold,i.e. m = 4. We also show that this criticality ratio
requires the average delay of59.95 seconds. We can conclude
that synthetic functiong4 is a good candidate for networks
with routes of length up to10 nodes, as it selects routes
with high precision whatever the residual energy distribution
of nodes. Indeed, synthetic functiong4 perfectly achieves the
min part of the ideal routing and efficiently selects vulnerable
routes: only3% difference between the residual energies of
the ideal route and the selected route, which corresponds to
the criticality ratio of97%. We argue that the average delay is
not very long because this delay is only used when refreshing
routes or finding new ones and it does not affect data delivery
latency. We believe that a 1 minute delay to refresh routes is
tolerable in network with low dynamicity and steady tasks.

V. RELATED WORK

Toh et al. [17] have proposed CMMBCR (Conditional
Max-Min Battery Capacity Routing) for the network lifetime
maximization problem. CMMBCR is a combination between
MTPR, the min energy metric, and MMBCR, the max-min
residual energy metric. In their proposal, they define battery
protection marginγ, (0 ≤ γ ≤ 100) and differentiate two
kinds of routes: A and Q. Q is the set of all possible routes
between a source and a destination nodes. A, a subset of Q, is
the set of the routes having residual energy greater thanγ, i.e.
all the nodes on each route in A have residual energies larger
thanγ. The protocol is the following: when there is no route
in A with residual energy belowγ (i.e. all the possible routes
contain vulnerable nodes), the protocol selects a route in Q
according to the max-min residual energy routing (MMBCR)
to protect the most vulnerable nodes. Otherwise, when there
is at least one route in A, the algorithm selects a route in A
according to the min energy routing (MTPR) to save energy.

Note thatγ is the parameter that controls the trade-off between
MMBCR and MTPR.

Misra et al. [19] take the link transmission cost between
nodes into account and propose MRPC (Maximum Residual
Packet Capacity) to improve the previous protocol. They
model the link transmission cost according to the link error
rate and the physical distance between nodes. They introduce a
node-link metricCij , for each linki → j, that depends on the
residual energyBi of node i, and on the transmission powerζij

needed to send a packet fromi to j. Explicitly, Cij = Bi/Eij.
The node-link metric determines the lifetime of the linki → j.
The lifetime LifeR of route R depends on the lifetime of
the most vulnerable link on this route, LifeR = min{Cij},
where i → j is a link on route R. The protocol is then
straightforward: given a set of routes between a source and
a destination node, choose the route with the largest lifetime.
Note that basic MRPC is a pure max-min residual energy
routing, which could have undesirable behavior by always
tending to protect the most vulnerable link. To cope with
this issue, Misra et al., propose CMRPC (Conditional MRPC)
that uses life protection thresholdγ by analogy to the battery
protection threshold [17]. That is, CMRPC first tries to select
the route with the minimum energy consumption among the
routes whose lifetimes are larger thanγ. Otherwise, if there
is no route satisfying this condition CMRPC switches to
MRPC. Simulation results show that CMRPC improves the
performance of MPCR, in terms of lifetime maximization,
only if the control parameterγ is well determined.

Li et al. [20] address the network lifetime maximization
problem with max-minzPmin, an on-line message routing
protocol. It first computesPmin, the minimum energy needed
to transmit a packet from a source node to a destination
node across all possible routes. It then uses max-min residual
energy metric to pick a route, thereby balancing the load
among different nodes, unless the cost is higher thanzPmin,
(z ≥ 1), in which case, it falls back to the min metric thus
avoiding excessive energy consumption. The authors propose a
centralized algorithm based on the gradient descent technique
to determine the optimal value ofz. Further on the same
authors describe a distributed version of the algorithm [21],
but it requires establishing synchronized mini slots at theMAC
layer.

Shah et al. [22] consider the drawbacks of pure minimum
energy routing for the survivability of the network. They pro-
pose a probabilistic route selection scheme to relieve workload
of minimum energy routes. Their protocol is the following:
given a set of routes between a source and a destination node,
assign to each route the probability of being selected so that
the minimum energy route has the highest probability. Then,
forward packets on routes according to their probabilities.
Note that routes with too much energy consumption, by
analogy to the max minzPmin algorithm [20], are assigned
zero probability and will never be selected. However, this
protocol requires to explicitly transmit link cost information
and to receive packets from all routes in order to compute the
corresponding selection probabilities.
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The above papers [17], [19], [21], [22] emphasize the idea
of combining the minimum energy and max-min residual
energy metrics to optimize the lifetime of sensor networks.
However, the distributed nature of these protocols requires ex-
plicit transmission of the energy information which is counter
productive with respect to energy optimization. Taking this
overhead into account and inspired by other papers [23], [24],
Guo [25] proposes a lightweight broadcast scheme for network
lifetime maximization. His protocol encourages nodes with
high residual energy to retransmit a broadcast message and
works as follows. When a node receives a broadcast message,
it delays the retransmission of this message to see if there
is another node with higher residual energy. This delay is
inversely proportional to the residual energy of the node. Guo’s
algorithm reduces the number of nodes forwarding a broadcast
message without the overhead of explicitly exchanging the
residual energy information, but it may miss some nodes in a
sparse network. Besides, it does not implement the minimum
energy nor the max-min residual energy routing.

VI. CONCLUSION

We have presented a synthetic mapping function that en-
ables an existing min-delay routing protocol to be enhanced
into an energy-aware routing that maximizes the lifetime of
sensor networks. The resulting routing protocol combines the
advantages of being min-delay and energy-aware. The energy-
aware scheme prevents vulnerable nodes from being overused,
which avoids early network partition and the min-delay
scheme makes it possible for a node to select routes based
on one routing message reception, which avoids consuming
extra energy for receiving superfluous routing messages.
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APPENDIX

A. Problem definition

We callζik the relative residual energy of nodeNik. Values
ζik are normalized in[0, 1], hence0 ≤ ζik ≤ 1 for all nodes.

Let us callζ −
k the node with least amount of residual energy

on routeRk. Then,

ζ −
k = min

1≤i≤|Rk|
{ζik} (20)

The max-min residual energy routing selects the route with
the largestζ −

k . Then, max-min residual energy routing selects
the routeR that satisfies:

R = argmax
Rk∈R

{

ζ −
k

}

(21)

Combining Eq. 20 and Eq. 21, we get

R = argmax
Rk∈R

{

min
1≤i≤|Rk|

{ζik}

}

(22)

Let us now examine min-delay routing. We callδik the
delay introduced by each nodeNik on routeRk. RouteRk

experiences the total delay ofδk,

δk =

|Rk|
∑

i=1

δik (23)
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Therefore, min-delay routing selects the route with mini-
mum δi. The selected route, denoted byR′, satisfies:

R′ = argmin
Rk∈R

{dk} (24)

Combining Eq. 23 and Eq. 24, we get

R′ = argmin
Rk∈R







|Rk|
∑

i=1

δik







(25)

Our goal is to make the min-delay routing select the route
that satisfies the max-min residual energy metric,i.e. route
R′ matches routeR. To make this possible, we propose to
use functionf to map the residual energies of nodes into an
intentional delay. Our goal is to solve Eq. 22 by solving Eq. 25
on a suitable set of

δik = f(ζik) (26)

B. Approximate Solution: Heuristic Functions

By choosingf to be strictly decreasing, we can rewrite
Eq. 22 as:

R = argmin
Rk∈R

{

f

(

min
1≤i≤|Rk|

{ζik}

)}

(27)

Matching Eq. 27 with Eq. 25 and replacingδik by its values
calculated in Eq. 26, we conclude that functionf such that
for all i in 1, · · · , |Rk|,

|Rk|
∑

i=1

f (ζik) = f

(

min
1≤i≤|Rk|

{ζik}

)

(28)

would meet our goal.
An approximate solution is obtained withf being a convex

function [0, 1] → [0, 1]. Indeed, iff is convex and decreasing,
the minimalζ −

k along routeRk makes a dominant contribution
to the sum to the left of Eq. 28, i.e. we have

f(ζ −
k ) ≫





|Rk|
∑

i=1

f(ζik) − f(ζ −
k )



 , (29)

and therefore

|Rk|
∑

i=1

f(ζik) ≈ f

(

min
1≤i≤|Rk|

{ζik}

)

. (30)
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Abstract — The evolution of  wireless communications and 

embedded system had lead to a big acceptance of Wireless Sensor 
Networks (WSNs): network of few to hundreds of thousands of 
sensor nodes, often with low processing and energy capacities that 
are capable of physical measurements and ambient monitoring, 
like temperature, humidity and light. 

Considering their limited resources it becomes necessary to 
support mechanisms that ensure rational use of their resources. It 
is in this context that we examine routing protocols, and show 
how these can be energy conscious by avoiding nodes with less 
spare energy. 

Was evaluated six energy based metrics with the objective to 
make capable the study of some metrics that they can be used for 
the routes selection in wireless sensor networks and then verify 
which of them adjust better to the new context introduced in the 
routing problem by these networks. 
 

Index Terms —Routing protocols, Energy conservation, Sensor 
networks,  Resource management   
 

I. INTRODUCTION 

he continuous miniaturization of the hardware components 
joined to the evolution of wireless communications 
technologies had stimulated the use of Wireless Sensor 

Networks (WSN) in many applications as environments 
monitoring, objects tracking and military systems. 

This networks were very used as environments monitoring 
and are often composed by a large number of sensor nodes 
(hundreds to thousands) with low processing power and energy 
capacities capable of physical measurements such temperature, 
light, movement and humidity and convert the collected data in 
a phenomenon description that can be used to analyze the 
monitored area. 

Different of traditional ad hoc networks, sensor networks 
equipments have little resources and in the majority of the 
proposed applications are located in remote areas making 
difficult the access to maintaining these equipments. In this 
scenario the network lifetime and the accuracy of the collected 
data is extremely dependent of the nodes available energy 

 
 

what demands the balancing of that limited resources to allow 
the functioning of the network for a bigger period and answer 
to the application specific requirements(i.e. throughput or 
delay). 

To optimize the implementations to this requirement energy 
conservation techniques must be applied in all stack protocol 
layers by specific control mechanisms. In the routing layer 
particularly the main challenge is how to establish energy 
efficient routes between the nodes and guarantee the delivery 
of collected data by sensor node to the sink node in order to 
maximize the functioning time of the network. 

Over this scenario is possible see that in sensor networks the 
routing task is very challenger because of their specifics 
characteristics and the dependency of the proposed activity for 
the network. These differences motivate the development of 
new algorithms that appreciate the new requirements and 
characteristics of each application to influence in the routes 
selection process. 

The process of search and maintain routes is not minor 
considering the equipments energy restrictions and the 
frequents and unexpected network topology changes. To 
minimize the energy consumption usually techniques as data 
fusion, data aggregation and nodes clustering are applied by 
recent researches. 

This work presents a sensor network routing protocol family 
called OPER (On-Demand Power-Efficient Routing Protocol) 
designed for applications that use a reactive monitoring 
scheme. OPER was based on AODV (Ad hoc On-Demand 
Distance Vector) [1] [2] mechanisms for establishing on-
demand routes, searching and allocating these as well as 
DSDV (Destination-Sequenced Distance-Vector) [3] for the 
control of in order to maintain route table entries. 

OPER implements new mechanisms to control route 
selection using nodes energy information to increase the 
lifetime of the network. The proposed OPER family can be 
divided into two algorithm classes considering the mechanisms 
each one uses to control the residual energy and the routing 
selection. These two classes are OPER-NE (Node Energy-
Aware) and OPER-PE (Path Energy-Aware). 

In OPER-NE, a mechanism for route requests acceptance 
based on the residual energy of each node is applied and 
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evaluated. The algorithm also uses hop count as metric for 
route selection. 

The main purpose of OPER-NE is allow the control of 
energy resources in the network nodes in order to avoid they 
accepting new routing requests when their residual energy 
cannot attend the lifetime of the solicited new route. 

OPER-PE uses the same mechanisms of OPER-NE for route 
discovery and maintaining as well as the mechanism of 
selective acceptation of route requests. However, OPER-PE 
route selection is performed according to the evaluation of 
heuristics based on the energy state of the nodes in the verified 
routes as: battery cost and average energy consumption. 

Simulation results show that the OPER protocol family 
offers better results than other routing algorithms evaluated in 
this work in all the analyzed scenarios. An evaluation score 
(behavior score) is another contribution of this study and 
offers a normalized value to simplify the set of metrics 
evaluated and analyzed. 

The rest of this paper is structured as follows: the section 2 
discusses some related works in wireless sensor networks 
routing protocols. Section 3 presents the functioning overview 
(messages, phases and routing table) of the proposed protocol. 
The section 5 presents the simulation setup and sixth section 
shows the simulation results. Finally the 7th section shows the 
conclusions and future works to be developed. 

II. RELATED WORK 

Sensor networks introduce new challenges that need to be 
dealt with as a result of their special characteristics. Their new 
requirements need optimized solutions at all layers of the 
protocol stack in an attempt to optimize the use of their scarce 
resources [4] [5]. 

In particular, the routing problem, has received a great deal 
of interest from the research community with a great number 
of proposals being made. The proposed protocols often resort 
to the use of artifacts such as data aggregation, nodes 
clustering and location information. 

The majority of these routing protocols can be classified in 
basically four main classes based in [6]: Data centric, 
hierarchical, location-based and Network Flow and QoS 
awareness. 

Data centric algorithms are based on the use of network 
queries where the collected data is named to allow the nodes to 
search and get only the desired information. This technique is 
used to avoid the transmission of redundant data in the 
network and hence saves the network unnecessary work and 
energy. Two of the main algorithms are Direct Diffusion [7] 
(that each node disseminate the data interested in receive) and 
SPIN [8] (meta-data information are transmitted between the 
nodes to identify the nodes to who send the collected data). 

Hierarchical algorithms separate the nodes in subregions 
called clusters in order to segregate the areas of the monitoring 
environment as LEACH [9], PEGASIS [10] and TEEN [11]. 
To allow communication between the clusters a leader is 
selected from each cluster (cluster-heads). Leaders are then 
responsible for the management (data aggregation, queries 

dispatch) and transmission of the collected data in the region 
they control. 

Location-based algorithms (i.e. GAF [12] and GEAR [13]) 
rely on the use of nodes position information to find and 
forward data towards a destination in a specific network 
region. Position information is usually obtained from a GPS 
(Global Positioning System) equipment. 

Finally, network flow and QoS awareness algorithms uses 
network traffic models and apply QoS based mechanisms to 
support their routing requirements as SAR [14] or SPEED 
[15]. 

In energy routes allocation is founded few works and in the 
majority it’s not evaluate the sensor networks context, 
analyzing scenarios where these kind of mechanisms are 
applied in Ad-hoc networks, what does not reflect the same 
conditions because of the great differences between the 
resources restrictions of the equipments of each type of 
network. 

Two of the main works in this evaluation of energy based 
routes selection are [16] and [17] where are presented some 
metrics to choose path between the network nodes but as said 
previously are not contemplated sensor networks restrictions 
making an evaluation that does not demonstrate the efficiency 
of such mechanisms for networks with scarce resources and 
without processing capacity to the evaluation of very complex 
metrics. 

III. EVALUATED ALGORITHM 

The evaluated algorithm (OPER – On-Demand Power-
Efficient Routing Protocol) is a propose presented in [18]. Its 
consider the sensor networks restrictions, a problem that can 
be pointed and many of the existing routing algorithms do not 
answer completely because not evaluate nodes energy 
parameters in routes selection leaving of appreciate important 
information about network energy status that allow a better 
adequacy to the applications requirements. 

To allow an increase in the network lifetime the addition of 
mechanisms in routing protocols to verify another parameters 
set beyond the hop count that accept a more intelligent routes 
establishment for the nodes residual energy conditions. This 
task is done by the applied routes selection process that uses 
energy based heuristics to adopt it self better to network power 
consumption than the most of sensor networks routing 
algorithms. 

The algorithm was developed to answer to this objective 
over the implementation of a power-efficient routing protocol 
that disseminates the collected data considering nodes energy 
state. 

Next will be presented the main information about the 
algorithm like messages main phases and routing table one 
time that are responsible for data forwarding through the 
network and will be used to exchange information and 
maintain the created routes. 

A. Messages 
OPER protocol uses four messages to allow the 

communication between the nodes: hello, route request, route 
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reply and route error. 
1) Hello Message: The hello message is transmitted always 

that a node enters in the network to help the neighbors 
discovery process executed during the network startup. These 
messages are also transmitted periodically to check topology 
changes. 

2) Route Request Message: This message is used in route 
establishment process. This process is started when a local 
entry table is not found for the required route. The network 
nodes disseminates the request in order to discover a given 
route. 

3) Route Replay Message: Is generated when a node 
(required destination or an intermediary node) knows of a 
route that reaches a given destination.  The route reply 
message data is used to create a new entry into the local 
routing table of origin node. 

4) Route Error Message: Is used to signal that no route to 
the requested destination can be allocated. Another nodes in 
the network may take advantage of this message to remove any 
routing reference to this destination previously stored in the 
routing table. 

B. Algorithm Phases 
Three phases are responsible for data forwarding through 

the network. These are based on the previously introduced 
messages to exchange information between the nodes and the 
management and maintenance of existing routes. 

1) Neighbor Discovery: Before sending data to the sink 
node, a node must start the neighbors discover process to 
create a neighbors list that is the address of all nodes that it is 
able to communicate directly. This information is used to 
forward packets to a destination and to check for network 
topology changes. 

During this process, hello messages are asynchronously 
exchanged by the network nodes. Periodically these messages 
are broadcast to verify nodes reachability and then maintaining 
the neighbor list up to date. On the receiver of the hello 
message the sender address is added in its neighbors list and 
the message is removed from the network. If some neighbors 
still not transmitting after a period its address is removed from 
the neighbors list. 

2) Routes Discovery: Once the neighbor discovery is 
terminated the node can initiate the routes discovery when it 
need establish a route to communicate with the sink node. The 
presented algorithm adopt an on-demand avoiding the large 
cost of establish a complete routing infrastructure ready for use 
at any moment although it is not necessary. 

Route Discovery starts with the broadcast of a route request 
message (RREQ) by the originating node. This message 
therefore reaches all the neighbors. Upon the receipt of a 
RREQ, a node performs one of the following actions: 

• Send a route replay message (RREP) if it has a path 
leading to the target destination in its routing table. 

• Retransmit by broadcast the RREQ to further nodes (its 
neighbors). 

• Discard the message if the node has already received 
this request with a better value to the metric, or that its 

energy is below a threshold stipulated by an 
application. 

3) Route Maintenance: Route maintenance takes two steps: 
the maintenance of local connectivity achieved through 
periodic update of neighboring nodes list as well as the 
maintenance of routes established between nodes. 

Hello messages are used to maintain a node’s list of 
neighbors updated. The second step consists of checking 
whether next hop neighbors maintained their connectivity.  

This process also supports route failure notification to all 
the nodes that use a given route until all the sources using this 
route are informed of the problem. 

C. Routing Table 
After established the routes between the network nodes their 

will be store in a routing table (Table 1) to allow future queries 
for the allocated paths. The routing table store information 
about the paths that can be used to direct data messages and 
verify the validity of each table record. 

Table 1. Routing Table 

Fields Description 
Destination Destination Address 
Destination  Sequence Number Control Validity Sequence 
Next Hop Next node Address 
Hop Count Hop Count to Destination 
Lifetime Route Validity 

 
These route table also will be updated periodically to reflect 

the time to invalidate the route entry if it isn’t in use and to 
adapt to the occurred changes in the network. 

D. Path energy heuristics 
Are used heuristics that evaluate metrics related to the 

energy state of the nodes that make up a given path the verify 
the functioning of each one and then analyze the benefits bring 
by the evaluation of energy based paths  and the better set of 
heuristics for sensor networks. 

Six energy based heuristics was implemented: MAER 
(Maximum Average Energy Routing), MBCR (Minimum 
Battery Cost Routing), MERVR (Major Energy per Route 
Validity Routing), MMAER (MMAER - Min-Max Average 
Energy Routing), MMBCR (Min-Max Battery Cost Routing) 
and MMERVR (Min-Max Energy per Route Validity 
Routing). 

1) MAER: Hop count based route selection does not offer 
the best approach when it comes to energy saving within a 
sensor network. It does not consider the residual energy left 
within a node when choosing a path and lacks adapting its 
decisions to changes in the energy map of a sensor network. 

In order to recover from these limitations, this work 
implements the heuristic MAER as route selection metric. That 
takes into account residual energy of all the nodes that make 
up a path to compute the average residual energy for each 
node ni, Energy(i), over a route R with D hops between origin 
and a destination, as shown by equation 1. 
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This energy average value is obtained for all possible routes 
between the origin and destination and the one with maximum 
energy average is selected as shown in equation 2. In other 
words, the algorithm opts for using the route that has more 
overall energy. 
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So far this solution may present a serious drawback as it is. 
The fact that the average energy value over a path is the 
highest does not imply necessarily that all its nodes have a 
satisfactory level of residual energy. Actually, one may have a 
mix nodes with very low and nodes with very high levels of 
energy. In such extreme cases, the average path energy may 
also consequently be higher than all the others. One way for 
dealing with this problem, would be to adopt a second 
constraint where a path with nodes below a given energy 
threshold will not be selected. 

2) MBCR: Minimum Battery Cost Routing. The second 
heuristic implemented is the MBCR. That is a proposed 
routing algorithm based in the functions proposed in [16] and 
[17] that considers residual energy as a metric for selecting its 
routes. It associates a cost to each route to a given sink. 

Since the inclusion of a node into the path is determined by 
its residual energy level, the lower this one is the bigger its 
cost is hence turning it less likely to be selected. The adopted 
cost function is given by equation 3. 
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Where Total_Energy is the total node battery capacity and 
Residual_Energy represents its current residual energy of each 
node. The decrease of Residual_Energy results in cost 
increase. The cost of a route from node j, Rj, with Dj is 
established according to equation 4. 
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Hence in order to obtain a route with the highest residual 
energy or lowest cost, equation 5 is used to select a route 
among all the possible ones with minimum cost. 
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3) MERVR: The third heuristic implemented in this work is 

the MERVR. That evaluate the energy that each node can 
offers during the route validity for a received request. To that 
the residual energy of all the nodes that make up a path is 
divided by the route validity established (equation 6).  
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Once verified this value the obtained result of all nodes are 
added to calculate the validity energy of the route D nodes, as 
shown by equation 7.  
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This value is obtained for all the path between the origin 
and destination and the one with maximum score must be 
selected using the equation 8.  
 

( )AVGR
Routesi

i
∈

= max
 (8) 

 

4) Min-Max: The last OPER-PE implemented heuristic was 
the Min-Max Battery Routing (MMBR), proposal initially as a 
refinement of the minimum battery cost heuristic (MMBCR 
[16] - Min-Max Battery Cost Routing). The initial proposal 
was extended to allow the use of the maximum average energy 
(MMAER - Min-Max Average Energy Routing) and major 
energy per route validity (MMERVR), enabling the adequacy 
evaluation of both heuristics with the establishment of a 
minimum threshold of nodes energy in the selected routes. 

This algorithm chooses the route that have the greater 
energy average greater or the lesser battery cost, calculated 
through Equations 2, 5 and 7, respectively. With this the best 
routes will be selected since that all nodes who compose it 
possess a residual energy value above one determined 
threshold. 

Therefore, this metric always tries to prevent routes that 
possess a lower residual energy of all the possible found routes 
and expects that the energy of each node will be used more 
correctly than in the other presented heuristics, preventing the 
overload of the nodes. 

 

IV. SIMULATION SETUP 

The TinyOS [19] platform was used to carry out the 
simulations. This is a sensor networks development 
environment that can be used to build and test applications for 
sensors of the MICAMOTES [20] platform. It also can 
perform experiments using the TOSSIM simulator also 
available under this platform. 

The values used to build the energy model for the 
simulations correspond to those for Mica2 sensors and were 
obtained from [21] and was evaluated the six routing selection 
energy heuristics presented. 

A. Evaluated Metrics 
Four metrics were established for the purpose of comparing 

the algorithms presented in this work. 
1) Packet Delivery: The first metric that was analyzed in this 

work is the packet delivery. This is seen as the fraction of  the 
sink node received messages by the total of messages actually 
sent by the sensor nodes. Packet delivery provides us with an 
idea of how efficient a routing algorithm has been in its use of 
network available bandwidth. 

2) Lifetime Duration of Failing Nodes: A second important 
metric is that of life duration of a node. Power limitations as 
well the difficulty in reloading nodes with new energy remain 
considerable obstacles. As a result, a routing algorithm should 
use as little as possible network resources. As far as the 
experiments conducted in this work, only average nodes 
lifetimes were considered for those that were switched off. 
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3) Number of Failed Nodes: The third evaluated metric is 
the number of nodes that do not make it to the end of the 
simulations under each routing algorithm. This information is 
presented in the form of a fraction. 

4) Behavior Index: Finally a composite metric (behavior 
index) combining the previous three metrics is also used. The 
idea is to give an overall view of the benefits of each of the 
examined routing algorithms. This last metric allows for a 
comparison that takes into consideration the average node 
lifetime, packet delivery rates and the number of nodes that 
switch off. The idea is to find a balance between these metrics. 

Equation 9 shows the used approach to establishing the 
composite metric. The smaller its value the better the behavior 
of the algorithm being analyzed. 
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V. SIMULATION RESULTS 

Next, the simulation results are presented showing the 
performance of each of the routing algorithms using the 
metrics described earlier. To claim good accuracy for our 
study, 100 replications were conducted giving our results a 
95% confidence level. 

A. Packet Delivery 
Fig. 1 shows that depending of the based heuristic of each 

implementation we can find different functioning related to the 
packet delivery rate. 

Implementations based on the routes cost evaluation (MBCR 
and MMBCR) present intermediate values and practically 
didn’t suffer to the influence of the network increase 
maintained an almost constant delivery rates throughout the 
simulated scenario. 
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Fig. 1.  Packet Delivery Rates. 
 

The MAER based implementations suffers had been the 
most affected by the network nodes increase. Initially this 
implementations has presented the better results in the 25 
nodes networks but with the increase in the amount of nodes 
their delivery rate reduce significantly decreasing almost five 
percentile points (equivalent more than 10% of reduction). 

Finally MERVR based implementations presented the better 
functioning of the heuristics: even don’t presenting the best 
values in small networks these heuristics has adapted better to 

the network growth and present an increase in the packet 
delivery rate in the largest networks. 

B. Lifetime Duration of Failing Nodes 
In Fig. 2 is possible see the obtained results by the 

algorithms in terms of nodes lifetime duration. 
Every algorithms present a tendency of decrease in the nodes 

lifetime with the increase in the amount of nodes deployed in 
the network. This decrease depicted in Fig. 2 is a result of their 
use of message broadcast during route discovery computation 
process. 
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Fig. 2.  Average lifetime of failing nodes. 
 

Is possible see that the implementations that uses Min-Max 
heuristic had obtained higher values for node lifetime than the 
others implementations even presenting the same decrease 
trend. The average gain presented by these implementations 
was bigger than 5% in all the topologies. 

C. Number of Failed Nodes 
The number of failed nodes in the simulations (Fig 3) present 

the same trend founded in the nodes lifetime: the 
implementations that evaluate Min-Max heuristic has obtained 
better results (with gains greater than 10%) and consequently 
deactivated less nodes than the implementations of the “pure” 
heuristics. 
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Fig. 3.  Number of failed nodes. 
 

Despite it is possible to verify one better adequacy of the 
heuristics based in the available energy per validity of the 
routes:  implementation MMERVR was the best one between 
that uses the Min-Max heuristic and the MERVR the best one 
considering the ones that do not evaluate it. 
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D. Behavior Index 
As expected the values of the BI (Fig. 4) are better to the 

implementations that evaluate the Min-Max heuristic showing 
that the addition of more mechanisms to control the energy of 
the allocated routes enable a better functioning of the 
algorithms in view to answer the sensor networks 
requirements. 

This implementations obtained an average gain of 15% when 
compared to the implementations that do not uses the Min-
Max heuristic in the routes selection evaluated metric. 
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Fig. 4.  Behavior Index. 
 

However an unexpected result was the excellent behavior 
index obtained by the MERVR heuristic that presented similar 
results to MMAER heuristic on the network increase, allowing 
therefore a similar network functioning demanding a lesser 
nodes processing charge. 

VI. CONCLUSION 

We can verify that the selected set of information to be used 
in the route discovery process to evaluate the possible path 
between the nodes cause a significant difference in the 
functioning of the network. 

This set of information (that base the heuristics to route 
selection) must be selected considering the nodes restrictions 
to analyze if the processing charge to be submitted is 
acceptable. Another point to be considerate is the applications 
requirements what can be adapted better to the particular 
characteristics of some heuristic. 

As future work we can point to the evaluation of another 
energy heuristics to routes selection to refine the presented 
evaluated mechanisms. 

Another evaluation to be carried consists of the creation of 
algorithms for multiple routes allocation. This technique  could 
also be considered in order to improve overall delay, mainly in 
situations with highly fail of the used routes and to avoid route 
discovery allowing considerable energy savings in such 
scenarios. 
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Abstract— Efficient energy consumption is one of the important
issues in Ad Hoc Networks. This paper identifies the inefficient
elements during the route discovery in well known reactive
protocols such as DSR and proposes the new Blocking-ERS
approach, which demonstrates a substantial energy efficiency at
small time expense in comparison to conventional Expanding
Ring Search methods.

I. INTRODUCTION

Mobile Ad-Hoc Networks (MANETs) provide an alternative
model of communication to conventional wired networks
during malfunction or absence of the fixed wired network[1].
They have shown the potential of making significant impacts
in situations where the physical infrastructure was either
dysfunctional or unavailable, for example, in emergency rescue
operations, and in combat zones.

In MANETs, nodes cooperating for delivery of a successful
packet form a communication chanel consisting of a source,
a destination and possibly a number of intermediate nodes
without any fixed base station. Each node communicates
directly with the destination or neighbour intermediate nodes
within wireless transmission range.

MANETs are hardly realised in practice unless energy
efficient communication are in place due to limited battery
life of mobile devices. Protocols determine how the nodes
communicate and the existing protocols can be modified to
become more energy efficient. It is known that the communi-
cation between nodes consumes substantial amount of energy
in wireless networks [2].

This paper examinates inefficient elements in well known
reactive protocols such as DSR [1] and AODV [3] and pro-
poses a new approach for rebroadcasting in Expanding Ring
Search. This leads to the Blocking-ERS scheme, as we call it,
which demonstrates improvement in energy efficiency at the
expense of route discovery time in comparison to conventional
ERS. We assume that routing protocol can be carried out much
faster than the topological changes [4].

The rest of this paper is organised as follows. Section II
shortly discuss the existing Expanding Ring Search. Sec-
tion III describes the general behaviour of TTL sequence-
based expanding ring search. Section IV outlines the proposed
approach in terms of time delay and energy consumption.

Section V discusses the results of this research along with
future directions.

II. EXPANDING RING SEARCH

Reactive routing protocols in MANETs such as DSR and
AODV are often supported by a so-called Expanding Ring
Search (ERS for short). During the route discovery stage, the
RREQ (Route REQest packet) is broadcasted by flooding and
propagated from one intermediate node to another to find the
route information from the source to the destination node.
Figure 1, 2 and 3 show how the broadcasts and propagation
form searching ‘rings’ in such a route discovery process.

In Figure 1, a RREQ is broadcasted by the source and
two neighbour intermediate nodes receive the message. Each
arrow line represents a send-receive relationship between the
broadcasting source and one neighbour node. Each broadcast is
issued with a hop number which is a serial number indicating
the sequence of the nodes alone a route from the source. In
Figure 2, for example, a RREQ is broadcasted with a hop
number ‘1’ by the source and five intermediate nodes receive
the message and are given the same hop number. If none of
them has the route information to the destination node, the five
nodes rebroadcast the RREQ with an incremental hop number,
2 in Figure 3, for example. In this way, the nodes with the
same hop number from the source node form a circle, i.e. the
search rings. As the route discovery in progress, the diameter
of the searching ring increases.

Utilising the route cache during routing is widely adopted
in MANETs to achieve time and energy saving routing. A
node in MANETs broadcasts RREQs and the intermediate
nodes within the broadcast range cooperate the route discovery
process by checking their own route caches for requested route

S
o
u
r
c
e
 
N
o
d
e


R
R
E
Q


I
n
t
e
r
m
e
d
i
a
t
e
 
N
o
d
e


R
R
E
Q


Fig. 1. Propagation of RREQs
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Fig. 2. Formation of a ring
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Fig. 3. Expanding search ring

information and maintaining an updated list of known routes.
An intermediate node who has the requested route information
towards the destination is defined as a route node in this paper.

Efficient route discovery relies largely upon how quickly
a route node can be found. When a RREQ is received, an
intermediate node searches for the requested route informa-
tion in its route cache. If there is route information to the
destination node in its route cache, the route node would stop
rebroadcasting the RREQ and sends a RREP to the source
node with the complete route information consisting of the
cached route in itself and the accumulated route record in the
RREQ. In this way, the route may be established much quicker
and the total delivery time and energy consumption are saved.

III. TTL SEQUENCE-BASED EXPANDING RING SEARCH

The goal of the expanding ring search is to find nodes that
have the required route information to the destination node in
their route cache by propagating RREQs. The propagation of
RREQs is, on one hand, an efficient way for route discovery.
It, on the other, may lead to ineffective flooding. Nodes in
MANETs, for example, can be trapped in a loop of actions
and end up asking each other for routing information for a
long time without any solutions.

To control the flooding in MANETs, TTL (Time To
Live) [1] sequence-based Expanding Ring Search is frequently
used. The TTL sequence-based ERS restrains its searching
range by giving RREQs a pre-defined TTL number. The TTL
number corresponds to the radium of a searching area. Each
time it fails to find any node that has route information to the

destination node or the destination node itself, the source node
rebroadcasts the RREQ in the next round with an increased
TTL number to allow the RREQ to reach the remote nodes in
further distance.

The TTL number increases linearly with a specified value
[5]. The incremental value of TTL is fixed to 2 in [3] and [6],
1 in [7]. Figure 4 shows how TTL controls the RREQ relay
range by predefined TTL values of 1, 2 and 3.
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Fig. 4. TTL sequence-based ERS

Historically, TTL sequence-based mechanism was broadly
adopted to reach all nodes in the networks to ensure successful
route discovery in one round of flooding. Later an optimally
chosen set of TTL was introduced to solve the generic minimal
cost flooding search problem. However, it has been shown
that there is no significant advantage from the optimal TTL
sequence-based route discovery compared to the basic route
discovery mechanism in terms of route discovery enhancement
[8]. In addition, optimal TTL sequence-based discovery causes
longer delay than the basic route discovery mechanism.

As it can be seen from Figure 4, in TTL sequence-based
ERS, the source node issues and rebroadcasts a RREQ with
increased TTL number if no RREP is received after a certain
amount of time. The route discovery procedure repeats until
the whole network is covered or until it finds the nodes that
have the route information to the destination node or the
destination node itself. This can also cause the overheads over
the network area. More energy will inevitably be consumed
during the route discovery if the route discovery process starts
from the source node every time. It is especially costly when
a larger area of the network needs to be searched.

IV. BLOCKING-ERS
We propose an alternative ERS scheme to support reactive

protocols such as DRS and AODV, and it is called Blocking
Expanding Ring Search (Blocking-ERS for short).

The Blocking-ERS integrates, instead of TTL sequences,
a newly adopted control packet, stop instruction and a hop
number (H) to reduce the energy consumption during route
discovery stage. We derive new route discovery algorithms
(Algorithm 1, 2 and 3 for the source, intermediate and
destination node respectively, and Algorithm 4 for blocking
procedure).

The basic route discovery structure of Blocking-ERS is
similar to that of conventional TTL sequence-based ERS. One
of the differences from TTL sequence-based ERS is that the
Blocking-ERS does not resume its route search procedure from
the source node every time when a rebroadcast is required. The
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rebroadcast can be initialised by any appropriate intermediate
nodes. An intermediate node that performs a rebroadcast on
behalf of the source node acts as a relay or an agent node.
Figure 5 shows an example of our Blocking ERS approach in
which the rebroadcasts are initialised by and begins from a
relay node M in rebroadcast round 2, and another relay node
N in round 3, and so on.
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Fig. 5. Blocking-ERS

In Figure 5, the source node broadcasts a RREQ including
a hop number (H) with an initial value of 1. Suppose that a
neighbour M receives the RREQ with H=1, and the first ring
was made. If no route node is found, that is, no node has the
requested route information to the destination node, the nodes
in the first ring rebroadcast the RREQ with an increased hop
number, for example, RREQ with H=2 is rebroadcast in this
case. The ring is expanded once again just like the normal
expanding ring search in DSR [1] or AODV [9] (see also
Figure 3), except with an extended waiting time.

We define the waiting time as

WaitingT ime = 2×HopNumber

The nodes in Blocking-ERS receiving RREQs need to wait
for a period of 2H , i.e. 2× their hop-number unit time before
they decide to rebroadcast, where the ‘unit time’ is the amount
of time taken for a packet to be delivered from one node to
one-hop neighboring node.

In the example (Figure 5), the second ring has been made
because there is no route node is found in the first ring. The
node N receives RREQ and waits for, in this case, a period
of 4 unit time since the hop number of the RREQ packet that
the node N received is 2.

Two ‘stop’ signals are used in Blocking-ERS to control the
flooding. One is the RREP, which can be sent by any route
node to the source. The other is called ‘stop instruction’ which
can only be sent by the source node. The RREP informs the
source node that ‘a route node has been found’ and therefore
‘flooding should be stopped’, while the ‘stop instruction’ is
an order to everyone involved in the flooding to terminate the
route discovery process.

If there is no ‘stop instruction’ message after 4 unit time
has passed, it means that no node has the route information
to the destination node in the second ring either. Then, every
node in the second ring rebroadcasts to make the third ring.
If a node finds the route information to the destination node
in its route cache, this intermediate node is a route node, and

Algorithm 1 Source node

1: broadcast ‘RREQ, H = 1 and max j’
2: wait until a RREP is received
3: broadcast the ‘stop instruction’ and H to everyone within

the ring where it sent following conventional TTL scheme
4: use the 1st RREP for the data packet and save 2nd RREP

as a backup
5: drop any later RREPs

Algorithm 2 Intermediate node

1: listen to RREQ
2: check the max j after receiving the RREQ
3: if the H is bigger than the max j then
4: drop the RREQ
5: else
6: check the route cache after receiving the RREQ
7: if there is route information in the cache (i.e. being the

Route Node) then
8: send a RREP and H to the source node
9: else

10: wait for a period of ‘waiting time’
(i.e. 2×HopNumber)

11: while waiting do
12: if receive a ‘stop instruction’ then
13: call the blocking procedure (see Algorithm 4)
14: erase the source-destination pair in the route

cache
15: else if receives a ‘RREP’ then
16: forward it to the source node
17: end if
18: end while
19: if receives no ‘stop instruction’ then
20: increase the hop serial number by 1 and rebroad-

cast RREQ
21: end if
22: end if
23: end if

it broadcasts the RREP message to the source node, and the
source node broadcasts a ‘stop instruction’ message to all the
nodes involved in flooding. To improve the time efficiency,
a ‘stop instruction’ is sent via conventional TTL scheme.
The automatic flooding takes place until the ‘stop instruction’
message reaches all the nodes that have the same hop number
as the route node that originated the RREP in the first place.

To limit the flooding in Blocking-ERS in case there is no
route node is found, the source node sends a maximum journey
value (max j) with a RREQ packet. When an intermediate
node receives a RREQ, the node compares the maximum
journey value of the RREQ with its H . If the H is bigger
than the max j, then the intermediate node drops the RREQ
packet.

To develop these ideas further, we have derived four al-
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Algorithm 3 Route or destination node

1: wait for the first arriving RREQ
2: if receive a RREQ then
3: send the RREP and the H to the source route (contained

in the RREQ packet)
4: end if

Algorithm 4 Procedure of blocking

1: compare Hr with H
2: if Hr is bigger then
3: forward the stop instruction and
4: erase the source-destination pair in the route cache
5: else
6: drop the stop instruction and
7: stop rebroadcasting and
8: erase the source-destination pair in the route cache
9: end if

gorithms Algorithm 1, 2 and 3 for the source, intermediate
and destination (or route) nodes respectively, and Algorithm 4
gives the details of the blocking procedure.

The source node in Algorithm 1 covers the actions of a
source node for the route discovery process. This includes
initialising a route discovery process by first sending a RREQ
(line 1), sending a ‘stop instruction’ after a RREP is received
(line 3) and handling the route information in RREPs (line 5,
6).

Similarly, Algorithm 2 summerises the actions taken by
intermediate nodes which can be classified into route nodes
and the rest. Once the route node is identified, a RREP will be
sent with the current hop number to the source node (line 7, 8).
Other intermediate nodes need to wait for a period of ‘waiting
time’ (line 11–18) and start flooding if no ‘stop instruction’
is received (line 19–21). During the waiting-time period,
the intermediate nodes need to forward a ‘stop instruction’
(line 11–12) or the RREP (line 8–10) because it might be the
2nd RREP for the source node as a backup.

Finally, Algorithm 3 highlights the actions by a route or
destination node. It simply completes route information and
sends it together with the RREP to the source (line 2–4).

V. RESULTS

The Blocking-ERS proposed in this paper takes an approach
of controlled flooding and continues its route discovery process
from where it was left in the previous round each time after
it fails to find a Route node (see Figure 5). This avoids
the repeated network-wide flooding in the conventional TTL
sequence-based ERS.

The source node broadcasts the next RREQ in the following
round with an increased TTL number after the current route
discovery is failed in TTL sequence-based ERS. Many inter-
mediate nodes on the partial route that has been established
so far are abandoned and the route needs to be rebuilt over
again from the source node. The nodes may receive redundant

RREQs repeatedly. Whenever no route to the destination node
is found, the route discovery process starts from the very
beginning (see Figure 4).

A clear contrast can be seen from Figure 4 and 5 and
comparisons can be made between the proposed Blocking-
ERS and the conventional TTL sequence-based ERS.

A. Energy Consumption

Energy consumption during the transmission of RREQs can
be saved by using the Blocking-ERS scheme.

Let the amount of energy consumption on each node for
one broadcast be the same unit energy consumption, denoted
by UnitEnergy. We assume that each action of broadcasting a
RREP, RREQ or ‘stop instruction’ consumes the same amount
of 1 UnitEnergy.

This can be easily shown by the difference of the energy
consumption between the conventional TTL sequence-based
ERS and the Blocking-ERS scheme.

1) One route case: We first consider only the energy
consumption along the route from the source to the route node
(Figure 6).
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Fig. 6. Energy consumption for one route

The energy consumption for the TTL based ERS and for
the Blocking-ERS can be described by the following formula
respectively, where Hr is the hop number of the route node:

ETTL−ERS = Hr +
Hr∑

i=1

i (UnitEnergy)

EBlocking−ERS = 3Hr (UnitEnergy)

The difference of the amount of energy consumption is
more visible from Figure 7, where the amount of energy
consumption by the two ERS approaches are plotted against
the number of rings (i.e. the searching distance between the
source to the route node). The Blocking-ERS curve is below
the TTL based ERS curve after ring 1. As we can see, the
difference of the amount of energy consumption between these
two mechanisms becomes larger as the distance increases
between the source and the route node.
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Fig. 7. Comparison of Energy Consumption for One Route

2) General case: We now consider the general case.
For the Blocking-ERS, the energy consumption during the

route discovery process can be considered as the total energy
consumption in three stages: (a) searching for the route node,
(b) retrun RREP and (c) sending the ‘stop instruction’.

For the conventional TTL based ERS, the energy consump-
tion during the route discovery process includes that in two
stages: (a) searching for the route node, and (b) return RREP.

The energy consumed for ‘(b) returning a RREP’ is Hr

UnitEnergy for both routing schemes, and Hr UnitEnergy
is consumed for the Blocking-ERS stage ‘(c) sending the
stop instruction’.

In the stage of ‘(a) searching for the route node’, the energy
consumption is different for the two methods.

Each ring contains a number of nodes that rebroadcast to
form the next ring. Let ni be the number of nodes in ring i
and the hop number of the route node be Hr (see Figure 6
and 8).

In the Blocking-ERS, the energy consumed in each ring is
as blow:

Ring i Energy Consumed
0 1
1 n1

2 n2

...
Hr − 1 nHr−1

In the TTL based ERS, the energy consumed in each ring is
as follows:

Ring i Energy Consumed
0 1
1 1 + n1

2 1 + n1 + n2

...
Hr − 1 1 + n1 + n2 + · · ·+ nHr−1

Therefore, the total energy consumption by the Blocking-

ERS is

EB−ERS = 2(1 +
Hr−1∑

i=1

ni) + ERREP (UnitEnergy)

Similiarly, the total energy consumption by the conventional
TTL sequence based ERS is

ETTL ERS = Hr +
Hr−1∑

i=1

i∑

j=1

nj + ERREP (UnitEnergy)

The difference between the EB ERS and ETTL ERS is

Esaved = Hr − 2 +
Hr−1∑

i=1

((
i∑

j=1

nj)− 2ni) (UnitEnergy)

Clearly, when ni = 1, for i = 1, · · · , Hr. The above formula
represent the energy consumption for a single route. This
indicates that the energy consumption saving achieved by the
Blocking-ERS for a single route is the minimum amount of
energy saving. In reality, with a high possibility that more
than one route are involved with the flooding (Figire 8). More
energy saving can, therefore, be achived during the route
discovery period.
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Fig. 8. Broadcasting nodes in each ring in Blocking-ERS

B. Time Delay

We consider the time delay for the route discovery period,
during which from the RREQ is broadcasted for the first time,
transmitted from the source node to the route node possibly
via flooding. That is the total time taken from when the source
node broadcasts the first RREQ for the first time until after a
Route Node is found and the source node receive the RREP
from the Route Node.

Let the UnitTime be the one-hop transmission time, which
is the time taken for a RREQ from a broadcasting node to one
of its neighbour nodes.

In case of TTL sequence based ERS, in Figure 4, for
example, suppose H = 3, that is, the route node is 3 hops
distant from the source node. The total time includes the time
when TTL = 1, 2 and 3. The final TTL number equals to
the hop number of the route node. This gives the following
formula of total time delay for the TTL sequence-based ERS:

TTTL ERS = 2
Hr∑

i=1

i (UnitTime)

Now consider the time delay in the Blocking-ERS. The total
time includes the time for three stages: (a) searching for the
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route node, (b) returning the RREP and (c) broadcasting the
‘stop instruction’. For stage (a), the time consists of the time to
for broadcasting and the waiting time. The broadcasting time
for 1 hop distance is 1 UnitTime. The waiting time depends
on the hop number of the node. In Figure 5, for example, the
route node is 3 hops distant from the source node. Each node
needs to wait for 2H before rebroadcasting. At ring 1, the
node waits for 2 × 1 = 2 UnitTime, and at ring 2, the node
waits for 2 × 2 = 4 UnitTime, and at ring 3, the node waits
for 2 × 3 = 6, so the total waiting time for the ‘(a) stage of
searching for the route node’ is 2 + 4 + 6 = 12, and the total
time for stage (a) is 12+Hr = 12+3 = 15. The time for stage
(b) and (c) are Hr and this gives 2Hr = 2×3 = 6. Therefore,
the total time for the route discovery and flooding control is
15 + 6 = 21 UnitTime. Mathematical formula is presented
below, where H represents the hop number of a route node.
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The formula of the time delay in the Blocking-ERS is given

TB−ERS = 3Hr + 2
Hr∑

i=1

i (UnitTime)

Compare this to the TTL sequence based ERS:

TTTL ERS = 2
Hr∑

i=1

i (UnitTime)

It is clear that the difference between the two is 3Hr, three
times of the hop serial number of the route node, depending
only on the distance between the source node to the Route
node.

The time difference is caused by the fact that it is the
intermediate nodes, instead of the source node, that wait for
the ‘stop instruction’ in the Blocking-ERS. If there is no
‘stop instruction after a certain amount of time, the inter-
mediate node received RREQ recently will rebroadcasts RREQ
automatically to continue the route discovery procedure.

The time delay in both approaches is compared in Figure 9.
As illustrated, the Blocking-ERS takes slightly more time
than the conventional TTL sequence-based ERS for the route
discovery process.

VI. CONCLUSION

We have introduced a new method ‘Blocking-ERS’ for route
discovery. The analysis demonstrates a substantial improve-
ment in energy consumption that can be achieved by the
Blocking-ERS at a margin cost of slightly longer time. The
amount of the energy saving by the Blocking-ERS depends on
the number of nodes involved in flooding and the number of
searching rings in general case. The minimum energy saving
achieved by the Blocking-ERS can be seen clearly from the
one route case and even the minimum energy saving looks
promising.
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Abstract

A wireless Ad-hoc sensor network consists of a number
of sensors spread across a geographical area as a collec-
tion of sensors that form an ad-hoc wireless network. Sen-
sors are very tiny devices that their primary function is to
sense the target, convert the signal into a suitable data for-
mat, and pass on the data to a command node. These sen-
sor nodes are very heavily constrained in processing power,
and have a limited energy supply. Since energy is such a
scarce resource, several algorithms have been developed at
the routing and MAC layers to utilize energy efficiently and
extend the lifetime of the network. First layer of the sensor
networks is the infrastructure layer and there is no back-
bone for these networks. In this paper, we propose a vir-
tual backbone for these networks and we measure the net-
work lifetime and survivability as the performance evalua-
tion metrics of the proposed model.

1. Introduction

Sensor networks have attracted recent research attention
due to wide range of applications in civil and military set-
tings [9]. The sensors can be deployed in large numbers in
wide geographical areas and can be used to monitor, de-
tect and report time-critical events like earthquakes, chemi-
cal spills, or the position of moving objects [1]. These sen-
sors are typically disposable and are expected to last until
their energy drains. Their small size factor limits their pro-
cessing and communication abilities. Energy is the scarcest
resource for such nodes, and it has to be managed wisely to
extend the lifetime of a sensor for the duration of the mis-
sion. Sensors are equipped with data processing and com-
munication abilities. The former consists of a sensing circuit
that captures data from the target environment and converts

∗ Instuctor at Shiraz University of Technology

them into an electrical signal. The signal is then transmitted
via radio transmitter to a command center either directly or
through a data concentration center (gateway). The gateway
can perform fusion of data received from the sensors and
also filtering out the erroneous data, before passing it on to
the command center. These data processing and communi-
cation activities are the main consumers of a sensor’s en-
ergy. A battery-operated sensor cannot be kept active all the
time since this will deplete its energy resources quickly. The
sensor should be notified on when exactly to turn on its cir-
cuitry for performing various functions like sensing, trans-
mitting and receiving data. This is done at the MAC layer
by a TDMA scheme, in which each sensor is allotted a time
slot for performing its duties [9, 7] or other routing like span
[3]. The sensor turns off its circuitry when its time slot has
passed to conserve energy. A properly designed slot allo-
cation scheme can extend the lifetime of sensors. The en-
ergy consumed for transmitting data increases with the dis-
tance between the communicating parties. Thus, the sen-
sors that are located at longer distances from the gateway
or command center will die out more quickly than those
at shorter distances. Instead of having the longer distances
sensors transmitting directly to the gateway, certain sensors
in between can be used as the forwarding agents. Transmit-
ting data over these much shorter distances leads to substan-
tial power savings at sensors. This approach is at the routing
layer, and requires efficient algorithms to dynamically es-
tablish routes between sensor nodes. Using connected dom-
inating set in wireless sensor network is a new method for
saving energy consumption.
The rest of the paper is structured as follows. We next de-
scribe preliminaries on connected dominating set. Section 3
describes the related work. We present our proposed algo-
rithm in section 4. Simulation results are used to evaluate
the model in Section 5. Finally Section 6 concludes the pa-
per.
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Figure 1:Example of Ad-hoc network

2. Preliminaries

An ad-hoc network can be presented by a unit disk graph
where every vertex (host) is associated with a disk con-
nected at this vertex with the same radius (transmitter range)
[4]. Two vertices are neighbors if and only if they are cov-
ered by each others disk. For example, both vertices v and
w in Figure 1(b) are neighbors of vertex u because they are
covered by disk u, while vertices v and x in Figure 1(a) are
not neighbors. In an Ad-hoc network, some links (edges)
may be unidirectional due to the disparity of energy levels
of hosts. Therefore a general Ad-hoc wireless sensor net-
work can be considered as a directed graph with a high per-
centage of bidirectional links.

Routing in wireless Ad-hoc sensor networks is harder
than in wired networks, due to the limited resource, network
mobility, and lack of physical infrastructure. Virtual infras-
tructures, such as a Connected Dominating Set (CDS), were
proposed to reduce the routing overhead and enhance scal-
ability [5]. In dominating set, every vertex in the graph is
either in the set or adjacent to a vertex in the set. Vertices
in dominating set are also called gateways while vertices
that are outside a dominating set are called non-gateways.
Among CDS based routing protocols, only gateways need
to keep routing information in a proactive approach and the
search space is reduced to the dominating set in a reactive
approach [10].

Unfortunately, finding a minimum connected dominat-
ing set is NP-complete for most graphs. Wu and Li pro-
posed a simple and efficient approach called marking pro-
cess which can quickly determine a CDS [10]. This ap-
proach was first proposed for undirected graphs using the
notion of dominating set only and was later extended over
directed graphs by introducing another notion called ab-
sorbent [11]. Specifically, each host is marked if it has two
unconnected neighbors. It is shown that collectively these
hosts achieve a desired global objective - a set of marked
hosts forms a small CDS. Based on the marking process,
vertices u and w in Figure 1(b) are marked and they form a
dominating set in their network. The CDS derived from the
marking process is further reduced by applying two domi-

nant pruning rules. According to dominant pruning rule 1,
a marked host can unmark itself if its neighbor set is cov-
ered by another marked host; that is if all its neighbors are
connected with each other via another gateway, it can re-
linquish its responsibility as a gateway. In Figure 1(b), ei-
ther u or w can be unmarked (but not both). According
to rule 2, a marked host can unmark itself if its neighbor-
hood is covered by two other directly connected marked
host. The marking process 1 and 2 are purely localized al-
gorithm where the marker of host depends on topology of
small vicinity only [10].

We propose a connected dominating and a clustering al-
gorithm in the MAC layer that can increase the lifetime and
survivability of the wireless sensor network.

3. Related Work

Das et al. [6] proposed an algorithm to identify a sub net-
work that forms a minimum CDS (MCDS). This algorithm
finds a CDS by growing a tree T starting a vertex with the
maximum vertex degree, and adding a new vertex to T ac-
cording to its effective degree (number of neighbors that are
not neighbors of T). The main drawback of this algorithm is
its centralized style. The mesh scheme [2] designates a sub-
set of border members as gateways so that there is exactly
one virtual link between two neighboring clusters.

Wu and Dai’s [10] marking process uses a constant num-
ber of rounds to determine a CDS. This approach can be
applied to Ad-hoc sensor networks with bidirectional link
only. In this paper, we introduce a model to develop a vir-
tual infrastructure for wireless senor networks. Our algo-
rithm consists of 2 phases: First, we cluster sensor nodes
using clustering algorithm and then we implement the CDS
algorithm to intra clusters.

4. Our Proposed Method

We propose a way to making a virtual infrastructure for
wireless sensor network with connected dominating set and
its optimization methods in addition to a clustering method
for sensor nodes. The wireless sensor nodes are densely de-
ployed in the space. Therefore, if we can cluster them with
their gateways (cluster head), the network life time and sur-
vivability increases and the routing algorithm will be easy
[8, 9]. Lifetime of a sensor network is defined as the time
after which certain fraction of sensor nodes run out of their
batteries, resulting in a routing hole within the network. The
sensor network is divided into separate regions known as
clusters. A cluster is nothing but a gateway and a set of sen-
sors that communicate with that gateway. Dividing a net-
work into clusters has the advantage of reducing routing
overhead. Since there are fewer sensor nodes in a cluster,
the computation of routes is much faster. The number of
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clusters in the network is equal to the number of gateways,
since there is one gateway for each cluster. After clustering
the network into a subset of clusters with the proposed algo-
rithm, then we use the CDS finding algorithm. In the simu-
lation, we show that the network lifetime and packet over-
head are optimized. We use the packet drop probability as
the performance metrics parameter.

4.1. Clustering Algorithm

The main objective of our approach is to cluster sen-
sor network efficiently around few high-energy gateway
nodes. The clustering algorithm is responsible for divid-
ing the whole network topology into clusters. The algo-
rithm takes the set of sensor nodes and gateways, and par-
titions them such that there is one gateway and a subset of
the set of nodes in each cluster. Clustering enables network
scalability to large number of sensors and extends the life
of the network by allowing the sensors to conserve energy
through communication with closer nodes and by balanc-
ing the load among the gateway nodes. Gateways associate
cost to communicate with each sensor in the network. Clus-
ters are formed based on the cost of communication and
the load on the gateways. Network setup is performed in
two stages; ’Bootstrapping’ and ’Clustering’. In the boot-
strapping phase, gateways discover the nodes that are lo-
cated within their communication range. Gateways broad-
cast a message indicating the start of clustering. We as-
sume that receivers of sensors are open throughout the clus-
tering process. Each gateway starts the clustering at a dif-
ferent instance of time in order to avoid collisions. In re-
ply the sensors also broadcast a message with their maxi-
mum transmission power indicating their location and en-
ergy reserve in this message. Each node discovered in this
phase is included in a range set per gateway. Bootstrapping
a sensor network is the processing of establishing inter-node
links and forming an overall network topology. Bootstrap-
ping typically consists of two phases:

• Node Discovery: unless the nodes are manually placed,
nodes are not aware of their peers and thus should at
least discover their neighbors.

• Topology Setup: Based on the established links among
neighboring nodes, a network topology should be es-
tablished to allow for data gathering.

In the clustering phase, gateways calculate the cost of
communication with each node in the range set. This in-
formation is then exchanged between all the gateways. Af-
ter receiving the data from all the other gateways each gate-
way start clustering nodes based on the communication cost
and the current load on its cluster. When the clustering is
over, all the sensors are informed about the ID of the cluster

Figure 2:Clustering Nodes in sensor network

they belong to. Since gateways share the common informa-
tion during clustering, each sensor belongs to only one clus-
ter. For inter-cluster communication all the traffic is routed
through the gateways. The clustering algorithm may use a
number of metrics to determine how to form clusters [12]:

• Physical distance of a sensor node from the sensor. In
this case, the sensor node determines the nearest gate-
way and reports to that gateway.

• Equal number of sensors in each cluster. This ensures
that each gateway has equal routing overhead.

• Redundancy assurance. A sensor may determine that
there exists more than one gateway within transmis-
sion range. It chooses one gateway and joins that clus-
ter, and keeps the others as backups. Thus, this algo-
rithm may change the cluster formation due to factors
such as gateway failure.

As shown in Figure 2, at first, sensor nodes are clustered
into clusters and then the CDS algorithm is applied to the
clustered network. The algorithm that has been used in our
approach uses the proximity-based metrics. Thus, each sen-
sor node chooses the nearest gateway and joins that cluster.
As shown in Figure 2, all sensors find their Euclidian dis-
tance from the gateways and join them. After clustering sen-
sor nodes in clusters with cluster head or gateways, the CDS
finding algorithm is used in each cluster.

4.2. CDS Algorithm

An Ad-hoc wireless sensor network with unidirectional
links can be represented by a simple directed graphG =
(V,E), whereV is a set of vertices (hosts) andE is a set
of directed edges (unidirectional links). A directed edge di-
rected from u to v is denoted by an ordered pair (u,v). A
directed graph G is strongly connected if for any two ver-
tices u and v , a (u,v)-path, i.e., a path connecting u to v, ex-
ists. If (u, v) is an edge in G, we say that u dominates v, and
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Figure 3:Dominating Set Reduction examples

v is the absorbent of u. The dominating neighbor set Nd (u)
of vertex is defined as

Nd(u) = {w : (w, u)εE} (1)

The absorbent neighbor set Na(u) of vertex u is defined
as

Na(u) = {v : (u, v)εE} (2)

and N(u) represents the neighbor set of vertex u:

N(u) = Nd(u)UNa(u) (3)

Suppose the marking process is applied to the network
that is redrawn in Figure 3(a). Host u will be marked be-
cause (x,u) belongs to E and (u,y) belongs to E, but (x,y)
doesn’t belong to E. Host v will also be marked. All other
hosts will remain unmarked because no such pair of neigh-
bor hosts can be found. The marking process is as be-
low:

Algorithm 1: Marking Process[2]

1. Each u periodically exchanges its neighbor set Nd(u)
and Na(u) with all its neighbors.

2. u sets its marker to T (marked) if there exist two neigh-
bors v and w of u such that (w,v) belongs to E, and (u,v)
belongs to E and (w,v) does not belong to E.

Initially vertices are unmarked. They exchange their
open neighborhood information with their one-hop neigh-
bors. Therefore each node knows all of its two-hop neigh-
bors. The marking process uses the following simple rule:
any vertex having two unconnected neighbors is marked as
a dominator. The set of marked vertices form a connected
dominating set, with lots of redundant nodes. Two prun-
ing rules are provided to post-process the dominating set,
based on the neighborhood subset coverage. A node u can
be taken out from S, the CDS, if there exists a node v with
higher ID such that the closed neighbor set of u is a subset
of the closed neighbor set of v. For the same reason, a node
u will be deleted from S when two of its connected neighbor

in S with higher IDs can cover all u’s neighbors. This idea is
also extended to directed graph. Due to differences in trans-
mission ranges of wireless networks, some links in Ad-hoc
wireless network may be unidirectional. In order to apply
this to a directed graph like sensor network model, neigh-
boring vertices of a certain node are classified into a domi-
nating neighbor set and an absorbent neighbor sets in terms
of the directions of the connected edges.

5. Simulations

The simulation has two different parts. One is the Con-
nected Dominating Set algorithm used by Ji and Dai in [2]
to simulate the connected dominating set reduction in Ad-
hoc wireless sensor networks and we extend it by adding
the clustering algorithm to it. The second part is a general
wireless sensor network simulator. To generate a random
Ad-hoc network, n hosts are randomly placed in a restricted
100*100 (meter)area. The transmitter range R is adjusted
according to the average vertex degree d to produce nd/2
links in the corresponding unit disk graph. Most of these
links are treated as bidirectional, but a small portion (p%)
of them are randomly selected to be unidirectional links.
Networks that cannot form a strongly connected graph are
discarded. For each combination of parameters (n, d and
p), the simulations repeated 500-2000 times until the confi-
dence interval is sufficiency small (+/-1% for the confidence
level of 90%).

For simulating the clustering of sensor nodes in the net-
work, we make a network with below entities: Sensor nodes,
Gateways, Clusters, Packets, Packet Queues, Targets, User-
interface Events, Event Queues. This calls for an object-
oriented design approach to the simulator. Each entity is
modeled by a separate object that encapsulates its function-
ality. These objects represent a high-level decomposition of
the sensor network allowing us to establish the interactions
between the entities. Our metrics are the energy consump-
tion per node, the average energy consumption within over-
all network, and network lifetime [6]. The average energy
consumption for a uniformly 10-cluster network is less than
50uj, as can be seen in Figure 4. In Figure 5, we can see that
fewer than 30 % of the sensors consumed more than 50uj.
The density of gateways can be increased to reduce the av-
erage energy consumption.

6. Conclusions and Future Work

We have presented a virtual infrastructure backbone for
wireless sensor network with the concept of connected
dominated graph and we measure the network energy con-
sumption as an important parameter to evaluate network
lifetime. To our knowledge this is the first time that a sen-
sor network introduced with clustering and infrastructure
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Figure 4:The average energy consumed by sensors in a network
with 10 clusters.

Figure 5:Distribution of sensor energy consumption with our ap-
proach

concepts together. In our simulation, we can decompose the
wireless sensor network in an object oriented way and we
can measure other parameters like Packet Drop Probabil-
ity (PDP) as a network survivability metrics for our future
work. We will also focus on evaluating survivability of the
sensor networks considering PDP and network lifetime pa-
rameters.
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Abstract— Mobile ad hoc networks (MANET) are formed by
mobile nodes with a limited communication range. Routing pro-
tocols use a best effort strategy to select the path between a source
and a destination. Recently, mobile ad hoc networks are facing a
new challenge, quality of service (QoS) routing. QoS is concerned
with choosing paths that provide the required performances,
specified mainly in terms of the bandwidth and the delay. In this
paper we propose a QoS routing protocol. Each node forwards
messages to their destination based on the information received
during periodically broadcasts. It uses two different sets of
neighbors: one to forward QoS compliant application messages
and another to disseminate local information about the network.
The former is built based on 2-hop information knowledge about
the metric imposed by the QoS. The latter is selected in order to
minimize the number of sent broadcasts. We provide simulation
results to compare the performances with similar QoS protocols.

I. INTRODUCTION

In the context of mobile ad hoc networks[1], new challenges

are raised for routing protocols. Nodes are communicating

through wireless links with limited range. Each message sent

by a node will be received only by the nodes located in this

communication range. Additionally, links between nodes are

not stable due to the nodes mobility.

Routing protocols are finding paths between a source and

a destination that do not communicate directly. They consider

the number of hops as criterion for finding optimal routes

between nodes. In the case of QoS routing [2], new constraints

become prioritary (bandwidth, delay) and new metrics must be

considered. When a packet coming from the application layer

is routed to its destination, the links between nodes are relevant

only if they are compliant with the QoS requirements. Many

of the solutions that have been proposed to this problem are

enhancements of existing routing protocols.

We consider the particular situation of proactive protocols,

where each node stores routing tables with all known destina-

tions in the network. Hosts are aware of network topology due

to the routing related information, periodically propagated into

the network. Each node sends periodically broadcasts about

the links with its neighbors. Existing proactive protocols (e.g.

OLSR [3]) minimize the number of broadcasts by selecting

only a subset of neighbors, multipoint relays (MPR) [4], to

relay messages containing routing related information. The

MPR set of a node is computed between direct neighbors,

by a greedy heuristic, to cover all neighbors at a distance of

2 hops. The same set of nodes is used for packets routing.

When guaranteed QoS is demanded, an option is to modify

existing protocols to use only the links respecting QoS require-

ments. This will impose additional conditions to the neighbors

subset selected as relays, thus the number of selected neigh-

bors and the network traffic are increased.

This paper presents a method for QoS paths selection, based

on network topology complexity reduction. Only the neighbors

that are providing maximum bandwidth links are advertised. In

our solution, we determine the 1-hop neighbors representing

the best paths to the set of 2-hop neighbors, in terms of

a specific metric. First we eliminate from redundant paths,

the worst performance link. Since each node has complete

knowledge only until the 2 hop distance neighbors, redundant

paths are represented by nodes that are both 1-hop and 2-

hop neighbors. Then, we are making the selection considering

a specific QoS metric. By selecting only nodes providing

optimal links, we are reducing the complexity of network

topology, while preserving the connectivity of the network

and the availability of paths. QoS enabled routing uses se-

lected neighbors set when it forwards application messages.

Therefore, the selection is flooded into the entire network. We

use MPR sets to flood the selection of a node.

The paper is organized as follows: first a presentation

of existing QoS protocols is made. Next section contains a

description of OLSR protocol, for which we proposed an

enhancement, followed by the description of the algorithm

used for advertised set selection, for concave constraints (e.g.

bandwidth) in section IV and for additive constraints (e.g

delay) in section V. Experimental results are presented in

section VI and conclusions in section VII.

II. PREVIOUS WORK

QoS routing protocols developed for mobile ad hoc net-

works [5] are extending classic, best effort routing algorithms

for MANET.

On demand routing protocols are using different communi-

cation models in order to satisfy the QoS requirements, e.g.

TDMA (Time Division Multiple Access) or CDMA (Code

Division Multiple Access) over TDMA. The issues raised

are bandwidth or delay calculation and resource reservation
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during path discovery. An enhanced version of Ad-hoc On

demand Distance Vector (AODV) protocol for QoS support [6]

introduces a mechanism for resource reservation simultaneous

with path discovery. An extension of Dynamic Source Routing

(DSR) protocol is presented in [7]. It deals with common

problems in TDMA environment for bandwidth reservation

(e.g. race condition, parallel reservation problem). Temporally

Ordered Routing Algorithm (TORA) extension [8] chooses

from the available paths the shortest path compliant with the

QoS requirements. The disadvantage is that they are operating

not only into the network but also into Medium Access Control

(MAC) layer.

From the reactive protocols category, an extension of OLSR

for optimal routes in terms of QoS requirements was proposed

in [9]. QOLSR proposes a heuristic for MPR selection and

imposes several conditions for these nodes, in order to provide

an optimal path, both in terms of hop distance and QoS metric.

QOLSR has the disadvantage of increasing the number of

MPR relays, thus the number of broadcasts in the network.

Another approach is core-extraction distributed ad hoc rout-

ing (CEDAR) protocol [10]. It determines a core dominating

set. Only the nodes in this set are aware of core topology and

of the metric of the neighbor links. This limits the number

of broadcasts, compared with the control flooding of reactive

protocols.

III. OLSR PROTOCOL ADAPTATION

Optimized Link State Routing (OLSR) protocol is a table

driven protocol for MANET.

It maintains tables containing all the necessary data for

finding a path to any other node in the network. In order to

keep up to date routes, it regularly propagates routing infor-

mation. It uses two types of messages: HELLO messages for

neighborhood discovery and topology control (TC) messages

for entire network topology discovery. HELLO messages are

advertising the neighbors and MPR sets, while TC messages

are disseminating network topology information necessary for

building routing tables. MPR sets are enough to compute best

routing path.

By using different sets of nodes for routing and topology

advertising, new data structures are added to the information

base of each node. Similarly to OLSR each node stores

the 1 and 2-hop neighbors, MPR and MPR selector sets.

Additionally each node will maintain the QoS Advertised

Neighbor Set (QANS), which provides optimal connectivity

based on the imposed metric and a list of QANS selectors:

neighbors that selected it in their QANS set.

Topology information maintained at each node is retrieved

from the TC messages and contains the list of all know

destinations in the network together with the list of the last

hop used to reach them. In OLSR this list contains the links

of a node with its MPR selectors. In our case, these links are

replaced in the TC messages by the QANS selectors set. Each

node that receives a TC message will broadcast it only if it is

in the MPR list of the last sender of the message.

IV. TOPOLOGY FILTERING FOR BANDWIDTH

A. Graph density reduction

Bandwidth constraint routing is based on finding routes

in a network that maximize this criterion. A node has at

most information regarding the presence of 1-hop and 2-hop

neighbors and the metric of all 1-hop neighbors links. Based

on link metric each node reduces the broadcasted information

only to information needed to compute paths with the respect

to constraints.

We consider the model of a network represented by a graph

G = (V, E), where V is the set of vertices in the graph,

associated to the network nodes and E is the set of edges,

representing links between nodes. Each communication link

is characterized by a bandwidth value. Let B be the value of

the maximum bandwidth link in the network. Then, we can

define b, the bandwidth function that maps the set of edges E
to the interval ]0, B]. If the links are bidirectional, function b is

considered to be symmetric (i.e. b(u, v) = b(v, u)). Bandwidth

is a concave constraint, the bandwidth of a path p is defined

by the minimum bandwidth link on that path. This means that

for p = {a0, a1, . . . , an}, the bandwidth bp of p is equal to:

bp = min
0≤i<n

{b(ai, ai+1)}.

We will present below the method used for reducing the

density of the graph. It is based on the situation where a node

n2 is a common neighbor for both a node u and another 1-hop

neighbor of u, n1. A triangle is generated in the graph. This

is often the case of networks represented by a dense graph.

Each node will maintain locally two paths to both neighbors

(e.g. between n1 and n2 there are p1 = {n1, n2} and p2 =
{n1, u, n2} ), characterized by the bandwidths: bp1

and bp2
.

We can reduce the density of the graph by eliminating from

the triangle formed by u, n1 and n2 the link with the minimum

bandwidth.

Fig. 1 represents an example. In 1(a), bp1
= 3 and bp2

= 4.

This makes p2 the preferred option when maximum bandwidth

routes are necessary. Both (n1, n2) and (n2, n3) have redun-

dant paths with better metric value, as shown in 1(b) and they

are eliminated.

Let us define the graph G′ = (V ′, E′) containing the

remaining set of edges:

E′ = {(u, v) in E| 6 ∃w such that (u, w), (v, w) ∈ E

∧ b(u, v) ≤ min(b(u, w), b(v, w))}.

This graph reduction is a variation of Relative Neighborhood

Graph (RNG) [11].

For a weight function f , the RNG graph,GRNG =
(V, ERNG) of G, imposes the following condition, for an edge

(u, v) ∈ E between vertices u and v to exists:

∀w ∈ V, w 6= u and v, f(u, v) ≥ max(f(u, w), f(v, w)).

Similarly, for the bandwidth metric, G′ will represents the

initial graph reduced to the RNG, which uses the bandwidth

as weight function instead of distance.
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Fig. 1. Example of bandwidth QANS selection for a node

In the case of two equal minimum links, another two

criteria are evaluated in order to choose the link that will be

eliminated. They are based on nodes IDs comparison, since

each node is identified by an ID, unique in the network. First,

the nodes with the minimum ID of each link are compared.

The link with the smallest value for the minimum ID node of

the link is eliminated. If the minimum is defined by a common

node of the both links, the elimination is based on maximum

ID node.

Let us consider

f(u, v) = (b(u, v), min(id(u), id(v)), max(id(u), id(v))),
and the order relation ≤ defined on triples:

(x, y, z) ≤ (x′, y′, z′) ⇔ x < x′ ∨

(x = x′andy < y′) ∨

(x = x′ ∧ y = y′ ∧ z < z′). (1)

By applying all the three criteria, we are assured that all

the triangles are eliminated, and none of the 1-hop neighbors

is also in the 2-hop neighbors list.

Similar with the properties of a RNG graph, G′ preserves

the connectivity and the maximum bandwidth paths between

any two vertices, while reducing the density of the graph.

The heuristic is presented in Algorithm 1.

Algorithm 1 Graph density reduction

Let N(u) = {n1, n2, . . . , nn} be the list of 1-hop neighbors of
the current node u.

function GET BWRNG(u)
N’(u)=N(u)
for each v in N

′ do
for each w in N(v) ∩ N(u) do

if f(u, v) < f(u, w) ∧ f(u, v) < f(w, v) then
remove v from N

′(u)
break

end if
end for

end for
return N

′(u)
end function

B. Advertised neighbor set selection

From the reduced graph, we will select the neighbor set that

preserve maximum bandwidth paths. It is computed by each

node, base on 2-hop neighbors information.

The 1-hop neighbors are evaluated in the descendant order

of the bandwidth of the link with the current node, u. A 1-hop

neighbor of u, ni is added to the set of advertised neighbors

A only if it provides a maximal bandwidth path between the

node u and at least one of its 2 hop neighbors. The evaluation

stops when all the maximal bandwidth paths between the node

u and the 2 hop neighbors are found.

Let nj be the 1-hop neighbor that represents the path with

maximum bandwidth between u and the 2 hop neighbor n′

i. It

is equivalent with:

min {b(u, nj), b(nj , n
′

i)} ≥ min {b(u, nk), b(nk, n′

i)} ,

∀k = 1 : n ∧ nk ∈ N(u) ∩ N(n′

i)

This relation is used to evaluate each 1-hop neighbor.

Algorithm 2 returns the set of neighbors defining maximum

bandwidth paths.

Algorithm 2 Select advertised neighbors set

Let N(u) = {n1, n2, . . . , nn} be the list of 1 hop neighbors of u.

procedure GET BW QANS(u)
Start with empty sets A and N

′
j .

for each 2 hop neighbor n
′
i do

determine bmax(u, n
′
i)

end for
for each node nj ∈ N(u) do

for each node n
′
i in N(N(u)) ∩ N(nj) do

if b(u, nj) ≥ bmax(u, n
′
i) then

if b(nj , n
′
i) ≥ bmax(u, n

′
i) then

add n
′
i to N

′
j

end if
end if

end for
if Nj not empty then

add nj to A.
end if

end for
end procedure

There can be more than one maximum bandwidth path to

a 2 hop neighbor in the selected set A. Each 1-hop neighbor

ni will define a maximum bandwidth path for a set N ′

i of

neighbors such that:

n
⋂

i=1

Ni = N(N(u)).
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In order to further optimize the dimension of QANS sets,

we consider the following greedy method (implemented by

algorithm 3), for removing nodes providing redundant paths.

At the beginning both the set A’of neighbors and the set N’ of

2-hop neighbors covered by the nodes in A’ are empty. Each

time the node from A that provides the greatest number of

maximum paths to 2 hop neighbors not already in N’ is added

to A’ and the covered neighbors in N’. The selection stops

when all the 2 hop neighbors are covered. A’ will represent

the QANS set. An example of selection for the presented

algorithm is shown in Fig. 1. After the evaluation of all links

bandwidth of the graph in 1(b), only n2 and n4 are selected

in 1(c).

Algorithm 3 Optimized advertised neighbors set

Start with empty sets A’ and N’.
procedure REDUCE BW QANS(u)

while N
′ 6= N do

Add to A’ nj for which

Nj/N
′ = max

0≤i<n
Ni/N

′

.
Add elements from Nj to N

′.
end while

end procedure

C. Proof of correctness

We have to prove that our algorithm 3 generates topology

information which are sufficient to compute maximum band-

width paths. We can notice that this statement is only needed

for nodes which are not directly connected. In order to obtain

this proof of correctness, we use three steps: (a) prove that

the graph density reduction preserves maximum bandwidth

(this property includes connectivity preservation), (b) prove

that advertised neighbor set selection preserves maximum

bandwidth between 2-hop neighbors, and (c) prove that 2-

hop maximum bandwidth preservation is enough to guarantee

maximum bandwidth preservation for any couple of nodes

distant of at least two hops.

Concerning graph density reduction, we show that for all

couple of nodes (u, v) and paths p between u and v in G,

then there exist a path p′ between u and v such that b(p) ≤
b(p′). For a path p = {a0, a1, . . . , ak} in G, we show how to

build the path p′. Let us consider removed edges in ascendant

order (according to the order defined in eq. 1). Each time

that an edge (x, y) contained in p is removed, we apply the

following operation. If (x, y) is deleted from the initial graph,

it means that there exist two links (x, z) and (z, y) such that

f(x, y) < f(x, z) and f(x, y) < f(z, y). By definition of the

function f and of the order, it implies that b(x, z) ≥ b(x, y)
and b(z, y) ≥ b(x, y). Moreover, these two links have not been

removed yet and we can simply replace the sub-path {x, y}
by {x, z, y}. Since the number of edges is finite, when the

process ends, we have a path with higher or equal bandwidth.

For the optimality of our advertised neighbor set selection

algorithm for 2-hops neighbors in G′, it suffices to observe that

maximum bandwidth paths in G′ between 2-hops neighbors

cannot be longer than two hops. Let us consider a loop-free

path p = {a0, a1, . . . , ak} in G between u = a0 and v = ak,

one of its 2-hops neighbors in G, such that ∀1 ≤ i < k
the intermediate node ai in a 1-hop neighbor of u in G. We

show that k is equal to two. Indeed, if k is greater than 2,

it means that a2 is a 1-hop neighbor of u. It implies that

the edges (a0, a1), (a1, a2) and (a0, a2) exist in G. However,

triangles cannot exist in G because at least one of the edges

satisfies the condition to be removed compared to the two other

ones. Because our algorithm preserves maximum bandwidth

2-hop paths, it is enough to guarantee bandwidth preservation

between 2-hop neighbors.

Now, we show that the knowledge of maximum bandwidth

path between 2-hop neighbors is enough to compute maximum

bandwidth path between two arbitrary nodes distant of at

least two hops. More precisely, for a loop-free path p =
{a0, a1, . . . , ak} in G with k ≥ 2, we show by induction

that that we can compute a path p based on 2-hop maximum

bandwidth path such that b(p) ≤ b(p). If k = 2, the property

simply holds because of previous statement. If k > 2, we

know by induction that the subpath p1 = {a0, . . . , ak−1} can

be replaced by a subpath p1 = {b0, . . . , bl} which use only

knowledge of 2-hop maximum bandwidth path and such that

b(p1) ≤ b(p1) (note that we have a0 = b0 and bl = ak−1).

Because G does not contains triangles, the node bl−1 in p1 is a

2-hop neighbor of ak. From induction hypothesis, the subpath

{bl−1, bl = ak−1, ak} can be replaced by a 2-hop maximum

bandwidth path {bl−1, c, ak}. In conclusion, we can compute a

path p = {a0 = b0, b1, . . . , bl−1, c, ak} with a higher of equal

bandwidth.

These steps are enough to show that our algorithm guaran-

tees bandwidth optimality for nodes distant of at least 2-hops

(in G or G since G is a reduced graph of G). The proof of

this optimality is simplified because of the use of G which

does not contains triangles.

V. TOPOLOGY FILTERING FOR DELAY

A. Graph density reduction

Delay is another demanding constraint for QoS routing, es-

pecially in the case of multimedia applications. The difference

is that the delay of each link is added to the overall value.

For evaluating delay constrained routing we will use the

same representation of a network by the graph G = (V, E). If

D is the value of the maximum delay link, then a link’s delay

value is defined by a function d defined on the set of edges

E with values in the interval [0, D]. The delay is an additive

metric. This means that for a path p between nodes u and v,

p = {u, u1, u2, . . . , v},

the delay dp is defined on [0, Dp] and is

dp = d(u, u1) + d(u1, u2) + . . . + d(un, v).
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Fig. 2. Example of delay QANS selection for a node

For reducing the density of the graph we consider again the

case of a triangle in the network, generated by u, a common

neighbor of n1 and of n2, also neighbors.

Let u, n1 andn2 ∈ V such that (u, n1), (n1, n2) and

(n2, u) ∈ E. Similar with the bandwidth we will

reduce the density of the graph by removing the worst

performance edge from the triangles generated by 1 hop

neighbors. An edge is the worst performance edge if it

has a delay greater or equal than a 2 hop path between

the same nodes. An worst performance edge (u, n1) is

characterized by the property: ∃n2 ∈ V such that d(u, n1) ≥
d(n1, n2) + d(u, n2) if d(n1, n2) 6= 0 and d(u, n2) 6= 0.

Algorithm 4 Graph density reduction

Let N(u) = [n1, n2, . . . , nn] be the list of 1 hop neighbors of u.
Let N

′
j be the set of 2 hop neighbors covered by nj .

function GET DELAYREDUCEDGRAPH(u)
N

′(u) = N(u)
for each v in N

′
u do

for each w ∈ N(v) ∩ N(u) do
if f(u, v) ≥ f(u, w) + f(w, v) then

remove v of N’(u)
break

end if
end for

end for
return N

′(u)
end function

By removing all the edges (u, n1) with the property above

from E, nor the connectivity neither the values of minimum

delay paths are not affected.

Similar with the RNG, removing the greatest delay edge

from a triangle does not influence the connectivity of the

graph. If one of the edges has a delay equal with 0, then

the other two links will be both removed. This situation is

avoided by imposing the last condition.

In order to discuss the preservation of minimum delay paths

value, we will consider a graph, G′ obtained by removing all

the edges in E with the property above. If the set of minimum

delay paths is represented by P, then ∀p ∈ P , ∃p′ in P ′,

the set of minimum delay paths in G′ such that dp(p
′) =

dp(p). Indeed, if d(ni, ni+1) ≥ d(ni, n
′

i) + d(n′

i, ni+1), for

each path p = {u, n1, n2, . . . , ni, ni + 1, . . . , v} in P , there is

a path p′ = {u, n1, n2, . . . , ni, n
′

i, ni+1, . . . , v} in P with the

property that dp ≥ dp′ .

B. Advertised neighbor set selection

The next step is to select the subset QANS of nodes of G’

that provides complete network connectivity through minimum

delay links. Although the procedure above will not remove all

the triangles from the network, it assures us that when they still

exists, the minimum delay path is the direct one. Therefore,

in order to find the QANS set, is necessary to remove from

the list of 2-hop neighbors of u, those that are also 1-hop

neighbors.

Similarly with the first algorithm, a 1-hop neighbor of u,

ni is added to the set A only if it provides a minimum delay

path between the node and at least one of its 2 hop neighbors.

The algorithm stops when all 1-hop neighbors are evaluated.

Algorithm 5 Select advertised neighbors set

Let N(u) = [n1, n2, . . . , nn] be the list of 1 hop neighbors in G’.
Let N

′
j the set of 2 hop neighbors covered by nj : N

′
j =

N(N(u)) ∩ N(nj)

procedure GET DELAY QANS
start with empty sets QANS and N

′
j .

for each 2 hop neighbor n
′
i do

determine dmin(u, n
′
i)

end for
for each node nj ∈ N(u) do

for each node n
′
i in N(nj) do

if d(nj , n
′
i) + d(u, nj) = dmin(u, n

′
i) then

add nj to N
′
j

end if
end for
if Nj not empty then

add nj to QANS.
end if

end for
end procedure

The selected set will preserve the minimum delay paths.

For each path p in the graph G, we can build a path p′ in the

graph G′, with the length smaller or equal to the length of p
and with the same delay.

Let p = {u, n1, n2, . . . , ni−1, ni, ni+1, . . . , v}. Let us sup-

pose that a node ni it is not in QANS subset of ni−1.

Then it exists n′

i such that n′

i ∈QANS and the delay

dp((ni−1, n
′

i), (n
′

i, ni+1)) ≤ dp = ((ni−1, ni), (ni, ni+1)).
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There can be more than one minimum delay path to a 2 hop

neighbor in the selected set QANS. This means that the QANS

set can be further minimized. We consider the same greedy

method for selecting a smaller set. At each step the 1-hop

neighbor that covers the maximum number of 2 hop neighbors

not covered yet is selected. The selection stops when all the

2 hop neighbors are covered. The algorithm is identical with

the bandwidth case.

Fig. 2 illustrates an example. The initial graph is represented

in 2(a). In 2(b) the links with the worse performance metric are

eliminated. In 2(c) is selected the minimum set of neighbors

on best performance paths to the 2-hop neighbors set.

VI. SIMULATION

We implemented a simulator to evaluate the performances of

the proposed algorithm. Tests were made with a static network

of 200 nodes. Nodes are randomly distributed in order to

obtain a given average number of neighbors. We compare our

algorithm to QOLSR protocol.

Both QOLSR and OLSR-QANS are enhancements to OLSR

protocol and aim at providing QoS routes. In a proactive

protocol, each node declares the links with its neighbors,

by sending broadcasts into the network. Network traffic is

influenced by the size of packets and the number of broadcasts.

The size of packets depends on the number of declared links.

The number of broadcasts depends on the number of neighbors

selected by a node to retransmit a message. We will compare

the subset of neighbors selected for QoS routing and for

network control messages retransmission. QoS performances

are evaluated by the number of paths, that respect the QoS

requirements, successfully found.
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Fig. 3. Maximum bandwidth neighbors selection

We computed the number of neighbors selected to route

messages. Fig. 3 compares the average number of 1-hop neigh-

bors used for QoS path. The metric used is the bandwidth. The

average size of 1-hop neighbors in the bandwidth RNG graph

is smaller than the QOLSR selection. Accordingly, the 1-hop

set selected by OLSR-QANS is smaller than QOLSR selection

for bandwidth with 12%.

Fig. 4 compares the number of nodes selected for broad-

casting network information. Our protocol uses MPR sets for
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Fig. 4. Broadcast forwarding neighbors selection

broadcasting, while QOLSR uses the same set of nodes as

the one for QoS paths. MPR sets are smaller than QOLSR

because they have only the constraint of 2-hop neighbors to

cover. QOLSR selection has to fulfill additional requirements

imposed by the QoS metric.
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Fig. 5. Minimum delay neighbors selection

In Fig. 5 are presented the results of selection for delay.

The selection of QOLSR is smaller with 18%. The size of 1-

hop set in the reduced graph for delay is influenced by the

conditions imposed to worse performance links, which are

more restrictive than in the case of bandwidth.

In Fig. 6 we analyse the performances from the point

of view of the bandwidth metric requirements. We present

the dependence of path bandwidth on the average density.

Paths are computed with a Dijkstra algorithm modified for

concave constraints. The bandwidth gain obtained by using

QoS protocols in OLSR-QANS compared with the bandwidth

of the path in the QOLSR graph is relatively constant and has

the average value of 8%. The bandwidth gain is obtained with

a smaller set of 1-hop neighbors.

Similarly, fig. 7 shows the raport between the delay obtained

for paths computed in the case of the two protocols. Paths are

computed with Dijkstra algorithm, that considers the delay as

the cost associated to links. The raport between the delays

depends on the density of the network. For densities greater

than 20, minimum delay of the paths in OLSR-QANS graph
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is with 30% smaller than in QOLSR graph. This is obtained

with the increase of 18% in the number of 1-hop neighbors

used for QoS routing.
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A concern in QoS routing is route computation. The length

of the paths is influenced by the elimination of both links

and nodes from the initial graph. We compared the distorsion

of maximum bandwidth paths for the two protocols. For

bandwidth the routes computed with QOLSR are smaller, as it

can be seen in Fig. 8. For delay, the distorsion is influenced by

the density of the graph, for higher densities, the distorsion of

OLSR-QANS becomes smaller than QOLSR, as can be seen

in Fig. 9 .

VII. CONCLUSIONS

In this paper we presented a QoS routing protocol. It is an

extension of OLSR, a proactive routing protocol for MANET.

We presented the modifications made to packets structure and

the set of nodes selected for forwarding the messages. We

explained the algorithm used to select the set of neighbors that

respects the QoS requirements and we proved the correctness

of the selection methods. Then we compared it with another

extension of OLSR for QoS routing, QOLSR. The results

shows that we obtained better performances in terms of QoS

metric than QOLSR and a smaller number of broadcasts. Like

all the other QoS protocols, our protocol has the drawback of
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routing QoS compliant packets on paths with a greater length

that the best effort ones. Future works include the evaluation

of the protocol when both bandwidth and delay are considered.
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Abstract— AdTorrent is an integrated system for search, rank-
ing and content delivery in car networks. AdTorrent builds on the
notion of Digital Billboards, a scalable “push” model architecture
for ad content delivery. We present a detailed analysis of the
performance impact of key design parameters such as scope of
the query flooding on the query hit ratio. Our mobility model
for the urban, vehicular scenario can be used in conjunction
with the analytical model for estimating query hit ratio by a
system designer to determine the scope of the query flooding as a
function of the available storage per vehicle for their application.

I. I NTRODUCTION

One of the most important sources of revenue for big
Internet-based companies are advertisements. With vehicular
networks poised to become part of the Internet, this new
“edge” of the Internet represents the next frontier that ad-
vertising companies will be striving to reach. As advertisers
struggle to reach increasingly distracted and jaded American
consumers, they have sought nontraditional media for their
advertisements (Ads), from elevators to cell phone screens.

Content-targeted advertising paradigm has proved to be a
resounding success in advertising on the conventional Internet.
As the Internet expands to mobile devices, even vehicular
nodes are becoming a part of the “edge” of the Internet. Sev-
eral interesting challenges in application design arise, while
designing a targeted ad delivery mechanism for cars.

Consider this scenario: you are driving on Interstate-5 from
Los Angeles to San Francisco to visit relatives. On the way,
you realize that you need to buy some gift for them. You
initiate a search for “new DVD releases”. The Ad software
is not only keyword aware but alsolocation aware. Hence
the search results return not only the content or latest DVD
releases but also the latest deals on those DVD releases in
stores.

Imagine another similar scenario: you are traveling to Las
Vegas and are 50 miles from the city. You want to search for
all hotels in the vicinity that cost less than200 dollars per
night, preferably with virtual tours of the hotels.

AdTorrent seeks to provide to the user, relevant Ads guided
by a particular keyword search. Ads potentially can be multi-
media clips, for example, virtual tours of hotel rooms, trailers
of movies in nearby theatres or a conventional television ad.

A. Our Contributions

Vehicular Ad Hoc Networks (VANETs) present interesting
challenges to protocol design. One of the key differentiating
characteristics is the time-varying nature of vehicle densities
and the mobility model. Mobility has an important impact on
application design.

The contributions of this paper are as follows: (1) firstly, we
propose a novel push-model based location-aware ad service
architecture, designed for vehicular environments (2) secondly,
we present a group mobility model for urban vehicular traffic,
(3) thirdly, we present a peer-peer protocol that enables effi-
cient keyword-set based search and quickly delivers top ranked
content to the end user using swarming, (4) finally, we present
a model for hop limit selection of search query flooding in the
AdTorrent network. Our results on the optimal hit rate and
the cache probability distribution that maximizes the overall
hit rate as a function of the hop limit of query flooding is
applicable in any hop-limited query flooding application. Our
analysis of hit rates for LRU-based cache management extends
previous work in the area by including the effect of swarming
on the steady-state cache probabilities.

B. Organization of the Paper

The rest of the paper is organized as follows. Section II
describes the Vehicular communication architecture. Section
III gives an overview of the operation of the ad service in a
vehicular scenario. Section IV describes the novel mobility
model we used for the purpose of evaluation and details
our evaluation of the performance of our protocol using
simulation. Section V gives a brief overview of AdTorrent,
a push-model of content dissemination based on a popular
swarming protocol. Section VI describes the model for hop
limit selection where we derive the maximum hit rate achiev-
able for a specific hop limit as a function of the cache size
and describe our model for computing hit rates in a swarming-
based content delivery scenario when the underlying cache
management is based on LRU. We outline the related work
in section VII. Finally, Section VIII concludes the paper.

II. PRELIMINARIES

In this section we describe the vehicular environment and
the assumptions about the environment we used to design our

203



protocol.
The network consists of a set ofN nodes with same

computation and transmission capabilities, communicating
through bidirectional wireless links between each other, this
is the infrastructure-less ad-hoc mode of operation. There are
wireless gateways at regular intervals providing access to the
rest of the Internet using infrastructure support (either wired
or multi-hop wireless). We assume a CSMA/CA MAC layer
protocol (IEEE 802.11a) that provides RTS/CTS-Data/ACK
handshake sequence for each transmission.

Our vehicular wireless architecture is composed of two
kinds of communications, namely, vehicle-vehicle and vehicle-
gateway. Dedicated Short-Range Communication (DSRC) [4]
is a short to medium range communication technology oper-
ating in the 5.9 GHz range can be used for vehicle-vehicle
communication. For a more detailed description of the DSRC
characteristics, we refer the reader to [8].

• Data is not strictly real-time:There are no real-time
constraints on the data, thus in some sense, the data is
delay-tolerant.

• Data is meta-tagged:Meta-data can be the file-name,
the format and/or key-words extracted from the data. For
some types of data, such as text documents, metadata can
be extracted manually or algorithmically. Some types of
files have metadata built-in; for example, ID3 tags on
MP3 music files.

• Communication between vehicles is over a low data
rate connection:This constraint depends on the radio
technology used. Currently, 802.11x devices will offer
goodputof the order of a few hundred Kbps.

• Push model:Data is being continually “pushed” by the
access points to the nodes in the transmission range.

• Multi-hop delivery: It is infeasible to transmit data to
more than a few hops.

III. T HE DIGITAL BILLBOARD ARCHITECTURE

The digital billboard architecture serves to deliver Ads to
the vehicles that pass within the range of the Access Points
(APs). This architecture is:

• Safer:Physical billboards can be distracting for drivers
• Aesthetic:The skyline is not marred by unsightly boards.
• Efficient: With the presence of a good application on the

client (vehicle) side, users will see the Ad only if they
actively search for it or are interested in it.

• Localized:The physical wireless medium automatically
induces locality characteristics into the advertisements.

Every Access Point (AP) disseminates certain sets of Ads
that are relevant to the proximity of the AP deployment. This
is reasonable since it is the extension of the physical billboards
that we very often see lined on the streets and freeways that
advertise the best offers available at the next restaurant. Our
AP acts as a “digital billboard”. This model makes sense
economically as well since business owners in the vicinity
subscribe to this digital billboard service for a fee. The APs
continually disseminate these advertisements to the vehicles

that traverse the coverage area. The dissemination rate can be
determined by differentlevels of servicedemanded and paid
for by the billboard owner.

Leveraging this architecture, we want to design a location-
aware distributed mechanism to search, rank and deliver
content to the end-user (the vehicle). We focus not only on
simple text-based Ads but also on larger multimedia Ads,
for example, trailers of movies playing at the nearby theater,
virtual tours of hotels in a 5 mile radius, or conventional
television advertisements relevant to local businesses.

Every node that runs the application collects these advertise-
ments and indexes the data based on certain meta-data which
could be keywords, location and other information associated
with the data. We assume that Ads are uniquely identifiable
using a document identifier (DocId).

In the next section we describe a group mobility model for
an urban vehicular network. The model guides us in the design
of AdTorrent, a protocol for advertisement search and delivery
on the vehicular network.

IV. M OBILITY MODEL

The mobility model is designed to describe the movement
pattern of mobile users, and how their location and velocity
change over time. Mobility patterns play a significant role in
determining the protocol performance and thus are an impor-
tant parameter to the protocol design phase. It is important for
mobility models to emulate the movement pattern of targeted
real life applications in a reasonable way. Otherwise, the
observations made and the conclusions drawn from the simu-
lation studies may be misleading. Thus, when evaluating our
vehicular ad hoc network protocol, it is imperative to choose
the proper underlying mobility model. Different application
scenarios lend themselves to different mobility models. For
example, a campus-wide wireless network deployment will
see different mobility patterns (less constrained, more random)
than an urban vehicular grid scenario (low entropy of vehicles,
group mobility).

In modeling and analyzing the mobility models in a VANET,
we are more interested in the movement of individual nodes
at the microscopic-level, including node location and velocity
relative to other nodes, because these factors directly determine
when the links are formed and broken, since the communica-
tion pattern is peer-to-peer.

We used the US Census bureau data for street level maps. As
a starting point, using the methodology from [11], we generate
the mercator projection of the data, in our case the local map
of an area around UCLA in Fig. 1.

However, in [11], the actual mobility model is quite similar
to the Random Waypoint model in the sense that the vehicle’s
arrival and direction and speed are similar to the Random
Waypoint model. This results in the vehicular mobility model
being very similar to the Random Waypoint model. In reality,
a complex mobility behavior is observed. Some nodes move in
groups; while others move individually and independently; a
fraction of nodes are static. Moreover, the group affiliation
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Fig. 1. Local Map of Westwood, an area around UCLA

is not permanent. The mobile groups can dynamically re-
configure themselves triggering group split and mergence. All
these different mobility behaviors coexist in vehicle or urban
scenarios. We refer to the non-uniform, dynamic changing
scenario described above as “heterogeneous” group mobility
scenario [15]. A good realistic mobility model must capture all
these mobility dynamics in order to yield realistic performance
evaluation results, which, unfortunately, is not satisfactorily
captured in any of the existing models.

We propose a “real track” based group mobility model (RT
model) that closely approximates the above “heterogeneous”
mobility patterns happening in the scenarios of vehicle ad hoc
networks. It models various types of node mobility such as
group moving nodes, individually moving nodes as well as
static nodes. Moreover, the RT model not only models the
group mobility, it also models the dynamics of group mobility
such as group merge and split.

The key idea of our proposed model is to use some “real
tracks” to model the dynamics of group mobility. In our
simulation scenarios, these “real tracks” are derived from
the streets from actual maps. The grouped nodes must move
following the constraint of the tracks. At the switch stations,
which are the intersections of tracks/streets, a group can then
be split into multiple smaller groups; some groups may be
even merged into a bigger group. Such group dynamics happen
randomly under the control of configured split and merge
probabilities.

Nodes in the same group move along the same track. They
also share the same group movement towards the next switch
station. In addition, each group member will also have an
internal random mobility within the scope of a group. The
mobility speeds of these groups are randomly selected between
the configured minimum and maximum mobility speeds. One
can also define multiple classes of mobile nodes, such as
pedestrians, and cars, etc. Each class of nodes has different
requirements: such as moving speed etc. In such cases, only
nodes belonging to the same class can merge into a group.

Groups split and merge happen at the switch stations.
Each group is defined with a group stability threshold value.
When at the switch stations, each node in the group will
check whether its stability value is beyond its group stability
threshold value. If it is true, this node will choose a different
track from its group. A group split happens. When several
groups arrive at the same station and select the same track for
the next movement, naturally, they will be merged into one
bigger group.

The proposed RT model is also capable of modeling
randomly and individually moving nodes as well as static
nodes(such as sensors). Such non-grouped nodes are not
restricted by the switch stations and real tracks. Instead, their
movements are modeled as random moves in the whole field.

Fig. 2. Overview of Real Track Based Group Mobility Model.

Fig. 2 illustrates a main idea of the proposed real track based
group mobility model. In this example, group moving nodes
are moving towards switch stations along the tracks. They split
and merge at switch stations as shown in the figure. The black
nodes in Fig. 2 represent the individually moving nodes and
static nodes. They are placed and move independent of tracks
and switch stations.

We evaluate the scenarios along the following metrics as
defined in [11]. For brevity we present only the average
connectivity duration metric, which is the most essential for
protocol design in our scenario.

Average connectivity duration: This is the duration of the
time two nodes have a path between them. We further quantify
this metric based on the maximum allowable hops for any
path between the two nodes. This metric is relevant to our
application as it justifies the usage of a swarming content
delivery model in the presence of limited connectivity between
the nodes.

We used a 500m transmission range for the radios. In our
case we adjusted the number of nodes, to 30, 50 and 60, spread
over an area of2400m×2400m. The average number of nodes
in the transmission range were 4.1, 6.9 and 8.1 respectively.
Each run of simulation were 900s long. Also we evaluate the
scenarios at regular intervals of 10s.

We observe from Fig. 3 that for a 4-hop limit path the
connectivity duration has an almost100% increase as opposed
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to a 3-hop limited path. Longer connectivity durations lead
to robust protocol performance (since the initiated downloads
have a higher chance of being completed). For urban vehicular
scenarios, the results in Fig. 3 suggest that the incremental
gain from increasing the hop limit up to 4 might be useful for
increasing the robustness of protocol performance.
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Fig. 3. Average Connectivity duration

V. A DTORRENT: DESIGN

We outline the primary design goals ofAdTorrent as fol-
lows:

1) location aware torrent1 ranking algorithm;
2) search should be simple and robust, in presence of node

failures and departures;
3) leverage churn
4) minimal overhead of communication;

There are three main tasks performed by our application.
Namely, search for relevant ad-content,query dissemination
and content delivery. We address each of these functions in
the following sections.

A. Search

Search involves associating keywords with document iden-
tifiers and later retrieving document identifiers that match
combinations of keywords. Each file is associated with a set
of metadata: the file name, its format, genre (e.g. in adver-
tisements). For some types of data, such as text documents,
metadata can be extracted manually or algorithmically. Some
types of file have metadata built-in; for example, ID tags on
MP3 files.

Distributed Hash Tables (DHTs) have been proposed for dis-
tributed lookups. We do not use a DHT for distributed lookup,
since it is well-known that DHTs are not very stable under
high churn [10]. Our query dissemination mechanism aims to
achieve robustness rather than communication efficiency.

However, we introduce certain optimizations to the index
information dissemination that will reduce the amount of
search query communication overhead.

1we use the terms : document and torrent interchangeably

Indexing: Vertical partitioning divides an index across
keywords. Horizontal partitioning divides an index across
documents, so all the nodes have an entry foreachkeyword.
Vertical partitioning minimizes the cost of searches. However,
horizontal partitioned index reduces the cost of update of
document. In our scenario, the number of queries will far
outnumber the number of updates, since we assume the
documents typically searched for, are not changing frequently.
Our index is partitioned based on set of keywords. This was
first introduced in KSS [5]. The motivation of using a keyword
set based indexing is the reduction of overhead in terms of
query data information. The downside of this approach is
higher cost of insert and storage. In VANETs, we believe,
storage will not be a limitation. In the AdTorrent application,
one of the key characteristics will be the infrequent updates
of ads, maybe once in one day or less.

The index we maintain is distributed. However, every node
tries to maintain information of the all the two-hop neigh-
borhood of itself. The documents are indexed on keys. Keys
consists of SHA-1 hashes of the keywords sets. Along with
the keys and the URL of the data, we also store additional
meta-data associated with the data. The metadata is stored in
an index corresponding to each subset of at most K metadata
items. KSS uses a distributed inverted index to answer queries
efficiently with minimal communication overhead. Each entry
of the index contains: (1) the hash of the searchable sets of
keywords as the index key, (2) a pointer to the data such as
the URL of the data and, (3) meta-data associated with the
data.

Placement: In a wireless scenario, it makes sense to co-
locate the index and the data corresponding to the index entry.
This is to reduce the overhead of data discovery latency once
the index for that data has been located.

B. Query Data Dissemination Optimization

Each node disseminates the content availability information
in the form of a bloom filter. Bloom filter [1] is an efficient
method to test for set membership. In our case, the bloom filter
is constructed to test the keyword membership for a particular
node. A bloom filter is computed by each node based on the
keywords related to the data, the node has stored. Since the
data downloaded is only once every AP encounter or if the
node explicitly downloads some swarming torrent, hence the
updates of bloom filter and dissemination is not very frequent.

We now enumerate the basic steps of the algorithm.
The indexing scheme described above does not have a docu-

ment ranking algorithm. The order of query results propagation
and display is equally important for successful and timely
dissemination in a VANET. This assumes further importance
in VANET since the mobility of nodes might render some
query results obsolete or irrelevant in short period of time. We
incorporate a location metric in the document ranking scheme.
One way to support the document ranking would be to score
a document based on the following categories.

1) location
2) max # of pieces
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Algorithm 1 AdTorrent: Query Processing, Ranking and
Content Delivery

userinput = search(“A B C”)

num local entries =lookup local index(hash(AB), hash(BC),
hash(CA))
if (num local entries> k1)

goto LookupDone
else

/* Found < k1 local entries */
/* not in the 2-hop neighborhood */
num remoteentries =scopedflood( hash(XY), m )
/* ∀ XY ∈ AB,BC,CA */
After T1 seconds, if NO response, return NO
If k1 entries are found then

LookupDone:
/* now havek1 entries (local or remote in 1-4 hops) */
sendudp ctrl ( Hash(XY))→METADATA( e.g. Torren-

tID)

/* Collect metadata afterT2 */
torrent ranking (metadata, params)

Step Final:
swarm(TorrentID)
/* returns a list of Peers & HopCounts*/
/* ( this may be beyond the the scope of the search) */
decentralized tracker()
/* By allowing the list of Peers beyond the k-hop scope

of the search, we add some randomization */

3) stability of neighbors
4) relevance of the DocID to the Meta-Data queried

C. Content Delivery

Once an accurate document ranking has been performed,
the actual delivery of content can be done by swarming. One
of the factors that determined the ranking of a document in the
query results was the number of sub-pieces of the document
that were available and the location of the pieces. Thus the
torrent ranking guides the system to choose documents which
are more amenable to swarming downloads. The vehicle now
joins the existing BitTorrent-like stream to start getting pieces
of the document from neighboring nodes. We propose to do
this using our earlier work in [8]. Swarming allows us to be
robust to node failures (cars going out of range or powering
down) and efficient in terms of delivery (the cars form a
sort of end-system-multicast tree). However, the success of
swarming especially in wireless ad-hoc networks depends
hugely upon cooperation among vehicles at both the routing
layer (forwarding packets for others) and at the application
layer (sharing the advertisements that have been downloaded).
In the next section we address the concerns with respect to
selfish behavior on the AdTorrent network and discuss ways

to mitigate it.

VI. M ODEL

As discussed in the previous section, AdTorrent searches for
relevant ad-content using a hop-limited query broadcast. Since
setting a large hop-limit queries more nodes, a larger hop-limit
improves the probability of finding the desired content and will
likely increase the number of sources from which the content
may be downloaded from. However, the gains in the quality of
search results comes at the cost of significant increase in the
messages sent per query in the network. Since only limited
bandwidth is available in wireless medium, careful analysis
of this trade-off between the quality of search results and the
communication costs of the search is required. We develop a
simplified model of our system to explore this trade-off in this
section.

Notice that if sufficient storage space is available at each
node, over time as nodes make requests and download content,
nearly all content will become available within a few hops.
Limited storage space necessitates deletion of previously ob-
tained content preventing accumulation of a sufficiently large
corpus of the offered content. Thus, the size of the per-node
local storage space is a key factor in determining the hop-limit
required to achieve an overall targethit rate (the probability
of finding the desired content).

Even when the storage space is limited, if it was possible to
have a replica of all the content within a few hops from each
node we could still achieve a very overall hit rate with a short
hop-limit. We formalize these ideas by deriving the allocation
of a given per-node storage space that maximizes the overall
hit rate for a given hop limit.

While it may be possible to devise distributed mechanisms
to achieve the derived optimal allocation, we note that a very
high query hit rate by itself does not imply a superlative
system performance. For instance, it is conceivable that after
accessing a particular content, a user may wish to access a
content again in near future (e.g. to compare a hotel room to a
previously viewed hotel room). Typically such request patterns
imply access-based cache replacement schemes such as LRU
(delete theLeastRecentlyUsed file). Since, LRU is the most
commonly implemented cache replacement policy, we analyze
the hit rates achieved under LRU cache replacements.

The AdTorrent protocol allows a node to download from
multiple sources in parallel. This parallel downloading affects
access-based cache management policies like LRU as one
content request by a node now has the potential of affecting
the LRU ranking of the requested content at many nodes (up to
the maximum number of parallel download sessions allowed in
the protocol). Therefore, our analysis must evaluate the effect
of downloading from multiple sources on the overall hit rates.

We assume that there areN unique files in the system (the
term file represents anyad that would be downloaded), each
with an associated request rateλi for file i per node (the
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request rates areuniformacross nodes2). We assume that each
file is of equal size3. Nodes have finite local storage space
to store content files. We assume that the storage space at
each node is equal4 and has the capacity to storeB files.
Throughout our analysis in this section, we assume that a
query is for a particular file5. We assume that a query flood
of hop limit k reachesM(k) peers.

We use the following notation for the system parameters in
our model:

• k = Number of hops in the search query dissemination
• M = Number of nodes in the search range
• N = Number of unique files in the system
• B = Per-node storage size in number of files
• i = File Id
• λi = Request rate of filei per node
• λ =

∑N
i=1 λi

• S = Swarming parameter (the maximum number of peers
a peer can download from in parallel)

• j = Location in the local cache

Content list aggregation: Note that the aggregation of the
content list of neighboring peers is not explicitly included in
our model as the relevant hit rates can be trivially obtained
from our model that assumes no aggregation. The aggregation
of the content list of 1-hop neighbors implies that, with a
flood of hop-limit k, we obtain the information about nodes
within the hop distancek + 1. In other words, if we find a
hop-limit of k +1 to provide acceptable hit rates in the model
described herein, AdTorrent will have the same performance
with a hop-limit of k. We would like to add that while
content list aggregation is a good way to improve the search
performance, we believe that aggregating content lists beyond
1-hop neighbors is unwise. In a mobile wireless scenario,
neighbors can change frequently and, while updating for the
content list of 1-hop neighbors in case of a change is easy,
keeping the content list accurate for neighbors more than 1-
hop away will require costly change propagation.

For a VANET scenario, our real-track mobility model [15]
is an ideal choice. The model can be run with the expected
user density and an empirical expression ofM(k) can be
obtained from the collected statistics. In our investigations,
we use two different scenarios: andense urban scenarioand
a sparserhighway scenario. In the dense urban scenario, the

2We note that the search is localized over a small geographic area so
node interests are not necessarily very different. We believe that the uniform
request rates assumption provides an adequate average case analysis (i.e. a
more accurate model allowing for variations in request rates of files across
nodes where the average per-node request rate isλi would not give results
that are qualitatively any different).

3While file sizes can be different, cache replacement is implemented for
fixed size data blocks. Thus, any inaccuracy in the analytical model is on
account of correlated requests for the disk blocks and not the equal file
size assumption. We do not believe correlated requests make a qualitative
difference in the results of the model.

4The storage capacity in question is the capacity allocated for the push-
model data storage and we expect that very few users will allocate more
storage than the minimum required by the AdTorrent application.

5Even though a query has a set of keywords, a typical user is looking for
a particular item when they make the query.

TABLE I

GROWTH RATE IN DENSE -URBAN AND SPARSE-HIGHWAY MODELS

Hop Limit 1 2 3 4 5 6 7
M(k) ≈ 4k1.4 4 11 19 28 38 49 61
M(k) ≈ 4k2 4 16 36 64 100 144 196

growth model is grid-like and we obtainM(k) = αk2 with
α = 4 (our mobility model simulations for the 30 nodes in
2400m x 2400m area case in Section IV gaveα = 4). For
the sparse highway scenario, we obtainedM(k) = αk1.4 with
α = 4. In Table 1, we show the growth in number of nodes
queried (which is directly proportional to the communication
cost).

In most web and multimedia applications, different ob-
jects have been found to have very different popularity and
we expect the same in our Ad-content distribution scenario.
Skewed file popularity distribution is typically modeled by
a Zipf-distribution and we will use the same model in our
investigations.

A. Hit Rate Optimization

When the query flood has a hop-limit ofk, the hit rate for
file i, Hi(k), is

Hi = 1− (1− pi)M(k)

The overall hit rateH can be written as

H =
N∑

i=1

λi

λ
Hi =

N∑

i=1

λi

λ
[1− (1− pi)M(k)]

H = 1−
N∑

i=1

λi

λ
(1− pi)M(k)

As the hit rates can always be increased if more stor-
age space was available, our optimization is under the the
constraint of the available storage space. Since each peer
is identical in our model, the file replicas of a file will be
uniformly distributed in the network and, for our purposes, it
is sufficient to model the probabilities of each file being in
the cache. Therefore, for our optimization, we can write the
following constraint

N∑

i=1

pi = B

The Lagrangian for our problem is

G = 1−
N∑

i=1

λi

λ
(1− pi)M(k) + γ

( N∑

i=1

pi −B
)

whereH is given in the equation above. Optimizing the hit
rate w.r.tpi gives the optimalpi to be

pi = 1− (N −B)λ
− 1

M(k)−1
i∑N

i=1 λ
− 1

M(k)−1
i

∀ i
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Therefore, the optimal value ofH, Hopt, is

Hopt = 1− (1− B

N
)M(k)N

( 1
N

N∑

i=1

λi

λ

− 1
M(k)−1 )−[M(k)−1]

We plot the optimal hit rates for different cache sizes
for Zipf-distributed file request rates andM(k) = 4k2 in
Fig. 4. These results indicate that increasing the hop limit
shows diminishing returns and, hence, the system designer
should select a hop limit that is no more than the minimum
desired to achieve the target hit rate. To understand if these
optimal hit rates can be achieved, we plotted the optimal cache
probabilities for one case,N = 400, B = 20, in Fig. 5.
As we can see, as the hop-limit increases, the optimal cache
probabilities begin to become more uniform (since enough
nodes are being queried at high hop distances, it is sufficient
to have cache probability below 0.1 for even the most popular
file to have a very high probability of finding the file).
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While this optimization provides us with the best case hit
rate performance, as we mentioned earlier, the number of
replicas of each file are driven mainly by the file request

patterns so it may not be possible to achieve the required
cache probabilities needed for the optimal hit rates. Even more
importantly, we must bear in mind that finding one source
for the searched file (as measured by the hit rate) is not the
end-goal. A near-uniform distribution of cache probabilities
(as suggested by, say, a hop-limit of 6 in Fig. 5) implies that
the sources that have the most popular file will have to serve
far more requests than sources that have files that are, say,
10 times less popular as there are almost an equal number
of sources of the two files. Such asymmetric distribution of
download load is likely to result in queueing delays for the
downloads for popular files. As shown in [13], optimizing
download time performance requires a linearly proportional
replica distribution. Further, in mobile wireless networks,
downloading from a single source is unwise as the source peer
can go out of range in a short time. Hit rate emphasizes finding
one source of a file and gives no weight to finding multiple
sources of a file and our design should not be solely guided
by the hit rate performance. As [14] discusses, LRU gives a
file replica distribution that is close-to-linearly proportional but
populates fewer-than-linearly-proportional replicas of popular
files. Thus, while LRU may be sub-optimal for download time
performance, it is better than a linearly proportional replica
distribution for hit rate. Since, LRU is also a popular cache
management policy for many other reasons, we evaluate the
hit rate performance with LRU next.

B. LRU Model

To determine the probability of finding the desired content
in the selected hop limit, we need to find the probability
of finding the file at any one node (since the request rates
are uniform across nodes, the probability of finding a file
is the same across the network ). Since each node is same
in all respects, an analytical model of the network of LRU-
managed caches can be constructed with a single cache that, in
addition to serving the local requests, also serves requests from
remote nodes. We model this cache from the perspective of a
particular file, say, filei - all requests for filei move the file
to the top-most position in the storage; a request for any other
files moves filei down to one lower position. Reference [3]
presents an analytical framework for estimating the hit rate
in stand-alone LRU-managed cache. By including the effect
of remote requests, their model can be extended to model a
network of LRU caches [7].

A critical component of this framework isr(i, j, k), the rate
at which file i is pushed down from positionj to position
j + 1 when the hop limit for scoped flooding isk hops.
Let plocal(i, j, k) be the probability of finding filei in top
j positions in the cache when the hop limit isk hops. The
probability of finding file i in local cache given a hop limit
of k is thenplocal(i, B, k). plocal(i, j, k) can be expressed in
terms ofr(i, j, k) [3] by:

plocal(i, j, k) ≈ r(i, j, k)∑N
i=1 r(i, j, k)
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At steady-state, the push-down rate for filei from positionj
to j+1, r(i, j, k), must equal the rate at which filei is brought
into topj positions of the LRU stack (otherwise the probability
of finding the file in these topj positions becomes unbounded).
This conservation of flow principle helps us computer(i, j, k).
File i is brought into topj positions under two conditions: (i)
a local request for filei when file i is not in topj positions:
the file may be brought to the top position from positions
j + 1 · · ·B of the local cache if it is available there or it may
be brought from a remote node (if a node within the search
range has the file), this isrlocal(i, j, k); (ii) a remote request
for file i: since the filei is not in topj positions, it must be
in the remainingj + 1 · · ·B positions in the local cache for it
to show up in topj positions on a remote request. Thus, we
can write the following equations:

rlocal(i, j, k) = λi[1− plocal(i, j, k)]
[1− (1− plocal(i, B − j|j, k)(1− premote(i, j, k)]

rremote(i, j, k) = λi[1− plocal(i, j, k)]
plocal(i, B − j|j, k)

where

plocal(i, B − j|j, k) =
plocal(i, B, k)− plocal(i, j, k)

1− plocal(i, j, k)

and

premote(i, j, k) = [1− (1− plocal(i, j, k))M(k)]

A node sends out a file request only when it does not have the
file. Thus, the rate at which the otherM(k)−1 nodes send a
file request for this file to the peer-to-peer network isλi[1−
plocal(i, B, k)], whereplocal(i, B, k) is the probability that the
file i is available at a node. The nodes that have filei in their
cache satisfy these requests for filei sent to the peer-to-peer
network. Assuming that the requests are uniformly distributed
over the nodes that have the file, the request rate for filei
served by a node that has filei on account of requests from
other nodes equals(M(k)−1)rremote(i,j,k)S

M(k)plocal(i,B,k) . Thus,

r(i, j, k) = rlocal(i, j, k)+
(M(k)− 1)rremote(i, j, k)S

M(k)plocal(i, B, k)

Starting withplocal(i, 1, 1) = λi we can iteratively solve the
above equations until the value ofplocal(i, B, k) converges.
The complexity isO(NB) and, in our computations, the value
of p converged in only a few iterations.

Given plocal(i, B, k), we can compute the hit rate for
file i in the k-hop neighborhood asP (i, B, k) = [1 −
(1 − plocal(i, B, k))M(k)] and the overall hit rate (across all
searches) as:

P (B, k) =
N∑

i=0

λi

λ
[1− (1− plocal(i, B, k))M(k)]

Among the inputs to our model, the cache sizeB and the
hop limit k are the design choices whileλi, the file request

rate distribution, andM(k), the number of nodes in thek-
hop neighborhood, are inputs that the system designer must
provide for the specific application scenario being investigated.

We show the LRU performance for the dense, urban sce-
nario and the sparse highway scenario in Figs. 6 and 7
respectively for Zipf-distributed file request rates. In Figures 6,
7, the cache ratio refers to the size of the individual node cache
with respect to the total number of files in the network. So
for example, a cache ratio of0.1 means, an individual nodes’
cache can store10% of the total files in the network.

We find that with increasing hop count, the marginal gain
in hit rates diminishes. This effect is even more pronounced
as the cache ratio increases. Our analytical framework can
be used to tune the query flood to achieve required levels
of hit rates, and consequently the performance of AdTorrent
by suitably adjusting the hop limit of the query flood. So,
for example, if 80% hit rate was a satisfactory level of
performance measure, our results suggest that a query hop
limit of 4 will yield satisfactory performance in the dense-
urban scenario irrespective of the cache size (as long it is
above a certain threshold). Recall that our mobility model
simulations in Section IV also suggested a hop limit of 4 to
obtain a reasonable average connectivity duration which would
facilitate robustness in protocol performance.
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Fig. 6. Hit Rate vs. Hop Count with LRU, for varying Cache sizes and
M(k) ∼ αk2

C. Effect of Spreading Factor

As already discussed, downloading from multiple sources in
mobile wireless networks is preferable. However, since parallel
downloading affects cache probabilities, we wish to check the
effect of increasing the spreading factor on the hit rates. In
Fig. 8, we show the hit rates for different spreading factors.
As we can see from the figure, the spreading factor has no
effect on the hit rate so our choice of the spreading factor is
not limited by hit rate considerations.

D. Hop Limit Selection

We can see from Figs. 6 and 7 that the cache size is
an important factor in determining the hit rate and, thus in
determining the appropriate hop limit. For example, if the
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cache size is only 1.25% of the total number of files, we need
information on about 60 nodes to achieve better than 75% hit
rate and, as our content list aggregation gives us information
on one extra hop, we need a hop limit of 6 in the sparse
highway scenario (notice that, in the denser and faster-growing
urban scenario, a hop limit of 3 would be sufficient to achieve
this hit rate). In contrast, if the cache size was 5% of the
total number of files, even with a hop limit of 2 in the sparse
highway scenario (i.e. with querying only 11 peers per query)
we get a hit rate of 80%.

E. Effect of Skew in File Request Rates

Skewed data access patterns improve the system perfor-
mance in caching applications. To determine the sensitivity of
hop limit selection on the skew in request rates, we computed
the hit rate for different request rate distributions using our
LRU model. The results are shown in Fig. 9. As expected,
decrease in skew does decrease the overall hit rate but, unless
the request rate has very little skew (e.g. has a zipf-parameter
of 0.5), it may not be necessary to increase the hop limit or
the cache size.
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Fig. 9. Effect of skew in request rates on the hit rate,M(k) ∼ αk2,
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VII. R ELATED WORK

This section summarizes previous work related to co-
operative data transfer protocols for the wired settings as well
as vehicular environments. BitTorrent is a popular [2] file-
sharing tool, accounting for a significant proportion of Internet
traffic. There are two other peer-peer bulk transfer protocols
namely, CarTorrent and Coopnet. CarTorrent [8] is a recent
work that extends the BitTorrent protocol to the vehicular
networks scenarios addressing issues such as intelligent peer
and piece selection given the intermittent connectivity and
limited bandwidth of the wireless medium.

Peer-to-peer networking in cooperative mobile environ-
ments has been proposed by several others. However, the
constraint of limited buffers at the peers is discussed by very
few others. [7] analyzed epidemic information dissemination
to support web accesses with limited buffers per peer. Our
analytical model to study the trade-off between the query
hop limit and the overall hit rate is very similar to theirs.
Since our problem setting is different from theirs, some of our
assumptions are different. As discussed earlier, our model (as
well as that of [7]) is an extension of the analytical model for
a stand-alone LRU cache given in [3]. Limited buffers in case
of peer-to-peer networks in wired scenario are also discussed
in [14] which also uses a similar model for network of LRU
caches but their end goal is different from ours.

VIII. C ONCLUSION

In this paper we presented a novel application involving
search and location aware content delivery(in our case adver-
tisements/deals) to the nodes in a Vehicular Adhoc Network.
We proposed a efficient keyword search on this content
overlay. To aid system designers in selection of the design
parameters in their implementation of AdTorrent application,
we present a realistic mobility model for the urban, vehicular
scenario and an analytical model of the epidemic query
dissemination to evaluate the impact of the scope of the query
dissemination on the hit rate. We derived the optimal hit
rate as a function of the cache size and the hop limit and
then developed a model for performance with LRU cache
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management when swarming-based content delivery is used.
System designers can use our analytical framework to estimate
the required cache size and scope of the query dissemination
based on user performance requirements. In our evaluation of
some local scenarios, we found that a hop limit of 4 hops
gives an adequate hit rate and that the incremental gain from
increasing the scope of the query flood beyond 4 hops was
minimal. These results are very encouraging in that they show
the feasibility of AdTorrent deployment in urban scenarios.
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Abstract— Use of wireless technologies is becoming pervasive
in everyday life. Recently, research began analyzing their use
on board of vehicles for several kinds of applications, ranging
from traffic safety to fleet management and cooperative work, to
entertainment and Internet browsing. In this work, we focus on
safety applications and in particular on the approach proposed
in the framework of the PATH project [1] for reliable diffusion of
warnings to advertise problems in vehicular traffic. The approach
in [1] is based on static parameters describing the environment.
Unfortunately, in real environments those parameters may dy-
namically change over time. In this work we present performance
measurements obtained by varying the parameters, to evaluate
how the performance of the approach depends on environmental
conditions.

I. INTRODUCTION

Vehicles equipped with wireless network interface cards
(WNICs) start to be available. This equipment can be used for
several applications, ranging from fleet management and co-
operative workgroup to entertainment and Internet navigation.
In this work we focus on the problem of vehicular safety.
Wireless networking can be exploited to provide communi-
cation among vehicles, in order to notify the occurrence of
problems – e.g., accidents, icy street, obstacles on the road
– to other oncoming vehicles. Warnings are addressed to all
vehicles approaching the place where the problem occurred, so
as to allow drivers to perform the appropriate actions. Warning
traffic has service requirements that must be guaranteed by
the system. Low latency is needed to guarantee that the
warning can be detected by a driver so that s/he has sufficient
time to properly react to the event notified. High reliability
is needed to guarantee that all interested vehicles actually
receive a warning. On the other hand, wireless links have some
unfavorable characteristics, such as long latency for channel
set-up and low reliability. The former is due to the time needed
to two devices to synchronize and agree about the policy for
channel access (such as the used code or frequency hopping
pattern). Some solutions have already been proposed to exploit
wireless technologies to supply vehicular safety, some of
which supported by car producers and government institutions.
In this work, we focus on the static approach proposed by the
PATH project [1] for reliable diffusion of warnings, with the
aim of both understanding how environmental characteristics
impact on the obtainable reliability, and devising mechanisms
to dynamically adapt the approach in order to optimize
performance according to changes in those characteristics.
The California PATH Project involves among other things,

researches on an infrastructure to boost vehicular safety. The
proposed solution aims at achieving reliable dissemination of
warnings through repetitions, i.e., multiple retransmissions of a
warning so as to overcome channel failures and collisions with
other messages. PATH seems the most promising approach,
and it is under study for adoption on U.S. highways. However,
it assumes that an optimal number of repetitions exists for a
certain scenario. Unfortunately, the vehicular environment is
highly dynamic. The density of vehicles in a certain area, the
number of concurrent warning sources and the vehicle speed
vary over time, and so should do the number of repetitions.
In this work, we analyze by simulations how the number of
repetitions needed to achieve reliability varies depending on
the characteristics of both the vehicular and the data traffic; an
alternative adaptive policy is discussed. A Vehicular Collision
Warning Communication (VCWC) [3] has been proposed,
focusing primarily on achieving a low transmission latency.
VCWC does not take reliability aspects into considerations.
Both the above proposals rely on the DSRC (Dedicated Short
Range Communications) multi-channel architecture [4]. DSRC
has been explicitly designed for use in vehicular systems.
DSRC proposes communication services for both private
applications and public safety, with the possibility of using
high power transmission when latency is important. DSRC
is now in the process of standardization by IEEE as the
WAVE (Wireless Access in Vehicular Environments) project;
it is also known as the ISO CALM (Communications Air
Interface Long and Medium range) standard [5]. The European
Project CarTALK/Fleetnet [6], [2] uses UTRA-TDD (UMTS
Terrestrial Radio Access with Time Division Duplexing) as the
channel architecture, thus adopting a frequency range requiring
licensing.

II. SYSTEM MODEL

In this work we consider a system composed by vehicles
equipped with wireless network interface cards (WNICs). Ve-
hicles have a GPS system. We focus on vehicle-to-vehicle
communication; no roadside communication infrastructure is
needed. A vehicle can notify road hazards to all oncoming
vehicles; communication is broadcast and addressed to one-
hop neighbors only. Warnings may contain information about
the zone affected by the notified problem. The wireless tech-
nology is based on the 802.11 standard [7]. In particular,
the channel structure is determined by the DSRC proposal
[4]. Vehicles are equipped with On-Board Units (OBUs)
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Fig. 1. Layout of the DSRC channel

that support communications among vehicles. DSRC uses the
transmission range 5.850 to 5.925 GHz. The transmission
range is divided into 7 channels of 10 MHz each (fig.1); the
data rate supported is up to 27 Mbps. MAC and physical
layers are provided by the IEEE 802.11p proposal [8], [9].
DSRC has an average communication range of around 300
mt., and up to 1000 mt. Channel access is performed through
CSMA. Channels have different aims: four of them are Service
channels that can be used mainly for common data and private
applications, but also for public safety. All Service channels
are accessed in a shared way by all vehicles. The Control
channel is mainly used to exchange control information needed
to synchronize vehicles for access to the other channels and to
announce the correspondence among applications and Service
channels. It is also used to exchange high priority messages for
vehicular safety. Time to access the Control channel must not
be greater than 100 msec.; the channel must not fail in case
of congestion. A device must listen to the Control channel
for intervals of at least 200 msec., and it cannot be off the
Control channel for more than 50 msec. A vehicle-to-vehicle
communication channel exists, devoted for instance to publish
information about the mobility pattern of a vehicle, in order
to forecast the possibility of accidents and forewarn drivers.
The last channel is dedicated to the exchange of warnings
for public safety. All channels are used for several types of
traffic and can be accessed by multiple vehicles concurrently;
hence, collisions are possible. In this work we assume that all
warnings notifying a problem in vehicular traffic are sent on
the Control channel [10]. We analyze the problems involved
with performing retransmissions on that channel in order to
guarantee high reliability while at the same time avoiding
channel congestion.

III. CALIFORNIA PATH PROJECT

In the framework of the California PATH project, six
protocols have been proposed [11] to diffuse warnings for
vehicular safety within a bounded time, while guaranteeing
high reliability. Warning messages must be reliably received
by all source’s neighbors with a low latency. A warning
has associated a packet lifetime τ within which it must be
reliably received by all neighbors before becoming useless
because too late to allow drivers to appropriately react: it is an
upper bound on the transmission latency. Due to the broadcast
diffusion of warnings, acknowledgments cannot be used to
control reliability, to avoid ack implosion at the sender; for
the same reason, the RTS/CTS mechanism cannot be used. The
protocols proposed consists in considering the packet lifetime
interval as divided into n slots such that n = bτ/Txc where
Tx is the transmission time of a warning, depending on the
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Fig. 2. Example of PATH protocol execution
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Fig. 3. Example of successful execution of PATH protocol

packet size and the channel bandwidth. Hence, a packet can
be sent in a slot. The protocols presented in [11] differentiate
in three respects:

• nodes can perform carrier sensing before accessing one
of the chosen slots, or not. In the former case, if the
channel is busy, the repetition scheduled for that slot is
dropped, thus actually decreasing the number of repeti-
tions performed;

• nodes are synchronized on slot beginning, or slots are
locally determined according to the instant a warning is
generated;

• when a node has a warning to send, either it a priori
randomly chooses K slots among the n and tries to send
the packet in those slots, or in each of the available
slots transmits a warning with a uniformly distributed
probability of K/n.

A warning has been reliably delivered when each node in
the communication range of the source has received it at
least once. It is worth to notice that, because of broadcast
transmissions, a node can receive duplicates. The protocol fails
if one or more source’s neighbors exist that do not receive any
warning. As an example, in fig.2, two sources are sending their
warnings, and they performs 3 repetitions. They send their
warnings in the slots chosen a priori and they collide in slots
2 and 5, while transmissions in slot 1 for source A and in slot
4 for source B are successful. Let us notice that, because of
the hidden station problem, not necessarily a transmission is
successful for all neighbors. In each repetition a source could
reach only a subset of its neighbors. In fig.3, a situation is
shown in which none of two repetitions is successful, but
they together reach all destinations. What matters here is that
throughout the K repetitions all neighbors have been reached
at least once. According to simulation results discussed in [11],
best performance has been achieved with slots for repetitions
randomly chosen a priori, asynchronous nodes, and nodes
performing carrier sensing before sending a packet in a slot
(Asynchronous Fixed Repetition with Carrier Sensing, AFR-
CS protocol). In fig.4, pseudo-code for AFR-CS is provided.
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when (a warning must be sent) do
for (i = 1 to K) slot[i]← randomly chosen slot;
for (i = 1 to K)

when (current slot = slot[i]) do
carrier sensing;
if (slot free) then send i-th repetition;

od
end for

od

Fig. 4. Pseudo-code of AFR-CS

In [11], an analytical evaluation has been performed according
to which the optimal number of repetitions is 7, under the
hypothesis that warning generation follows a Poisson distribu-
tion and for a specific scenario with communication range of
80 mt., average distance among vehicles 30 mt., 4 lanes, and
75 interferers around each receiver. It is extremely important
to carefully estimate an appropriate value for the number of
repetitions. Reliability must be obtained, but without risk of
congesting the Control channel, which must remain available
for its other usages. However, analytical evaluation of K

does not seem appropriate: in the considered highly dynamic
environment it is impossible to characterize an average situa-
tion so as to optimize K. The analysis bases on assumptions
that are not necessarily valid in a real environment, such as
poissonian generation of warnings or estimation of the number
of interferers. The number of interferers is not the same for
all recipients. As a consequence, this approach can be used
in a real environment only by configuring parameters basing
on an average situation, which could be far from the actual
situation, thus leading either to low reliability – for too low
K – or to both congested network and low reliability – for
too high K. As an alternative, a vehicle should consider the
current state of the vehicular traffic, and dynamically adapt
the number of retransmissions needed to disseminate its own
warnings basing on local observations about the number of
neighbors and the load of warning traffic in its surroundings
in the recent past.

IV. ENHANCING PATH

We performed simulations of PATH using the NS-2 package
to highlight correlations among the vehicular and data traffic
conditions and the achieved reliability. The parameters used
to evaluate PATH performance are shown in Table I, and they
are the same adopted in [12]. The aim of the measures is
to evaluate an upper bound on the retransmissions needed to
achieve reliability by stressing the system. In simulations, the
message generation interval has been set equal to the packet
lifetime so as to guarantee that each node is always sending
a warning. The channel bandwidth has been set to 18 Mbps,
in accordance with the considerations reported in [12]. In [5]
a data rate of 6 Mbps is assigned to the Control channel,
while the other channels have a data rate of 27 Mbps; we also
performed measures with 6 Mbps rate. Devices are distributed

TABLE I

PARAMETERS FOR PATH PERFORMANCE EVALUATION

Packet lifetime (τ ) 100 msec.
Message generation interval 100 msec.

Packet size 250 Bytes
Control channel bandwidth 18 Mbps

Communication range 250 mt.
Message range 250 mt.

Mean distance among neighbors ≤ 250 mt.
Slot time 147 µsec.

over a small area so that are all in communication range.
Packet size allows to communicate coordinates – according
to a GPS system – indicating where a problem occurred.
From packet size and 18 Mbps bandwidth, a slot time of 147
µsec. is obtained, slightly greater than the packet transmission
time. As a consequence, the number of slots is n = (τ/

slot time)= 681. The communication range is in line with
the DSRC characteristics. The message range, that is, the
distance from the source at which the message should be
propagated, equals the communication range, thus enforcing
one-hop diffusion. Mobility impacts on the definition of re-
liability, because vehicles near the warning source can move
out of communication range before receiving the packet, and
vehicles can enter the source communication range within the
packet lifetime. To accurately measure the reliability degree
without having to deal with mobility issues, vehicles do not
move in our simulations. Measures have been performed with
20, 80 and 200 nodes in the network, for variable number of
repetitions.

A. Performance Analysis and Optimization

For both values of control channel bandwidth, simulation
conditions exist in which 100% reliability cannot be achieved
(fig.5). For high number of nodes, increasing the number
of repetitions is not effective when the channel tends to
congest, and the achieved reliability tends to stabilize. Channel
congestion (fig.6) increases almost to saturation. For larger (18
Mbps) bandwidth and 15 repetitions still 1/3 of the channel
is unused although reliability has already stabilized. This is
due to a greater probability that nodes choose the same slots
to perform repetitions. Indeed, the probability of a slot to
be chosen by a certain node to send a repetition is the ratio
(number of repetitions / n), which for 15 repetitions amounts
to 0.02 for 18 Mbps and 0.06 for 6 Mbps. Hence, The
probability for a slot of being not used by any of 200 nodes
is 0.98

200 ' 0.018 in the former case, while 0.94
200 ' 4E-6

in the latter. The carrier sensing mechanism helps in avoiding
collisions (fig.7), but it confirms channel congestion. For high
number of both nodes and repetitions, often a certain slot
chosen a-priori cannot be used for sending a repetition because
already in use. Behavior for 6 Mbps bandwidth is similar; for
200 nodes and 15 repetitions the probability of finding a slot
already in use increases up to 92.56%. On the other hand,
also under critical conditions the probability of collisions is
negligible (fig.7(b)). It is worth to notice that, in case nodes

215



(a) (b)

Fig. 5. Percentage of warnings reliably delivered with respect to number of repetitions issued by each node for (a) 18 Mbps or (b) 6 Mbps of channel
bandwidth

(a) (b)

Fig. 6. Percentage of slots used for (a) 18 Mbps or (b) 6 Mbps of channel bandwidth, with respect to number of repetitions issued by each node

(a) (b)

Fig. 7. (a) Percentage of slots found busy with 18 Mbps with respect to number of repetitions issued by each node. (b) Percentage of collided packets with
respect to number of nodes
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are not all in range, the “hidden station” phenomenon would
increase collisions, which could be much more disruptive
for reliability than repetitions suppressed because of busy
channel. We analyzed the contribution of each repetition to
the globally obtained reliability. In fig.8, the percentage of
times in which reliable delivery has been achieved in the i-
th repetition is reported. The percentage has been evaluated
over a number of warnings equal to (50 ∗ number of nodes).
For a few nodes, there is greater probability that they choose
different slots to perform repetitions. Hence, all destinations
are reached with a low number of retransmissions. By contrast,
the greater the number of nodes, the greater the number of
retries before achieving reliability. Indeed, nodes contend for
using the same slots: with 18 Mbps bandwidth, 200 nodes and
15 repetitions for each warning, the number of slots needed
to accommodate repetitions of all nodes is 200× 15 = 3000

while only 681 slots are available in a packet lifetime. A slot
could be thus chosen by 4-5 sources on average. One of them
succeeds in accessing the channel, while the others omit to
perform a repetition and wait for the next slot chosen. As
a consequence, the average number of repetitions needed to
achieve reliable delivery increases for increasing number of
nodes. Moreover, increasing the number of repetitions, the
probability of succeeding with the first repetition decreases;
but on the other hand increases the probability of success in
successive repetitions, thus yielding a better global reliability
than with only a few repetitions.

Several considerations can be inferred from the results
presented above. First of all, a statically determined number
of repetitions (7 according to the analysis performed in [1])
is not always adequate. For instance, with low number of
nodes less repetitions (3 -5) are enough to reliably diffuse
warnings, without at the same time congesting the Control
channel. The most appropriate decision for a node seems to
be performing enough repetitions to reach a stable reliability
without high congestion. Further dissemination of information
about the traffic event signaled by the node could be obtained
by warnings generated by other nodes detecting the same
event, or by warning generated as a consequence of the
original warning. On the other hand, congestion on the control
channel must not occur to avoid making non-accessible the
other channels. Indeed, the simplest solution to guarantee
high reliability in any condition would be to exploit carrier
sensing: a node continuously senses the channel and sends a
repetition in each slot it finds unused, possibly till the desired
number of repetitions has been reached. But this approach
is absolutely not suitable in order to guarantee proper work
of other channels. Each node should monitor the number of
other nodes in its neighborhood that are generating warning,
and the traffic load, and compute its number of repetitions
according to those parameters. The number of repetitions
should be dynamically adapted according to variations in
the number of neighbors. The most promising solution, and
the one we are going to evaluate with further simulations,
allowing to reduce congestion and contention on slot usage,
consists in having a node that refrains from performing all

the repetitions initially scheduled in the event it senses the
channel free for the first few (3-5) repetitions, thus letting the
channel usable by other nodes. On the other hand, a node
that senses the channel busy could re-schedule the suppressed
repetition in one of the successive slots in order not to decrease
its probability of success for inability in using the channel.
Although re-scheduling could be computationally heavy. A
better comprehension of the mechanisms coming into play
in the described system could be obtained by devising a
statistical model of the behavior of nodes and performing
an analytical evaluation. Yet, many phenomena may impact
on both achieved reliability and channel usage, which cannot
be easily modeled analytically, nor reproduced in simulations.
They are discussed in the next session.

B. Behavior in Real Environments

Simulations show that the number of retransmissions needed
to achieve reliability depends on the load offered to the
network and on the density of devices. Because of mobility,
each node may observe dynamic changes of these indexes
as a consequence of its own movements and the movements
of the devices in its communication range. As an explicit
requirement of the DSRC architecture is that the Control chan-
nel is resilient to congestion, the number of retransmissions
must be the lower bound needed to achieve reliable warning
delivery. A dynamic policy – able to adapt to the current
network state – is preferable to a static one both to supply
reliability guarantees and to avoid congestion. As a matter of
fact, in real environments many other situations occur, which
are very difficult to reproduce with simulations. A warning
reporting a traffic problem may be – almost simultaneously
– generated by all vehicles near the position of occurrence
and detecting the problem. One one hand, these duplicate
warnings compete to use the channel, thus making more
difficult guaranteeing a reliable delivery of all of them. On
the other hand, as they signal the same problem, it is enough
that a vehicle receives at least one of those warnings from
one of the advertisers. Hence, multi-path propagation helps
achieving reliability. It is difficult to evaluate the extent to
which these competing effects impact on vehicles (drivers)
behavior. A warning can trigger the generation of cascading
warnings. In case a driver suddenly brakes, his/her vehicle
V sends a warning to oncoming vehicles, let us say W and
Z. Those vehicles in turn are forced to brake or slow down,
generating on their behalf other warnings. This chain of events
propagates the notification of a traffic problem over multiple
hops. But vehicles in the communication range of V, W and
Z receive different warnings concerning the same problem.
This phenomenon contributes in increasing reliability. It is
worth to notice that in all our simulations only warning traffic
has been generated. In fact, in a real DSRC environment the
Control channel is also used by other data traffic,1 and those
messages are not subject to retransmissions as they do not have
reliability requirements. This has a twofold consequence: (i)

1E.g., announcements of services available on the other channels.
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(a) (b)

Fig. 8. Percentage of warnings that have been reliably delivered at the i-th repetition, for (a) 18 Mbps or (b) 6 Mbps of channel bandwidth

concurrency in medium access should be lower than that we
reproduced, also in conditions of high vehicular density; (ii)

data traffic with no reliability requirements risks to be pushed
out of the network because of the aggressiveness of warning
traffic. As far as the latter issue is concerned, as data traffic sent
over the Control channel is needed to synchronize accesses
to Service channels, if nodes cannot access the media then
the whole system is disrupted. A solution could be to equip
vehicles with two WNICs – according to WAVE specification.
One antenna is devoted to safety applications while the other
one is used for all other applications. In this case, concurrency
among warnings could be accurately modeled by the presented
simulations.

V. CONCLUSIONS AND FUTURE WORKS

In this work, an approach is analyzed for warning dissem-
ination in vehicular networks, with the purpose of deriving
indications to make it adaptive. Measurements provide sev-
eral ideas about how to dynamically change node behavior
according to current vehicular traffic and network conditions,
and what parameters to consider for this purpose. These
ideas must be validated by further simulations. Moreover,
other future developments can be imagined. A warning is
addressed to one-hop neighbors of the source. Depending on
the vehicle speed, this could be not enough, for instance if
the speed is so high that the route covered by a vehicle
before arriving to the place a problem occurred – or needed
to a driver to brake before arriving there – is larger than the
communication range. In these cases multi-hop propagation is
needed. In the discussed simulations, warnings are unrelated
one to another. A more careful analysis could be performed to
highlight whether correlated, cascading warnings are effective
to propagate a warning over multiple hops in acceptable time.
An alternative approach we are exploring is to set-up ad hoc
safety networks dedicated to the exchange of warnings, so
that a vehicle always belong to a safety network and is able
to receive warnings of interest. Such an approach must cope
with the delays involved in creating, joining and merging ad
hoc networks, and it seems to require amendments to the

802.11 standard. Further simulations must be performed to
evaluate the mutual impact of warning traffic and all other
traffic. On one hand, concurrency among several traffic flows
would make more difficult to provide reliability guarantees.
On the other hand, it is interesting to measure how repetitions
for warning messages affect normal traffic, in order to ensure a
fair bandwidth usage among flows, compatibly with respective
service requirements. Moreover, the effects of mobility could
be analyzed for different vehicle speeds, once an appropriate
reliability definition is characterized for the case of changes
of the destination group.
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