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Abstract— With the wide adoption of wireless communication has evolved through a patch style which has not added variety:
technologies, the current networking design of the Internet additions were made in a stealth way and have not dared
architecture has shown some limitations. Restricted by inherent to radically change or extend the core of IP forwarding. We
layering constraints, valuable networking information cannot ? . . . .
flow freely inside the network stack and potential operational refer here to _the introduction of the hidden routing hierarchy
optimizations are impossible to achieve. To overcome these limita- ahd mechanisms of AS, CIDR or MPLS as well as other
tions, we extend the current trend of cross-layer approaches with less successful projects (in terms of large-scale deployment)
a framework called underlay protocol fusion: the basic building |ike RSVP, IP Multicast, and Mobile IP. Due to the end-to-
blocks of Internet functionality are factorized out and merged end principle, the place where the Internet has envisaged and

in a function pool where information sharing and operational . . . I
optimizations are performed. endorsed functional scaling, that is the possibility to freely

To illustrate our approach, we present LUNARng (LUNAR add arbitrary customized functionality, is the application layer.
next generation). It is a fully distributed underlay protocol This is where remarkable breakthroughs have been achieved
designed for the Internet integration of wireless ad hoc net- gnd variety was obtained: DNS, eMail, Web, VPN, VoIP and
works (MANETs) where fundamental services such as name P2P are the highlights to mention here.

resolution, address autoconfiguration, and IPv4/IPv6 routing are The | flexibili f th | | .
transparently available whether the MANET is connected or not e ,OW exi '!tY of the current_ ntgrnet prqtoco _swte
to the Internet. Internet integration refers here to the ability IS particularly striking when considering mobile wireless
to insert/remove a MANET into/from the logical organization ad hoc networks (MANETS). The inherent distributed and
of the Internet without any loss of functionality. Moreover by infrastructure-less nature of MANETSs has indeed highlighted
using protocol models, the underlay nature of LUNARNg allows .y fundamental services of the Internet rely on a centralized
to optimally merge (with respect to the multi-hop nature of i del. That i h b f basi .
MANETSs) network operations which are traditionally carried client-server model. ) at Is, the a Sence_ or basic SerVI_CeS
out at different layers of the protocol stack. such as name resolution or address allocation does not strictly
prevent networking, but it strongly restrains the adoption of
Index Terms— Underlay MANET, Internet Integration, Proto- ~ Wireless ad hoc networking as a plug-and-play technology for
col Fusion. the masses. Therefore the ability of an autonomous MANET to
exhibit Internet-like functionalities (while not being connected
to the Internet) is one facet of Internet integration: users should

A. Internet integration not experience a loss of commodity other than the loss of

The design of the Internet is based on a thirty-years ofobal connectivity.
layering approach which aimed at factoring out functionality. A complementing aspect is the seamless integration of
Networking concepts were sought which are able to stretéfesh) MANETs with the logical (e.g. global addressing) and
from local scale to global size, from slow links to highspee@Perational (e.g. name resolution) organization of the Internet.
trunks, from PDAs to supercomputers. In spite of its slow evdhis property is the second facet of Internet integration: the
lution and monolithical design, the “canonical set” of protocol@bility for a MANET to adapt its internal behavior in order to
collected in the Internet-Suite has done a surprisingly good j#sertitself into a larger organization such as the Internet.
durlng the' last decade. Today however, thg Ilmltatlon§ of t  Underlay design for MANETS
one-size-fits-all approach have become visible especially wi
the advent of wireless communications. As stated earlier, the strict layering approach of the existing
These limitations can be linked to the incapacity of thigacy TCP/IP model is slowing down or even preventing

Internet to scale in a functional way at the networking layer. iinovative functionalities to appear at the network layer. It is
commonly agreed that more inter-layer coordination is needed

This work was carried out while Christophe Jelger was being sponsorggl\yireless networks when considering on one side the network
by an ERCIM fellowship during his stay in the Computer Networks Resear

h ; . .
Group at the University of Basel. He is now with Fraunhofer Fokus, als%lyer* and on the Othel’_SId_e the_ phyS|caI an_d the link Iayer_s [1]
sponsored by an ERCIM fellowship. However, more coordination is also required among higher

I. INTRODUCTION



layer protocols. For example, we already demonstrated in [2]

how a single DNS name resolution request procedure can Application

gather enougttross-protocoldata to fulfill the tasks of link- Transport Additional

layer resolution aqd path setup.. o . Network /A Information flow
In order to achieve such optimizations, we introduce an from lower-layers

underlay shim that performgotocol fusionbased orprotocol Link é Z

models The goal is first to gather the previously isolated Physical

information provided by different task-specific protocols of the
network stack, and second to optimize the operation of these Fig. 1. Lower-layer feedback
protocols by anticipating their needs. In contrast to more clas-
sical cross-layer techniques which provide hints and triggers
between layers, we use an underlay located between thethp transport layer (e.g. to achieve TCP performance optimiza-
and Ethernet layers in order to have full control over the dai®ns via wireless-specific fine-tuning of TCP parameters). We
coming in and out of a node. Tasks that were previously carrilgnote such approaches as lower-layer feedback techniques,
out by remote servers at different layers are now performedaitd illustrate them by Fig. 1 where valuable information is
layer 2.5 (i.e. hence the namederlay, and the historical Passed from the lower-layers to the higher layers, which can
barriers between the somehow isolated protocols involvédbsequently optimize their operation. The main advantage of
at the network layer are suppressed. As a result, effectffés approach is that it becomes possible to re-design a given
optimizations can now be achieved. Moreover, to realize tigotocol such that it specifically reacts to some lower-layer
two facets of Internet integration, the functionalities providegignals, i.e. the protocol becomes aware of what happens in
at layer 2.5 are activated on-demand when the MANET is nWer-layers. However, such lower-layer awareness does not
connected to the Internet, or they can be bypassed dependirfgPe Wwithout a cost: it requires code modifications inside
a given service is provided by the infrastructure-based netwdf€ Protocol stack which can restrict the possible wide-scale
which provides the global connectivity. adoption of such changes. As a consequence, most cross-layer
The paper is organised as follows. In the next section, yeghemes remain research prototypes. It is also worth mention-
situate our approach with respect to traditional cross-lay@g that cross-layer designs using arformation-bus(i.e. a
schemes and we introduce our underlay technique. We tHE#Nsversal layer that receives/sends specific feedback from/to
briefly introduce LUNARNg and summarize the features #ll layers via specific function calls) unfortunately suffer from
provides. We then describe the mechanisms that we usetfte same implementation and deployment restrictions.
perform the Internet integration of wireless ad hoc networks, . .
and we also detail the concept of protocol fusion. We also Case study: the failure of name resolution
present some implementation details of our approach whichin the Internet, name resolution is performed via the Domain
has been successfully validated and deployed on a real testtiaine System (DNS) which relies on a hierarchy of servers
Finally, we conclude with a discussion of future open researdfstributed around the world. One issue is that dynamic name
challenges. resolution in traditional IP networks assumes that there exists
a reachable DNS server at all time: the whole operation of
name resolution collapses if no server is available. All existing
[I. CROSSLAYERING VS. PROTOCOL FUSION operating systems do not even try to send a name request if
no DNS server is configured in the system: if a node is not
o o ~configured with a DNS server address, it simply assumes that
Cross-layer design is an active field of research which a?namic name resolution is not available. The implementation
far has no.t Iookgd into Interne.t mtegrz_itlon issues. Insteggk 5 DNS-compatible name resolution system in a MANET is
the focus is onwwe]ess networ_kmg, mainly beca}use_ Manyiherefore challenging in many ways.
protocols and services .of thm.red Inte.met are mefﬁmgnt Actually, anatural way of performing name resolution in a
in the presence of unrel_lable wireless links and unpredlqta_%NET is to use a decentralized approach in which a node of
topological changes. Without cross-layer design, the existifgs \ANET replies to a broadcasted name request for which it
layer boundaries unfortunately prevent the development @fine target. Different flavors [2][3][4] of such an approach can
potential optimizations Since the differences between wireq,g found in the literature. Although the operation of distributed
and wireless networks lie in the physical and link layers, i.@ame resolution resembles the route discovery procedure of
the layers located below the IP layer, a large majority of reactive routing protocaol, it is more difficult to implement
cross-layer techniques concentrates on providing lower-layghn youting since the DNS operationhiard codedin current
feedback to the network layer [1] (e.g. to notify link-layelynerating systems and applications. That is, by default, a
events such as layer 2 handovers) and, to a smaller extentydge configured with a DNS server address sends its unicast
15 _ _ ___DNS request messages via the network interface towards the
ne can note that thestricted-scop®f competencies of standardization . .
bodies (i.e. IEEE vs. IETF) also restricts the design and potential outcomis! VeI In a MANET, this procedure becomes irrelevant and
of cross-layer optimizations. it should be replaced with a MANET specific mechanism.

A. Traditional cross-layer design



Traditional client-server based
communication model

Node model with protocol fusion

DNS client | <---» | DNS server |
DHCP client | «---» | DHCP server]|
Routing “«-i> Routing Routing Network layer
table table table
SAA (IPv6) |«-->| SAA (IPv6) |
| ARP/ND |«--»| ARP/ND |
o)
! DHCP server
""""""" Emulated
I A services
i DNS server
Link layer Link layer Link layer
(Ethernet)  [€~ (Ethernet) (Ethernet)
Physical layer Physical layer Physical layer

client

server

Ad hoc network node

Fig. 2. Protocol emulation and fusion

Moreover, a name resolution scheme for MANETSs should niot both the network and the application layers. It thus becomes
prevent a node from resolving names in the classical way wheossible to buildprotocol modelswhich mimic the behavior
the MANET is connected to an infrastructure-based networtdf some specific network functionality in order to provide
In particular, the existing APIs and related protocols shouldternet-like services while the MANET is not connected to
remain unchanged since it is not conceivable to modify thke Internet. We define this property of Internet integration as
huge amount of existing applications such as web browseervice emulationOne can note that the underlay can also be
and email clients. used to hide the multi-hop nature of a wireless ad hoc network

C. Internet integration (part ): service emulation with modelguch .that the IP stack behgves that the node is connected to a
Classical IP subnet on a single layer 2 link.

As introduced earlier, our approach relies on an underlay
protocol located below the IP layer and above the EthernetThe concept of protocol emulation and fusion is illustrated
layer. Being located below IP, the underlay protocol is awaky Fig. 2. The left side of the figure shows the client-server
of all traffic Coming in and out of a node. By manipu|atindn0de| used in traditional Internet-like netWOfking. Funda-
the stream of messages passing by’ it becomes poss|b|éﬂﬁj’1tal services such as domain name resolution (DNS) and
perform somecross-protocoloptimizations. By cross-protocol address autoconfiguration (DHCP for IPv4/IPv6, and SAA [7]
optimizations we mean that, among other options it is possid® IPv6) fully rely on the presence of a dedicated server.
to merge the operation of independent protocols by anti@ther protocols such as ARP and ND [8] are not based on the
ipating the needs of a given protocol: the global behavighent-server model but for optimization purposes (as described
of a TCP/IP-based protocol stack is indeed well known. F&ter) their operation is also preempted by the underlay. In
example, with a reactive routing protocol for wireless ad hdbe right part of Fig. 2, we illustrate the underlay-based
networks (such as AODV [5] and DSR [6]), a successfimnodels located at layer 2.5. In order to overcome the absence
route request (RREQ) procedure will always be followed b§f legacy servers, models of the basic Internet services are
a link-layer resolution request for the next hop node towardi§plemented in the underlay: thesenulatedfunctionalities
the destination. One can therefore design the route requdi& activated on-demand when required. Moreover, at the
procedure such that it also performs the anticipated link-layeépderlay level it is now possible to optimize the operation
address resolution. A main advantage of using an underf@ypProtocols which were previously opaque to eachother. With
protocol is that it requires no modifications to the existingis protocol fusion, network operations become optimized to
protocol stack. Furthermore, protocol fusion is invisible tée topological and operational properties of wireless ad hoc
legacy layers: it is thus possible fool the higher layers by hetworks.
sending appropriate control messages to the protocols located



IIl. LUNAR NG target host nane,

- 4. The | P stack sends an ARP/ND request in order to
To explore and demonstrate the feasibility of underlay |esoive the link-1ayer address of the next hop

fusion, protocol emulation, and Internet integration, we have towards the target (or of the target itself).
extended the original operation of LUNAR [9], i.e. a reactive . . :
. gina: opera 9] In a MANET that uses a reactive routing protocol, if we
routing protocol initially designed to back up the development . i .
) . assume that a node is configured with a DNS server address,
of network pointers [10]. As for the features provided by the™" . . .
S . ﬁnd if we assume that there exists a DNS server in the
protocol fusion in the underlay, our next generation LUNA MANET. the following steps are executed:
(LUNARNQ) combines IPv4 and IPv6 path setup, link-layer ' g step '
address resolution (ARP/ND), and name resolution in a sindle T_hehuser specifies the _nage of the host s/he
; o fatr ; wi shes to communicate with,
request/reply operation optimized for distributed wireless azd The MANET routing module triggers a route request
hoc environments. Moreover, thanks to the use of network (RREQ) procedure to find a path to the DNS server,
pointers as the basic forwarding abstraction, an IPv6 mulfi- The 1P stack triggers an ARP/ND request in order

; ; to resolve the link-layer address of the next hop
hop data path can include nodes which are only IPv4 enabledtowalr ds the DNS server (or of the server itself).

(and vice-versa). 4. The system sends a DNS request to resolve the IP

The two facets of Internet integration are also covered, address of the target host nane,
since LUNARNg provides Internet-like services via protocol gt‘gcg’ﬁtﬂ pouting g“g;'t‘he A ?ﬂ:rfpaaggfgsﬁf the
emulation when the MANET is autonomous, and Internet target host,
adaptation via coherent global addressing, routing, and nafneThe I P stack sends an ARP/ND request in order to
resolution when the MANET is connected to the Internet. [esc" ve the Iink-layer address of the next hop

. . . owards the target (or of the target itself).

Moreover Internet integration is transparent to the MANET
users, in the sense that they only witness the appearance dt is clear that the specificities of MANETS already increase
loss of global connectivity. the total overhead because routes have to be discovered on-

In practice, LUNAR is implemented as a Linux kerneflemand. Moreover, we assumed here that there existed a
modulé that can be dynamically loaded on a host and whidBNS server, but this assumption will usually be false in real
requires no single modification to the Linux kernel codénfrastructure-less MANETs. Hence to resolve the specific
LUNAR positions itself between the IP and Ethernet layeiissues introduced by the distributed and autonomous nature of
(actually just above the wireless device driver) and create#eless ad hoc networks, we introduce an optimized scheme
a subnet illusion with respect to the IP stack. Upon startughich specifically considers and addresses the particular fea-
the LUNAR module creates a virtual network interface thdures of MANETS.
is internally linked with the real wireless interface connected
to the MANET. Hence, all traffic that flows via the virtualB. Reuvisiting route requests
interface is seen by the LUNAR module which can specifically 1o key element of our underlay approach is that in a

react to particular messages. MANET, one can trigger the route request procedure with the
name of the destination host rather than with its IP address.
At the same time, if the RREQ procedure can gather enough

i ) ] ) information, the number of required steps can now be greatly
In this section, we describe the mechanisms developggy,ced:

in LUNARNg in order to perform Internet integration and

optimize the operation of Internet-like protocols with respedt "€ user specifies the name of the host s/he
wi shes to communicate with,

IV. INTERNET INTEGRATION IMPLEMENTED

to distributed wireless networking. 2. The MANET routing rodul e triggers a route request
. . o RREQ RREP procedure to find a path to the
A. Filling expectations and building models specified target host name. The RREP eventual |y

contains the target |IP address(es) and the Iink-

As stated previously, the basic steps and behavior of a ayer address of the next hop towards the target.

communication startup with the TCP/IP protocol stack is well S _ o _
known. In a wired network, the initiation of a communication Once the originating host receives this information bundle,
usually conforms to the following steps (we assume that eai¢tknows all relevant details to answer subsequent information

step is successful): requests (ARP) internally, and the communication can start
1. The user specifies the name of the host s/he immediately. The path dlscovgry procedur_e |s.thus triggered by
wi shes to comunicate with, the name request message, i.e. an application layer protocol.
2. The 1P stack triggers an ARP/ND (I Pv4 Address The route is then discovered (network layer), and the link-
Resol ution Protocol or 1Pv6 Nei ghbor DN scovery) layer address is resolved at the same time (network and link
request in order to resolve the link-Iayer .
address of the next hop towards the DNS server layers). Our underlay approach perfectly suits to the above
(or of the DNS server itself), optimization since we can capture the initial DNS request and

8. The systemsends a DNS request to resolve the translate it to an appropriate RREQ message: with a single

2Available at http://core.it.uu.se/adhoc - The Uppsala/Basel Ad-Hoc ImpIBREQ/RREP pro_cedure, we have performed name resolution,
mentation Portal. path setup, and link-layer address resolution.
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Fig. 3. LUNAR DHCP operation Fig. 4. LUNAR DNS operation

C. Internet integration (part Il): Internet adaptation possible since we introduce a virtual namespace as described
On top of the merging of resolution requests, LUNARN# subsection IV-E.
supports address autoconfiguration by implementing a virtual )
DHCP server which assigns the IP address to the virtdl DNS operation
interface, should the user want to automatically configure thisThe interception of a DNS request is illustrated by Fig. 4.
interface via DHCP. This mechanism is illustrated by Fig. 3n step 1 of Fig. 4, an application triggers the sending of a
In step 1 of Fig. 3, a DHCP client sends a request towar88S request that is intercepted by the LUNAR DNS engine.
the LUNAR interface. This request is intercepted by th€his triggers a route request procedure which uses the name
DHCP engine of LUNAR which randomly chooses an addres$ the target to identify the expected destination (steps 2 and
within a pre-defined LUNAR subnet (e.g. 192.168.42.0/243). When the target discovers its name in the route request
and which then checks the uniqueness of this address by tryingssage, it sends back a route reply message which contains
to build a path towards this address (steps 2 and 3). If tite IP address (steps 4 and 5). Note that this message also
path setup fails (i.e. indicating that the address is not usedyntains the MAC address of the next hop node towards the
a faked DHCP message is sent to the dhcp client applicatimnget destination: the node which triggered the name resolu-
(step 4). This message includes the IP address to be usediom request therefore also implicitly performs the link-layer
this interface, thenet.lunardomain name, and the address ofesolution usually carried out by the ARP and ND protocols.
a faked DNS server reachable via the LUNAR interface. The LUNAR module can then send back a classical DNS
We also use a similar mechanism in order to performeply message to the application which eventually learns the IP
IPv6 stateless address autoconfiguration (SAA [7]). LUNARddress of the target. At that point, the network path is already
intercepts router solicitation (RS) messages sent by the dBtablished and the link-layer address of the next hop node
stack, and returns back a faked router advertisement (Ri8)already known. When the IP stack subsequently issues an
message which contains a MANET-global préfix ARP or neighbor discovery (ND) request, the LUNAR module,
Moreover, in order to perform Internet adaptation when thehich also intercepts these messages, can reply immediately
MANET is connected to the world-wide network, LUNARNgwithout sending out any messages on the network.
also supports global address autoconfiguration baseatedix
continuity [L1]. That is when there exists a gateway to thE. net.lunar

Internet, LUNARNg can coherently distribute a topologically The net.lunardomain name is configured at startup by the
correct and globally routeable prefix to the nodes of theUNAR module as being the default domain of a MANET
MANET. The subnet illusion is maintained, and IPv6 multinode. Hence, a hostname request (i.e. not fully qualified) is
homing is also possible (if multiple gateways are presentjansformed by the operating system into a net.lunar request
Moreover, DNS requests for targets which are not insidghich is recognized by the LUNAR module as being a
the MANET are forwarded to the gateway: this is madmANET name resolution. In this way it becomes possible

. to identify a simple hostname lookup within the MANET
3Since IPv6 scope-local addresses have been deprecated, we currently.

y. . . e
unique local IPv6 unicast addresses (FCO00::/7) as MANET-local addres§£]si%e user/a_tppllcatlon only specifies a hostname (e.g. the
See the recently standardized IETF RFC-4193 for details. request forcjelger becomes a request fajelger.net.lunay.



“name” “HIT” “HIT” “path” RREAQ (flooding, triggered by node a)
[name = “c.net.lunar’]

DNS-name HIT-1 | — HIT-1| path1 details [return path = 00:0B:5D:58:9E:EC]
e HIT-2| path2 details ae
DNS-name HIT-3 | path3 details o d
P4 HIT-2
Peer table eob
P4 HIT-3
N\
U U ceo RREP (unicast)
[IP = 192.168.42.3]
NameDB table [HIT = e82c-2177-56de-9f29-e505-90fe-fbf3-176d]

[IP6 = 2001:620:0:1:20b:5dff:fe58:9eec] (global)
[IP6 = fd00:47a3:2cd1:1f4d:20b:5dff:fe58:9eec] (MANET-local)
[next hop = 00:A0:C5:B5:83:7A]

Fig. 5. NameDB and peer tables

Fig. 6. RREQ/RREP procedure

In other words, a user can easily express its desire to trigger a
name resolution inside the MANET. In contrast to hostname
requests, FQDN (fully qualified domain name) requests (e. g
informatik.unibas.ch) are left unchanged by the operatinGLAGS: N=nane, Hchit, 4=IPv4, 6=IPv6,

# lunar (32 table entries, 4 peers)

system and the LUNAR module will recognize them as being a r=resol ved, s=search, G=gateway

request for a host located outs@e the MANET. If the MANET . obab. net . | unar NHAG. > Local host

is connected to the Internet via a gateway, nogt.lunar dns. net. | unar N.4.r. > No lifetine

DNS requests can be forwarded to the gateway which W|Il“3n@l0 nett' IU“af “ngré 2 taS: Eearg ?2 ago
potentially contact a traditional DNS server. cggfﬂg zgt | 322: N L > ,\Ss, i fgf‘[me s ago

F. “Name” cache and path discovery Fig. 7. Theproc/ net/ | unar file

In order to avoid unnecessary path discovery procedures,
each LUNAR node maintains a “name” cache, the so called
NameDB (DataBase) table as shown by Fig. 5. This tabRREQ procedure has been started (i.e. search state). Note that
contains all the known identifiers of a given correspondafur all resolved nodes the HIT is always known.
(also called apeen: a DNS-name, one IPv4 and possibly When possible and to avoid bandwidth waste, LUNAR
multiple IPv6 addresses, and a host identifier tag or Hidlso uses the NameDB table in order to reply to DNS-PTR
inspired from the Host Identity Protocol (HIP [12]). As arequests for the net.lunar domain. We remind that the goal of
HIT we use a random 128-bit string which becomes the entitlis inverse resolutiorprocedure is to obtain the DNS name
which LUNAR uses to re-establish paths to a peer. That @sssociated with a given IP address. One must note that with
with either name resolution or plain ARP or ND resolutionthe traditional DNS operation, a host will send a PTR request
we bind a peer's name and address to its HIT. All subsequdatits DNS server even if it just resolved the IP address
path lookup will be carried out with the HIT: as long as ouof the corresponding name. This additional overhead occurs
name cache contains an entry for a peer, we will address thiacause current operating systems do not implement a name
peer using its HIT. In order to populate the NameDB tableache and therefore a previously resolvesne— IP address
we use the LUNAR route discovery procedure to obtain threapping cannot be re-used to perform the inverse resolution.
identifiers of a given target, as illustrated by Fig. 6. In contrast, if a net.lunar name has recently been resolved

Moreover, each node can gratuitously populate its NameDio the corresponding IP address by a given node N, no
table by overhearing the information contained in the RREBTR request is sent into the MANET if the node N wants to
messages it forwards. Also, a quiet node which does rr@solve this IP address into a name, as we use the NameDB
send RREQ messages can also send unsollicited HELIK&ble as a cache. Finally, to cope with the volatility of ad hoc
messages in order to notify the network about its existendetworks, the name cache is periodically drained in order to
A user can thus learn the names of other computers cdrandle address or name changes.
nected to the MANET, since a summary of the information
contained in the NameDB table is available via the Linux
/ proc/ net/ | unar file, illustrated below by Fig. 7. On this V. OPEN ISSUES
figure we can see themulatedDNS server peer, the localhost An open issue is the case of two nodes picking iden-
baobabwhich is IPv4 and IPv6 enabled, the paeangofor tical hostnames in their FQDN. For example, two nodes
which a path (IPv4 and IPv6) is active (peer is resolved), tespectively namegohn.domainl.netand john.domain2.com
IPv6-only gatewaybanana and the peecactusfor which a will both end up being identified inside the MANET as



john.net.lunar To resolve this issue, we plan to add a mecha- In addition to Internet integration, the underlay scheme also
nism to check for duplicate names at the same time when a#ows to optimize network operations with respect to the
check for duplicate IP addresses i.e., with the same RRERecific properties of distributed wireless ad hoc networking.
message. Similar to picking another random IP address Tihis protocol fusion permits to merge the network operations
case of a collission, LUNAR will start adding a suffix to theof name resolution, link-layer address resolution, and network
hostname and test again with the new name. For the previgath setup in a single and efficient procedure. In particular
example, the two nodes would thus end up being for examplés is done without any modifications of the existing oper-
namedjohn.net.lunarand john33.net.lunar ating systems, applications, and name resolver library. Since
Note that the new name is only used inside LUNAR i.e., &lANETSs break several implicit assumptions (like client-server
layer 2.5 and is mostly relevant to tlither MANET nodes orientation) of IP networking, our underlay approach permits
trying to contact the node with the new name: No attempts aerearrange basic functionalities in a MANET-friendly way. It
made to change the host’s original FQDNHnh.domain2.coip is a first step towards a functional re-composition of IP-related
which (a) would be a challenging implementation excerciggotocols outside layering constraints.
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