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Abstract: We propose a practical method for defining and proving properties of general (i.e.,
not necessarily structural) recursive functions in proof assistants based on type theory. The idea is
to define the graph of the intended function as an inductive relation, and to prove that the relation
actually represents a function, which is by construction the function that we are trying to define.
Then, we generate induction principles for proving other arbitrary properties of the function.

The approach has been experimented in the Coq proof assistant, but should work in like-minded
proof asistants as well. It allows for functions with mutual recursive calls, nested recursive calls,
and works also for the standard encoding of partial functions using total functions over a dependent
type that restricts the original function’s domain.

We present simple examples and report on a larger case study (sets of integers represented as
ordered lists of intervals) that we have conducted in the context of certified static analyses.
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Une approche pratique pour la définition et la preuve de propriétés
de fonctions recursives générales en théorie des types

Résumé : Nous proposons une approche pratique pour définir et prouver des propriétés de
fonctions récursives générales (i.e., non nécessairement structurelles) dans des assistants de preuve
basés sur la théorie des types. L’idée principale est de définir le graphe de la fonction en cours de
définition comme une relation inductive, et de prouver que cette relation représente une fonction
qui est, par construction, celle qu’on essaie de définir. Ensuite, nous définissons des principes
d’induction qui permettent de prouver des propriétés quelconques sur la fonction.

Nous avons expérimenté l'approche dans l’assistant de preuve Coq. Cependant, elle devrait
fonctionner dans d’autres systémes basés sur la théorie des types. L’approche permet de traiter
des appels mutuellement récursifs et/ou imbriqués, ainsi que des fonctions partielles via le codage
standard par des fonctions totales au type dépendant qui restreint le domaine de définition.

Nous présentons des exemples simples ainsi qu'une étude de cas plus complexes (le codage
d’ensembles d’entiers par des listes d’intervalles) que nous avons menée dans le contexte du développe-
ment d’analyses statiques certifiées.

Mots clés : fonctions récursives non-structurelles, principes d’induction, assistant aux preuves
Coq



1 Introduction

Defining and reasoning about some relatively simple recursive functions (such as Quicksort) in proof
assistants based on type theory (such as the Coq proof assistant [5]) is surprisingly hard. For a
user interested in wusing such tools for the purpose of verification (and not in the subtleties of type
theory), this difficulty may rapidly become overwhelming, as too much effort is spent on dealing
with difficult concepts not related to her verification problem. Moreover, in other proof assistants
based on different logicals frameworks, these problems are considerably easier [11].

The main problem arises from the fact that type theory imposes that all functions terminate;
moreover, the type-checking algorithm must be able to check this fact automatically. This restricts
the class of functions that are definable in a simple manner to recursive functions with structural
recursion over a parameter (for example, in a function with formal parameter p € N, a recursive
call may be performed with the actual parameter p — 1 but not, e.g., p div 2).

In this paper we propose a practical method for defining non-structural recursive functions in the
Coq proof assistant and other like-minded systems. The idea is to define the graph of the intended
function as an inductive relation, and to prove that the relation actually represents a function, which
is by construction the function that we are trying to define. We also generate induction principles
for the function, which help prove other properties that the function satisfies. In particular, the
induction principle is stronger that the function’s own fixpoint equation, i.e., that which allows to
unfold the function’s definition in a proof. Synthetising and using induction principles for structural
recursive functions in Coq has already been proposed in [3].

The method allows for functions with mutual recursive calls, nested recursive calls, and works
also for “partial” functions via the standard encoding as total functions over a dependent type
restricting membership in the original function’s domain.

Last but not least, our approach is relatively simple to understand and use - it uses only the
simplest concepts and constructions on well-founded orders - and can be automated, at least for
total functions without nested/mutual recursive calls. In the envisaged tool, the user writes her
function in a pseudocode notation similar to that of Coq, and provides a well-founded order on
the function’s argument(s). The tool would then automatically generate the induction principle
associated to the function (and, optionally, the function’s fixpoint equation). In this way, writing
recursive functions in Coq would become almost as easy as in, e.g., PVS [11].

Related Work

The “converging iterations” approach In [2], a recursive function f is defined as the solution
of a fixpoint equation involving a functional F'. The definition involves proving that the fixpoint
equation terminates in a finite number of iterations. The fixpoint equation of f, which allows to
replace f by its definition in a proof, is then obtained almost for free. Induction principles are not
provided. The approach has been implemented in a prototype tool that automatically generates
some of the definitions, proof obligations, and corresponding proofs [1].

The “ad-hoc predicate” approach In [6], the domain of the function f under definition is
encoded using an inductive type. Then, f is defined by structural induction over the proof of
membership of values in the domain of f (on which f terminates). This appoach is very elegant,
and uses some subtle features of type theory, but has a major drawback: to be applicable in general
it requires a specific type theory including the so-called “Dybjer’s scheme” [10] for simultaneous
recursive/inductive definitions; this scheme is available in few proof assistants. A restricted version
for the Calculs of Constructions (disallowing nested recursive calls) has been proposed ([5], Section
PI n1766



15.4) but this version requires to prove so-called inversion theorems in a very specific manner, such
that structural recursion can be performed on them for defining f. This pushes the Calculus of
Construction to its limits and requires a lot of expertise. On the other hand, an induction principle
for f is obtained for free from that of the function’s domain.

Combining [6] and [2] In [4], the “converging iterations” and “ad-hoc predicate” approaches are
merged into a powerful technique for recursive function definition, allowing for partial functions
with nested recursive calls, yet without requiring Dybjer’s scheme. The method is therefore im-
plementable in Coq. However, it also adds up all the difficulties of the two combined approaches,
which makes it quite hard to grasp and to use for practical verification purposes.

Synthesising Functions from Relations In ongoing independent work, yet unpublished, Barthe
and Forest from the Everest project at Inria Sophia Antipolis are developing an approach for sythe-
sising a general recursive function and its induction principle from an arbitrary inductive relation.

Comparison with our method Unlike the converging iterations method, our functions are “so-
lutions” of an inductive relation (the function’s own graph), not of a fixpoint equation involving
iteration of a functional. This saves us complex proofs about terminating iterations. Unlike the
ad-hoc predicate method and its extension [4], ours does not require advanced knowledge of the sub-
tleties of type theory. The synthesising functions from relations approach appears to be quite close
to ours. However, they use a version of the ad-hoc predicate method, whereas we use well-founded
induction. We are currently working together on a general framework that would encompass both
our approaches, as well as on implementing these techniques in a prototype tool within Coq.

Summary The rest of the paper is organised as follows. In Section 2 we briefly present the
infrastructure that Coq provides for defining non-structural recursive functions, and discuss its
merits and its limits. In Section 3 we present our method in detail on a simple example, and in
Section 4 we indicate how the method can be used for dealing with nested and mutual recursive
calls and with “partial” functions (encoded as total functions over a dependent type restricting
their domain). In Section 5 we present a case study: encoding sets of integers using ordered lists
of intervals, which we planned to use for certified static analyses [7, 8]. Finally, in Section 6 we
conclude and present future work.

2 Defining General Recursive Functions using Coq’s library

The Coq system’s standard library (in particular, that dealing with well-founded induction and
recursion, available at http://coq.inria.fr/library/Coq.Init.Wf.html) offers reasonably good
support for defining general recursive functions. However, difficulties arise when trying to reason
about those functions. Some solutions are proposed in, e.g., Chapter 5 of [1], but they, in the
author’s own words, exceedingly complex. This is the motivation for the author’s subsequent works
on the converging iterations method ([4], Part 4 of [1], and Section 15.3 of [5]).

A (total, thus terminating) recursive function can be built using a well-founded relation on its
domain, which ensures that parameters of all recursive calls within it are smaller, according to the
order, than the function’s own formal parameters. The well_founded_induction theorem!® from

1Simplified for the need of the presentation; see [5], Section 15.2 for details. We assume a basic knowledge of type
theory. Details specific to the Calculus of Constructions and the Coq syntax are introduced on a by need basis.
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the Coq library says precisely this, and can be used to define general recursive functions. Given a
domain A and a well-founded relation R C AxA, it allows to define functions f: A — B:

(Vy:A, Wz: A,zRy —-B) - B) - (Vx: A, B).
That is, to obtain an element in B for every element x in the domain A, it is enough that f be defined
in each y in A as soon as f is defined in every z less than y. Then, to define £, the user provides:

e the domain A, a binary relation R C AxA, and co-domain B
e a proof P that R is well-founded

e the induction step I, i.e., how to build f y from recursive calls £ z applied to smaller z.

Then, (well_founded_induction A R P I) constitutes the definition of f: A — B.

This definition can be used, e.g., to evaluate (f a) for concrete values a in A, but it is not directly
useable in proofs. Indeed, in a proof by induction one usully needs to unfold the recursive definition
of (£ x); typically, a given proof context implies that the actual recursive call being made is, e.g.,
(f y), and, by induction, whatever needs to be proved holds for y and (f y). And since (f x) is
not directly defined via its recursive calls, but only indirectly as £ £ (well_founded_induction
A R P I), this most elementary reasoning cannot be used!

There are a number of ways to circumvent this problem. First, using the expressive type system
of Coq, one can encode whatever properties one wishes about f using dependent types. For example,
assume that we want to prove that some post-condition (Post (x (f x))) holds, whenever the
argument x satisfies a pre-condition (Pre x). Then, it is enough we define f right from the start
to have the dependent type V x: A, (Pre x) — {y : B | Post x y))}.

In this way, the pre/post condition information about f is immediately available. However, this
approach assumes that one knows already when defining f all the properties that one will ever
need about it! This is not realistic, because any nontrivial development typically requires the user
to state and prove many intermediate lemmas, not known in advance, between the definition of
a function and the final theorem about the function. The above approach would then require to
re-define £ with each new lemma, and this definition requires to prove the new lemma while the
function is defined, in addition to re-proving all lemmas previously proved.

Moreover, if one needs to defined and prove properties about two functions, say, £ and g,
we are faced with a vicious circle (the dependent-type definition of f may require that of g and
reciprocally). Hence, this approach is clearly not useable in any nontrivial development.

3 Defining a General Recursive Function via its Graph

However, there is something to be retained from the approach presented in the previous section.
Ideally, if one were able to define a function £ with a dependent type representing its “most general”
property, then it would be enough to define the function once and for all with the property, and
then all (true) lemmas in a development would be provable from that property.

A natural candidate for “the most general property of a function f: A — B” is given by the
graph of f, that is, a relation fR satisfying V (x:4) (y:B), y = (f x) < (fR x y). And since
fR is a relation, not a function, it becomes possible to use the powerful mechanisms of Coq for
defining and reasoning about inductive relations. The method then proceeds as follows.

1. Define an inductive relation fR, which is the graph of the intended function f.

2. Define an auxiliary function with a dependent type encoding the fact that f satisfies its graph,
i.e., define f_rich: A — {y : B | fR x y} as explained in Section 2.
PI n1766



3. Define f by removing the dependent type of f_rich, thus reducing its type to A — B.
4. Prove that fR defines a function in the usual mathematical sense (univoque relation).

5. Finally, from the definition fR we obtain the fixpoint equation of f, and from the induction
principles of fR we derive induction principles for £, which can be used in other proofs.

The fixpoint equation allows to unfold the definition of f in proofs by induction. Better, the
induction principle automatically does the induction (splitting the proof into adequate subproofs).

3.1 Example: Powers of Two

The powers of 2 can be defined as 2" = 2- 2"~ if n is odd and (2"/2)? if n is even. In “Coq”,

Fixpoint pow2 (n: nat) : nat :=
match n with
[0 => 1
IS q => match (even_odd_dec (S q)) with
[left _ => (pow2 (div2 (S q)))*(pow2 (div2 (S q)))
|[right _ => n * (pow2 q)
end
end

Of course, this definition is not accepted by Coq because the first recursive calls are not performed
on structurally smaller arguments. Here, even_odd_dec is a Coq decision, returning either left
and a proof of the fact that its argument is even, or right and a proof of the fact that its argument
is odd. Proofs are irrelevant here and are replaced by the _ placeholder.

Step 1: Defining the Draph of the pow2 Function The first step in the method defined at
the beginning of the section consists in defining the graph of pow2 as an inductive relation, which
completely “mimics” the intended definition of pow2 with its three cases:

Inductive pow2_rel : nat -> nat -> Prop :=
|[pow2_0 : pow2_rel 0 1
|[pow2_S_even : forall n q pow2_q, n = S q -> (even_odd_dec (S q)) = left _ ->
pow2_rel (div2 (S q)) pow2_q -> (pow2_rel (S q) (pow2_g*pow2_q))
|[pow2_S_odd : forall n q pow2_q, n = S q -> (even_odd_dec (S q)) = right _ ->
pow2_rel q pow2_q -> pow2_rel (S q) (2%pow2_q).

The pow2_0 case (or constructor) deals with the base case, whereas the pow2_S_even and pow2_S_odd
constructors deal with the cases where the argument is even, respectively odd.

Step 2: Auxiliary Function with Rich Dependent Type The type for our intended function
is a dependent type specifying that the function satisfies to its graph relation.

Definition pow2_type (n:nat) := {pow2_n: nat | pow2_rel n pow2_n}.

We also define an auxiliary function pow2_wf, which will serve as induction step for the Coq library’s
well_founded_induction theorem (already discussed in Section 2). pow2_wf says that if one knows
how to define pow2 for smaller values, then one knows how to define it for the current value A well
founded order is assumed, here, it is the usual < on natural numbers.
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The definition of pow2_wf is, of course, a constructive one and requires a proof of existence?.

Definition pow2_wf : forall n, (forall m, m<n -> pow2_type m) -> pow2_type n.
Defined.
The proof consists in considering three cases, which correspond to those in the pseudo-fixpoint

definition of pow2 and to the same three constructors in the definition of the pow2_rel graph.
Then, by standard use of the well_founded_induction theorem, as explained in in Section 2,

Definition pow2_rich:=(well_founded_induction 1t_wf (fun x=>pow2_type x) pow2_wf).

Here, 1t _wf is a proof from Coq’s libraries that the < order on natural numbers is well founded.

Step 3: Eliminating the Dependent Type To define pow2 we eliminate the dependent type
information of pow2_rich in a simple command, thus making it a function from nat to nat. The
Caml code generated by Coq’s code generation tool, indicates that we are doing well:

Definition pow2 (n:nat) : mnat := let (f,_) := pow2_rich n in f.

(x* val pow2 : nat -> nat #*x)
let rec pow2 = function
| 0->8S0

| S n -> (match even_odd_dec (S n) with
| Left -> let x0 = pow2 (div2 (S n)) in mult x0 x0
| Right -> mult (S (S 0)) (pow2 n))

Step 4: Proving that pow2_rel is Functional Next, we show that pow2_rel actually defines
some (for now, partial) function in the usual mathematical sense, that is, to each value in the
domain it associates at most one value in the co-domain. For this, we shall require in general that
the cases (constructors) defining the graph relation be mutually exclusive. This is reasonable, since
the constructors match the cases in the function’s pseudocode definition, which have to be mutually
exclusive if we are going to define a function at all.

Lemma pow2_functional: forall x zl z2, pow2_rel x zl -> pow2_rel x z2 -> zl = z2.

Qed.

Step 5: Fixpoint Equation and Induction Principle The crucial fact that the pow2_rel
relation is functional allows us now to obtain the fixpoint equation of pow2. Intuitively, pow2_rel
and pow2 represent the same function, and pow2_rel is very close from the fixpoint equation of
pow2. As a matter of fact, for a methodological point of view it is better to separate the contexts
of the recursive calls in individual lemmas, also useful for rewriting.

2The half-page proof is omitted for simplicity. All complete examples in the paper can be downloaded from
http://www.irisa.fr/vertecs/Equipe/Rusu/rap1766/. We would like to point out that proofs are completely
generic - they have been reproduced many times for many examples and always follow the same pattern.
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(*case: argument = 0%)

Lemma pow2_0 : pow2 O = 1.

Qed.

Hint Resolve pow2_0: base. (*for automatic rewriting)
(*case: even, non-zero argument)

Lemma pow2_S_even : forall q, even_odd_dec (S q) = left _->
pow2 (S5 q) = (pow2 (div2 (S q) ))* (pow2 (div2 (S q@))).

Qed.
Hint Resolve pow2_S_even: base.

(*case: odd argument*)
Lemma pow2_S_odd : forall q, even_odd_dec (S q) = right _ ->
pow2 (S q) 2x (pow2 ( q)).

Qed.
Hint Resolve pow2_S_odd: base.
(*Fixpoint equation*)
Lemma pow2_fixpoint : forall n, pow2 n =
match n with
[0 =>1
S q =>
match (even_odd_dec (S q)) with
[left _ => (pow2 (div2 (S q))) * (pow2 (div2 (S q)))
[right _ => 2 * (pow2 q)
end
end.
intros.
destruct n ; auto with base.
case (even_odd_dec (S n)) ; auto with base.
Qed.

We have obtained the fixpoint equation, which allows to unfold the definition of a function in
a proof, a crucial feature in proofs by induction. But we can do even more: we can obtain an
induction principle that does the induction for us, in any circumstance where a proof on pow?2 is
required, by splitting the proof into adequate subproofs. For this, we slightly modify the induc-
tion principle automatically generated by Coq for the inductive relation pow2_rel, which is given by:

pow2_rel_ind : forall P : nat -> nat -> Prop,
PO1->
(forall n q pow2_q : nat, n = S q -> even_odd_dec (S5 q) = left _ ->
pow2_rel (div2 (S q)) pow2_q ->
P (div2 (S q)) pow2_q -> P (S q) (pow2_q * pow2_q))
->
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(forall n q pow2_q : nat, n = S q -> even_odd_dec (S q) = right _ ->
pow2_rel q pow2_q -> P q pow2_q -> P (S5 q) (2 * pow2_q))
-> forall n n0 : nat, pow2_rel n n0 -> P n n0O

Intuitively, the pow2_rel_ind induction principle says that an arbitrary predicate P holds for num-
bers n and nO satisfying pow2_rel n n0O whenever P satisfies some constraints that correspond to
the recursive definition of pow2_rel. The induction principle for the pow2 function is then

Lemma pow2_ind : forall P : nat ->nat-> Prop,

P 0 (pow2 0) ->

(forall nq, n=S8q ->even_odd dec (S q) = left _ ->
P (div2 (S q)) (pow2 (div2 (S q))) ->

P (S q) ((pow2 (div2 (S q)))* (pow2 (div2 (S g)))))

->

(forall n g, n =S q -> even_odd_dec (S q) = right _ ->
P q (pow2 q) -> P (S q) (2xpow2 q))

-> forall n, P n (pow2 n).

Qed.
It is very similar to that of the pow2_rel relation (and uses pow2_rel_ind in its proof!). The main
difference is that pow2_ind now directly refers to the values of the recursive calls of pow2.

Automation The approach can be automated, at least for total functions without nested or mu-
tual recursive calls. In the envisaged tool, the user writes her function in pseudocode, and provides
a well-founded order on (one of) the function’s arguments. The tool would then automatically
generate the induction principle associated to the function (and, optionally, the function’s fixpoint
equation), which can then be used to prove other propperties of the function.

4 Nested, Mutual Recursive Calls, and Partiality

The method also works for more complex recursion patterns such as nested and /or mutual recursive
calls and can deal with partial functions, albeit less automatically.

Nested Recursive Calls Consider the following pseudocode wih nested calls

Fixpoint f (n:nat) : nat :=
match (le_gt_dec n 0) with
[left _ => 0

[right _ => 3% (f (2*(f (n-1)))
end

Here, le_gt_dec n 0 is a decision which either returns left and a (here, irrelevant) proof of n <=
0, or right and a (likewise, irrelevant) proof of n > 0. The corresponding graph relation is:

Inductive fR : nat-> nat-> Prop :=

[fR_left : forall n H, le_gt_dec n 0 = left _ H -> fRn 0
[fR_right : forall n m p H, le_gt_dec n 0 =

right _ H -> fR (n-1) m -> fR (2*m) p -> fR n (3*p).
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Note how the nested recursive called has disappeared from the relation. Now, if we just apply our
method and try to define a depedent-typed function

Definition f_rich_type (n:nat) := {p : nat | fR n p}.
Definition f_rich_ : forall n, f_rich_type n.

we are immediately faced with a difficulty: we have to prove that the nested call returns something
smaller, so that we can legally apply f to it, i.e., we need that 2*x(f(n-1)) < n holds.

Of course, we cannot prove this since f is not yet defined at that point. However, we can prove
the equivalent of that constraint in the function’s graph, which we have just defined:

Lemma nested_proof_obligation : forall n m, fR n m -> 2*m < n+l.

and use this lemma in the subsequent application of our method, which proceeds smoothly from
there on. We eventually obtain the expected induction principle and expected Caml code

(** val £ : nat -> nat **)
let rec f x =
match le_gt_dec x 0 with
| Left -> 0
| Right -> mult (S (S (5 0))) (f (mult (S (S 0)) (f (minus x (S D))

Hence, for nested function calls the expected level of automation is more limited - it merely consists
in generating the function’s graph and the nested_proof_obligation - but still useful.

Mutual Recursive Calls For functions with mutual recursive calls, we can use the mutually
inductive relations feature of Coq to define their graph. Consider the pseudocode wih mutual
recursion:

Fixpoint f(n: Z) : Z :=
match (le_gt_dec n 0) with
[left _ => 0

[right _ => g (n-1)

end

Fixpoint g(n: nat) : nat :=
match (le_gt_dec n 0) with
[left _ => 0

[right _ => f (n-1)

end.

The corresponding graph is then given by the corresponding mutually inductive relations

Inductive fR : nat -> nat -> Prop :=

[f_0 : forall n H, le_gt_dec n 0= left _ H -> fR n 0

[f_gt : forall n H x, le_gt_dec n 0= right _ H -> gR (n-1) x -> fR n x
with

gR : nat -> nat -> Prop :=

lg_0 : forall n H, le_gt_dec n 0= left _ H -> gR n 0

lg_gt : forall n H x, le_gt_dec n 0= right _ H -> fR (n-1) x -> gR n x.
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It is then natural to define both functions f and g simultaneously (in order to avoid a vicious circle
in which the dependent-typed definition of £ requires that of g, and reciprocally):

Definition fgR : nat -> nat*nat -> Prop := fun n p=>fR n (fst p)/\gR n (snd p).
Definition fgR_type (n : nat) := {m:nat*nat| fgR n m}.
Definition fg_rich : forall x, fgR_type x.

The method proceeds from here on. The generated Caml syntax does not exactly match that of
Coq, as we cannot expect the generator to guess that we are after mutually recursive functions:

(**x val f : nat -> nat *x*)
let £ n =
fst
(let rec acc_iter x =
match le_gt_dec x 0 with
| Left -> Pair (0, 0)
| Right ->
let x0 = acc_iter (minus x (S 0)) in Pair ((snd x0), (fst x0))
in acc_iter n)

However, the semantics of the Caml code is that expected. As for induction principles, we can
generated those corresponding to the (mutually inductive) graphs as “prescribed” by our method.

In some cases, however, these induction principles are very good at proving anything - we might
need to draw inspiration from stronger induction schemes of the mutually inductive relations (as
generated by the Scheme command of Coq). In even more rare cases, such as those described in [5],
Section 14.3.3, even the Scheme-generated induction principles are too weak, and we may need to
define specialised induction principles and to prove them manually.

Partial Functions Finally, we briefly discuss the application of our method to partial functions.
A “partial” function f : A — B, whose actual domain is that satisfying a predicate P : A —
Prop, is simulated by a dependently-typed total function with two arguments £>: forall (x:4),
(P x) — B, where the second argument is a proof of (P x) (that the function is “defined” for the
first argument). If £ contains recursive calls the situation is more complicated than before, because
we have to provide proofs that the arguments to recursive calls is also in the subdomain. However,
this difficulty is somewhat orthogonal to our method - the same difficulty occurs for structurally
recursive functions as well. Apart from this problem, the method works reasonably well in its spirit,
although automation might become more difficult.

We illustrate partial functions with a version of the integer logarithm function, which computes
the logarithm in base 2 of the power of 2 closest (from below) to its input. We choose to make an
extensive use of dependent types in order to test the limits of our method. We first define a Coq
decision, which for all strictly positive n returns either n-2 or a proof that n=1:

Definition strictpos_dec : forall n, n > 0-> {p : nat | n = p+2} +{n = 1}.
Defined.

The pseudocode or our function follows. The cases are identified by comments in the code.
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Fixpoint log (n:nat) (h : n > 0) : nat :=
match strictpos_dec n h with
[inright _ => 0 (*case n=1%)
[inleft H => match H with (exist x _) =>

(*case n > 1; here; x = n-2%)

1+(log (1+div2 x)

(le_plus_1 1 (div2 x))) (*<-proofx)
end

end

The log function is “partial” in that it is only defined for n > 0. The second argument h : n >
0 is a proof encoding this partiality. Then, a proof needs also to be passed to the recursive call. It
is a proof that 1+ div2 x > 0 where div2 is the integer division by 2.

We need a few more steps before we can apply our approach. First, the approach is based on the
well_founded_induction theorem from Coq’s library, which only allows to build functions with
one argument. Hence, we group the two arguments of the log function into one of type:

Inductive strictpos : Set := strictpos_ : forall (m:nat) (h : n > 0), strictpos.

Then, we define the graph of a function denoted log?, which is a version of log with one argument
of type strictpos:

Inductive log’_rel : strictpos -> nat -> Prop :=

log?_rel_1 : forall n h H,

strictpos_dec n h= inright _ H -> log’_rel (strictpos_ n h) 0

| log?_rel 2 :

forall n p q h h’ H, strictpos_dec n h = inleft _ (exist _ p H) ->
log’_rel (strictpos_ (1+ div2 p) (le_plus_1 1 (div2 p))) q ->
log’_rel (strictpos_ n h’) (g+1).

From here on, we apply our method for defining the function log’ with the following type
Definition log’_rich_type (n: strictpos) := {m : nat | log’_rel n m}.

Finally, once the log’ function is defined, we define log by splitting the composed argument of
type strictpos into its components:

Definition log : forall n, n >0 -> nat := fun n h => log’ (strictpos_ n h).

The resulting induction principle is given below. Together with that of the pow2 function, given in
Section 3, we have used to prove a simple property:

Theorem log_pow2 : forall x h, log (pow2 x) h = x.

(*induction principle for the log functionx)

Lemma log_ind : forall P : forall n, n>0 -> nat-> Prop,
(forall n h H, strictpos_dec n h = inright _ H->P n h 0) ->
(forall n p q h h? H, strictpos_dec n h = inleft _ (exist _ p H) ->
P (1 + div2 p) (le_plus_1l 1 (div2 p)) q ->
Pnh’ (qg+1) ->
forall n h, Pnh (logn h).

The complete development can be found at http://www.irisa.fr/vertecs/Equipe/Rusu/rapl766/.
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5 Case Study: Interval Sets

We have built a library for finite sets of natural numbers encoded using ordered lists of intervals. The
library was planned to be part of the development of a framework for certified static analyses [7, 8].
It includes functions for union, intersection, inclusion, and membership tests.
Among all those operations, the union operation is the most involved. We describe in some
detail its definiton and some of the proofs that we have developed around it using our method.
First, interval sets are defined using the following two inductive relations (:: is the Coq notation
for cons on lists, and fst, snd return the first, resp. the second element of a pair):

Inductive is_interval (i:ZxZ) : Prop :=
|is_interval_cons : fst i <= snd i -> is_interval i.

Inductive is_interval_set : list (Z#Z) -> Prop :=
[INil_set : is_interval_set nil
|Single_set : forall i, is_interval i -> is_interval_set (i::nil)
|Cons_set : forall i j 1,
is_interval i -> is_interval j -> (1+ snd i) < fst j ->
is_interval_set (j::1) -> is_interval_set (i::j::1).

In particular, note that successive intervals in an interval set may not intersect each other, touch
each other, or even be adjacent: 1+ snd i < fst j, otherwise, they would form a single interval.
We use the following inductive definition, which compares the relative positions of two intervals:

Inductive compare_intervals (al a2 : (Z*Z)) : Set :=
|snd_far_after : snd al +1 < fst a2 -> compare_intervals al a2

|snd_close_after : fst al < fst a2 -> snd al < snd a2 -> snd al +1 >=
fst a2 -> compare_intervals al a2
|snd_includes : fst al >= fst a2 -> snd al <= snd a2 ->

("fst al = fst a2 \/ “(snd al = snd a2) ) -> compare_intervals al a2
|snd_equal_fst : fst al = fst a2 -> snd al = snd a2 ->
compare_intervals al a2

[fst_includes : fst al <=fst a2 -> snd al >= snd a2 ->

("fst al = fst a2 \/ “(snd al = snd a2) ) -> compare_intervals al a2
[fst_close_after : fst a2 < fst al -> snd a2 < snd al -> snd a2 +1 >=
fst al -> compare_intervals al a2

|[fst_far_after: snd a2 +1 < fst al -> compare_intervals al a2.

We are now ready to give the pseudocode for the union operation. An implementation linear in the
size of its arguments cannot be structural, as it cannot predict in advance how the lists begin (more
specifically, how many initial intervals of one list are included in the second one):

Fixpoint union (1il 1i2: list (Z*Z)) : list (Z*Z) :=
match 1il, 1i2 with
lnil, 17 => 1°
[1°?, nil => 1??
l[al::11, a2::12 =>
match compare_intervals_dec al a2 with
|snd_far_after _ => al::(union 11 (a2::12))
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|snd_close_after _ _ _=> union 11 ((fst al,snd a2)::12) (*not structuralx*)
|snd_includes _ _ _ => union 11 (a2::12)
| snd_equal_fst => al::(union 11 12)
|fst_includes _ _ => union (al::11) 12
|fst_close_after _ _ _=> union ((fst a2,snd al)::11) 12 (*not structuralx)
|fst_far_after _ => a2::(union (al::11) 12)

end

end.

One property that we need to prove about the union function is that, although its arguments are
lists of pairs of integers, by applying it to two interval_sets one obtains an interval_set.

This turned out to be a nontrivial exercise. We have solved it as follows: we have defined a
weak interval set structure, which is a list of intervals in which consecutive intervals may overlap,
and a weak union operation, which is closed on weak interval sets (but not on proper interval sets).
Then, a grouping operation transaforms a weak interval set into a proper interval set. Weak union
and grouping are also non-strucuturally recursive, but somewhat simpler that the proper union. We
then show that the proper union is equal to the composition of the weak union and the grouping
operations, and that the result of the composition is an interval set.

For this, we make a heavy use of the induction principles for proper union, union, and grouping
functions. Several dozens of lemmas were proved using those principles; without them, we could not
have completed the development. In fact, we have come across the presented method after trying
(and failing) to use some of the existing approaches in a practical setting.

6 Conclusion and Future Work

We present a practical method for defining and proving properties of general recursive functions
in proof assistants such as Coq and other proof assistant based on type theory. The graph of the
intended function is defined as an inductive relation, and the function is defined using a depen-
dent type, specifying that the function “satisfies” its graph. This property allows us to obtain the
function’s fixpoint equation, and from the graph’s automatically generated induction principle, we
generate induction principles specific to the function, which allows to prove other properties of the
function. We demonstrate the approach for functions with mutual recursive calls, nested recursive
calls, and for partial functions seen as total functions over a dependent type restricting its domain.

As for future work, we are building a prototype tool implementing our method for the relatively
simple case of total functions without nested /mutual recursive calls. In the tool, the user writes her
function in a pseudocode notation similar to that of Coq, and provides a well-founded order on the
function’s argument(s). The tool then automatically generates the induction principle associated to
the function (and, optionally, the function’s fixpoint equation). This considerably simplifies working
with general recursive functions in Coq, a feature most desirable as demonstrated by our case study
reported in Section 5.
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