N

N

A Domain-Specific Language for Multi-task Systems,
applying Discrete Controller Synthesis

Gwenaél Delaval, Eric Rutten

» To cite this version:

Gwenaél Delaval, Eric Rutten. A Domain-Specific Language for Multi-task Systems, applying Discrete
Controller Synthesis. [Research Report] RR-5690, INRIA. 2005, pp.44. inria-00000867

HAL Id: inria-00000867
https://inria.hal.science/inria-00000867
Submitted on 28 Nov 2005

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/inria-00000867
https://hal.archives-ouvertes.fr

ISSN 0249-6399

%I 1N RIA

INSTITUT NATIONAL DE RECHERCHE EN INFORMATIQUE ET EN AUTOMATIQUE

A Domain-Specific Language for Multi-task Systems,
applying Discrete Controller Synthesis

Gwenaél Delaval — Eric Rutten

N° 5690
October 25, 2005

Théme COM

apport
derecherche







% I N RIA

RHONE-ALPES

A Domain-Specific Language for Multi-task Systems,
applying Discrete Controller Synthesis

Gwenagl Delavaﬁm, Eric Rutten?

Theme COM — Systeémes communicants
Projets POP ART et DaRT

Rapport de recherche n® 5690 — October 25, 2005 — [44] pages

Abstract: We propose a simple programming language, called Nemo, specific to
the domain of multi-task real-time control systems, such as in robotic, automotive or
avionics systems. It can be used to specify a set of resources with usage constraints,
a set of tasks that consume them according to various modes, and applications
sequencing the tasks. We obtain automatically an application-specific task handler
that correctly manages the constraints (if there exists one), through a compilation-
like process including a phase of discrete controller synthesis. This way, this formal
technique contributes to the safety of the designed systems, while being encapsulated
in a tool that makes it useable by application experts. Our approach is based on
the synchronous modelling techniques, languages and tools.
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Un langage spécifique au domaine des systémes
multi-taches, appliquant la synthese de controleurs
discrets

Résumé : Nous proposons un langage de programmation simple, appelé Nemo, spé-
cifique au domaine des systemes de controle-commande temps-réel multi-taches, tels
qu’on les trouve dans les systémes robotiques, automobiles ou avioniques. Ce langage
permet de spécifier un ensemble de ressources avec des contraintes d’utilisation, un
ensemble de taches qui les consomment selon divers modes, et des applications qui
séquencent les taches. Nous obtenons automatiquement un gestionnaire de téaches,
spécifique a l’application, qui traite correctement les contraintes (s’il en existe un), au
moyen d’un processus de compilation comprenant une phase de synthese de contro-
leurs discrets. De cette facon, cette technique formelle contribue a la stureté des
systemes ainsi congus, tout en étant encapsulée dans un outil qui la rend utilisable
par les spécialistes des applications. Nous nous placons dans le cadre des techniques
de modélisation, langages et outils synchrones.

Mots-clés :  Systemes temps-réel, conception siire, langage spécifique au domaine,
synthese de controleurs discrets, programmation synchrone.
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1 Context and motivation

1.1 Embedded control systems and tasks

Embedded control systems are implementing automatic control laws or signal pro-
cessing, such as in robotic, automotive or avionics systems, or even more widely
available portable devices processing voice and image signal. These systems are re-
active, working in close interaction with their environment, including the controlled
process, which has its own dynamics (typically, following the laws of physics), im-
posing real-time management. The global behavior of such control systems results
from this very interaction.

They are typically designed in terms of continuous models, and then implemented
in a dicretized form, as a cyclic computation upon sensor input data, producing
extracted information, or control values towards actuators. This combination of
computations and resource usage (sensors, processors, memory, power, actuators)
defines a level of abstraction which we call a task.

For a complex system, with a number of different resources and meant to fulfill a
variety of functionalities, several control modes or phases can be designed, and the
switching between them has to be handled and controlled properly [12]. This can be
intricate and the risk of errors is important, because of the complexity of systems
and of requirements, particularly with respect to constraints on resource usage and
interaction with the environment. Task handlers can be seen as property-enforcing
layers [1]. Instances of systems structured this way can be found in robotics e.g., in
robot programming environments like Orccad [4]. Programming languages for such
purposes typically combine data-flow and sequencing [23, 18,17]. The same kind of
abstraction level, considering the control of tasks independently of the encapsulated
computation, is considered in the reactive language Electre [5].

We address the difficulty of designing safely such complex controllers by propos-
ing a method applying safe design techniques to the domain of embedded control
systems.

1.2 Safety-critical systems

The systems to be controlled are in interaction with their environment, in such a
way that malfunction can lead to disastrous consequences, be it material, financial
or human. Hence, their design has to be safe, so that they are correctly constructed
and fully validated before being put into operation.
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4 G. Delaval & E. Rutten

Formal methods and verification are a way to design safety-critical systems with
an explicit care for their validation. The design is based on models of requirements,
architectures, properties to be satisfied. A common practice consists of building up a
specification, and then using formal verification techniques (e.g., model checking of
temporal logic properties on a transition system-based abstraction of the system) to
assess wether given properties are satisfied or not. In the latter case, when a bug is
detected, the verification technique can give indications or a diagnosis on its origin,
and the designer has to go back to the design and modify it, before performing the
verification again.

Such techniques are considered difficult to use, amongst other things because of
the competence required in formal techniques. Much effort is devoted to make them
more user-friendly, because they are to be applied by engineers specialists of the
systems under design. A general notion of hidden formal methods advocates for fully
automated techniques, integrated into a design process and tools. Approaches exist
in methods providing with correctness by construction [2], where safe components
can be assembled by operations preserving some essential properties like deadlock
freedom.

Some programming languages have compilers integrating verification e.g., the
synchronous languages for reactive systems [9, 10} 3] check for each program whether
static properties are satisfied, regarding the coherence of event synchronizations.
Explorations of dynamical behaviors in the reachable state space, integrated in the
compilation [16, 11] is applied less currently, e.g., for optimisation purposes w.r.t.
dead code [21] , or interface computations [6].

For the control systems that we consider, what has to be verified is the correctness
of the controller handling switchings between tasks and resources. We propose to
use a formal technique, targeted at the level of these controllers, integrated in a
user-friendly design framework.

1.3 Synthesis of task handlers

Verification is autopsy. [7]

One formal technique is discrete controller synthesis [22]. It can be defined in
the framework of formal languages, or finite state automata or transition systems,
and it consists of, given a property given as objective, computing the constraint (i.e.,
the controller) on transitions, if there exists one, such that the resulting constrained
(i.e., controlled) behavior satisfies the property. It can be defined on algorithmic
bases similar to those for model checking. It differs from verification in that it is
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more constructive, and proposes a solution. The technique has been studied and
implemented in the synchronous framework [19].

It has been applied to the modelling and control of multi-task systems 2,20, 14,
24], where the set of tasks is modelled as a transition system, and a controller has
to be found that handles the preservation of constraints regarding the resources and
sequencing. It can then be seen as the automatic generation of a property-enforcing
layer [1] for a given system, or of an application-specific scheduler [15].

Our aim is to adapt these models and applications of discrete controller synthesis
to multi-task control systems, in a way such that it is encapsulated into a simple
domain-specific language, and an automatic generation framework.

1.4 Our approach

We propose a domain-specific language, called NEMO, encapsulating controller syn-
thesis for multi-task systems. Its constructs describe domain-specific notions of
resources and their constraints, tasks and their control, particular ordering con-
straints to be enforced, and applications built upon them. It is defined in terms
of transition systems, temporal properties, and synthesis objectives. We produce,
through a compilation-like process including a phase of discrete controller synthe-
sis, i.e., automatically, a correct application-specific task handler that satisfies the
constraints (if there exists one). This way, this formal technique contributes to the
safety of the designed systems, while being encapsulated in a tool that makes it
useable by programmers. We use synchronous languages, modelling techniques and
tools, particularly we use the Mode Automata language [17] and the Sigali synthesis
tool [19].

Our contribution is in the proposal of this language, and the “hidden” use of
discrete controller synthesis, which we apply as such, in a fairly basic way.

In the remainder of this paper, section [2 exposes motivations for the language’s
constructs. Section [3 gives an informal overview of this language. Section [4] gives
a detailed description of all the language constructs, with associated transitions
systems and synthesis objectives: preliminary definitions are given in Section [4.1.
Section [4.2 describes how tasks are modelled, followed by resources in section [4.3.
Section [4.4 describes temporal properties, section 4.5 describes how applications are
assembled from the preceding ingredients. In section [5, the implementation using
synchronous tools is presented. Section [6 illustrates the approach with an example.
Performance aspects are discussed in section [5.2. Section [7 concludes.
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Figure 1: Control system composed of computations encapsulated into tasks, topped
with an application

2 Analysis of the domain specificities

This section gives motivations for the further language’s constructs in terms of the
targeted class of systems.
2.1 Computations, tasks, applications

We consider control systems composed of two layers.

e The computation layer performs data transformation algorithms, e.g. numeri-
cal computations, in an infinite loop. These computations can be implemented
as C code, and, as shown in the lower part of figure[1] have basic control points:

— they can be started, which can involve initializations;

— they can signal that they have reached their end: i.e., they are ready to
stop: e.g., a control law has reached its objective within a given precision
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2.2

range (it may yet not stop but continue controlling the actuator around
the objective);

— they can be stopped: e.g., interrupted;

— they can be suspended i.e., they cease computation and interaction, until
they are resumed.

The control layer manages these computations’ starts and stops, by encapsu-
lating them into tasks, each provided with a local controller. As shown in the
middle part of figure [1, this controller makes the relation between requests
and starts, and between ends and stops: as will be discussed below, several
variants may make sense. A task can also involve several modes of activity,
where the computation is different, as well as the resources engaged.

These tasks can then be composed into applications, using structures such as
loops, sequences, or parallel statements. As shown in the upper part of fig-
urell, it can be requested, and send in turn, according to its control structure,
requests to underlying tasks, and can eventually stop.

This whole control layer is a discrete event system, we see it as a synchronous
reactive system [3].

Resources

Such computations are related to resources,

for their computation: typically processors, memories, communication links;

and in the embedded system: typically sensors, actuactors.

These resources involve constraints which are implicit properties such as:

exclusivity,
bounds on the number of users,
bounds on the available capacity,

the need to be always under control.

Within a task, modes can correspond to several different configurations w.r.t.
resource consumption, e.g., with choices between time and memory consumption,
degraded modes with lower quality level but also lower consumption.

RR n° 5690
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The application defines a sequencing of tasks by constructing a controller that
interacts with the tasks local controllers, and the global controller hence constructed
has to preserve the properties of the resources.

2.3 The points to be controlled

We will here describe different possible articulations between ends, stops, requests
and starts, which will motivate the constructs of the NEMO language presented
further. They correspond to different kinds of computations that can be seen in
applications.

2.3.1 Controlling the termination of a computation

As we said, the end reports the reaching of some termination condition, the stop
is the actual termination of the computation. Controlling the termination of a
computation involves relating stops and ends.

Stop coming before end Some computations may be stopped without having
yet reached their complete termination: e.g., anytime algorithms, characterized by
an incremental construction where each intermediary result can be delivered as a
result, be it of intermediary quality. Such tasks can hence be interrupted before
having reached an end: their stop can be triggered.

Stop coming after end Some computations reach their objective, and they can
continue cyclically in order to maintain it: an example is a control law, always giving
the correction to be applied by actuators in order to near the objective. When the
latter is reached, continuing will just maintain the situation. This can be useful
and even necessary: for example, in ORCCAD[4], the Robot-Tasks encapsulating a
control law have a “transition phase” when the task is finished, but the next task
isn’t yet started: the task executes a “degraded mode” until the start of the next
task, thus allowing the operation of actuators that have to be always under control.
Such tasks can hence be sustained beyond their end: their end can be rejected: the
stop will occur at a later occurrence of the end, or delayed: the stop occurs at a
later point, even without re-occurrence of the end.
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2.3.2 Controlling the beginning of a computation

As for the termination, controlling the beginning of a computation involves relating
requests and starts.

Start coming after request When a request is made for a task, it might not be
started, typically because of a resource not being available yet. Then, the request
may be memorized for later treatment, or not. The request can be rejected: the
start will occur at a later occurrence of the request, or delayed: the start occurs at
a later point, even without occurrence of the request.

Start coming before request Some computations may be called without an
explicit request being made, for example default control tasks for an actuator that
must always be under control: their start can be triggered.

2.3.3 Controlling the modes during a computation

involves switching between them. Modes are different ways to achieve the function-
ality of a task, which vary in the resources they consume, the time they take, the
quality of service they achieve. For example, on an architecture composed of two
processors P; and P,, some tasks can be executed on either P; or P,. So, we can
say that this task is composed of two modes, each of them corresponding to the
execution of the task on a given processor. Another example is a computation that
can be performed by several algorithms, each of them using different amount of the
available resources.

Switching modes can have the effect of e.g., making space in a bounded resource
for other tasks to be able to begin, or to switch to a better quality and more costly
mode, or unlocking a task waiting upon an exclusive resource.

The mode switches are part of the control points available to the controller to
be synthesized.

3 Overview of the language

This section gives an informal overview of the NEMO language, taking into account
the analysis performed in section (2.
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3.1 Programming multi-tasks systems with Nemo

The NEMO language is devoted to build control layers. It allows for describing an
abstraction of the computation layer, i.e. the resources used, the ways computations
can be controlled i.e., tasks, some explicit temporal properties between tasks. These
declarations are used to specify an application, in terms of an imperative sequencing
of tasks.

temporal

resources constraints tasks applications
|

{
v v ¥

declarative part imperative part

Vv

complete controller

Figure 2: Compilation of NEMO.

From these elements, two basic elements are to be derived, as shown in figure [2:
e a declarative part, grouping

— the constraints corresponding to resources,
— the explicit properties to be enforced,
— the declared consumptions of tasks.

e an imperative part, grouping

— the observers for the explicit properties,
— the behaviors of the tasks,

— the behaviors of the applications.

These two parts constitute a partial specification. The imperative part features
behaviors not satisfying a priori the constraints in the declarative part, with some

INRIA
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points to be controlled. Therefore, obtaining the complete controller, satisfying
these properties, involves applying some resolution.

This requires the use of formal models and algorithms, in order for the process
to be automated, and encapsulated into a compiler-like tool. In our approach, the
models will be autoamata, and the resolution will take the form of discrete controller
synthesis.

In the following, we will introduce the programming constructs of the language
in an informal way, from a user’s view. Further sections will give the definitions in
terms of transition systems, and properties and synthesis objectives.

3.2 Resources: implicit properties

A resource is declared using the keywords resource and end resource, with prop-
erties as follows. These properties are all optional, and can be specified in any
order.

Bounded number of users This maximum number of tasks which can use the
resource at the same time is stated by usable by n tasks, where n is a natural
integer. For example, a resource declared as :

resource actuator:
usable by 2 tasks;
end resource;

can be used by no more than 2 tasks.
FEzclusivity is the particular case where n = 1.

Bounded capacity A “decomposable” resource, composed of elements which can
be distributed among the tasks using it (e.g. a memory), is declared by mean of
the construct composed of n elements. Uses of such a resource will be quantified,
and bounded by n.

Steady control Some resources have to be controlled by at least one task, e.g.
actuators in a robotic system. This is stated by steady control.

Example. The following example shows the definition of a resource usable by at
least one task, at most 3 tasks, and decomposable in 42 elements.

RR n° 5690



12 G. Delaval & E. Rutten

resource r:
usable by 3 tasks;
composed of 42 elements;
steady control;

end resource;

3.3 Tasks

A task is declared by task, followed by the task name and a colon, and end task.
This construct encloses a list of task properties, separated by semi-colons, as follows.

3.3.1 Activity

A task’s activity of a task involves three notions.

Properties of the beginning of the task As exposed in [2.3.2, a task can be
stated as beginning-triggerable, beginning-delayable and beginning-rejectable. They
are specified by the keyword start, followed by one or more of triggerable,
delayable and rejectable. Due to their incompatible meanings, the two options
delayable and rejectable are exclusive.

A beginning-triggerable and beginning-delayable task go will then be specified as:

task go:
start triggerable, delayable;

end task;
Properties of the end of the task are specified by the use of the keyword stop,
followed by the same keywords as for beginning properties.

Suspensibility means that computation can be suspended at any instant by the
task controller. Thus, resources used can be declared as used only when the compu-
tation is actually running, or always used (i.e., kept reserved and busy during the
suspension). A suspensible task is specified by suspensible.

task think:
suspensible;
end task;

INRIA
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3.3.2 Resources used by a task

Usage of resources is specified by uses, followed by the names of the resources used.
If the resource is used even when the task is suspended, it is specified by the keyword
always. The use of a decomposable resource is specified by n of, followed by the
name of the resource.

The following example shows how a task using three resources can be declared.
This task, named go_forward, uses a resource named wheels, 50 elements of a
resource named cpu, and always 20 elements of the resource memory. This example
also illustrate the possible meaning of decomposability of a resource.

task go_forward:
uses wheels;
uses always 20 of memory;
uses 50 of cpu;

end task;

3.3.3 Modes composing a task

A definition of a set of modes is surrounded by the keywords modes and end modes.
Thus, orthogonal aspects of a tasks can be specified by means of different sets of
modes, with several such constructs.

The definition of each mode is composed of its name, and what resources it
uses (specified by uses as shown above).

Transitions between modes are not necessarily all possible. For example, in
the case of three modes for high, medium and low values of some characteristics,
one can go from high to low only through medium. So each transition has to be
specified explicitely. Also, we make the choice that transitions are all bi-directional,
and unconditioned (i.e., controlled entirely by the controller to be synthesized). A
transition between the two modes A and B is specified as trans A <-> B;.

Example. The following example is the specification of a task encapsulating a
computation which can be performed by three different algorithm versions, here
named high, medium and low. It shows also how to deal with compromises such as
CPU vs memory use, by having the synthesized controller decide when to use what
algorithm version, i.e., in this example, to switch between the high and medium
algorithms, and between the medium and low ones.
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task calcl
start rejectable;
modes
high : uses 100 of CPU, always 50 of Memory;
medium : uses 80 of CPU, always 70 of Memory;
low : uses 50 of CPU, always 80 of Memory;
trans high <-> medium;
trans medium <-> low;
end modes;
end task;

In that specific case, expected behavior of the synthesized controller is that, if
another task is undelayable and requires 50% of CPU, then it will ensure that the
system will never get in the high mode of the calcl task. Indeed, in this mode, the
system couldn’t go back directly to the Low mode in case of the request of the other
task.

3.4 Temporal constraints: explicit properties

Until now, the properties considered were all seen through the use constraints de-
clared with the resources. Some other constraints could be required, for reasons not
directly related to any declared resource, but having to do with some knowledge
about the environment, e.g. the possible incompatibility between some activities
for reasons not modelled here (waiting for a temperature to cool down, rinsing
brushes between painting in two different colours,...). Therefore, we introduce a few
constructs enabling the specification of explicit temporal constraints. Properties
expressible in NEMO will be safety temporal properties.

The basic events of those properties are tasks executions: a “task execution”
runs from the emission of its “start” signal to the emission of its “stop” signal. The
temporal properties will then be expressed in term of observers [11] on these events.
NEMO provides five elementary properties patterns, and two logical operators to
compose properties.

Always between : Between the executions of the two specified tasks t1 and t2,
a third specified task t3 must always be executed. This is expressed as:
property
always t3 between (t1,t2)
end property;

INRIA
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Always before : The execution of a specified task must always be preceded by
the execution of another specified task. We can imagine, as example, a physical
resource r which have to be initialized by executing a task named init before any
use of r. Then, if a task t is declared as using r, we have to explicitly declare that
init must be executed before t. This is expressed as always init before t.

property
always init before t
end property;

Always during : During any execution of a task t1, the task t2 must be executed:
always t2 during t1.

property
always t2 during ti1
end property;

Always while : The execution of t1 must always take place while t2 is in exe-
cution: always tl1l while t2.

property
always tl1l while t2
end property;

Never while : Execution of two specified tasks t1 and t2 are mutually exclusive:
never tl while t2.
property
never tl1 while t2
end property;

Or, and : They are the classical ones. The “not” operator cannot be allowed, so
as to stay within safety properties.

3.5 Applications

Applications are the imperative part of NEMO. Their purpose is the expression of
an order of execution of the tasks, for a functionality to be produced.

Once we have defined, through the declarative part of the language, a set of
resources, tasks, and properties, the interface provided by the system obtained to
its environment (i.e. its set of uncontrollable inputs) is, for each task, two requests
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signals, respectively requesting the start and the end of the task. These signals can
then be received from the environment to the system at any time and in any order.

Applications define an intermediate layer emitting starting requests to task con-
trollers, and waiting for ends of tasks, as shown in figure [1I Compared to the usual
intuition in imperative languages, sending a request does not mean activation of the
task: the sequencing is to be interpreted as being soft.

The definition of an application is surrounded by the keywords application,
followed by the application name and a colon, and end application. It encloses
the application statement, written using the following constructs.

Task or application request will simply be noted by its name (this simple
application will just emit the signal req, and terminate when it will receive the
signal stop).

Sequence of two applications app; and apps is noted :

appy ; app2

It requests appy, then upon termination apps.

Parallel composition of two applications appi and apps is noted

app1 || apps

This requests app; and appo simultaneously: they can then be executed in any order
or at the same time. It terminates when both are terminated.

Alternative between two applications app; and apps is noted

app1 | appo

This executes either appi, or appe, and terminates whith the chosen application.
The choice is left free, for the controller to decide, either at run-time, if both are
potentially possible, or off-line, if the preservation of properties excludes one of them.

Trigger of an application app by a signal s awaits the occurence of s, then requests
app. It is noted
s triggers app

INRIA
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Loop of an application app, executed repeatedly until the occurence of a signal s,
reads:
loop app until s

This requests app; once app terminates, if s is absent, it requests app again, and so
on. The condition required to get out of a loop may appear rather restrictive, but
one can see that they could be emitted from observers [11, 13] in a general way.

Here is a small example of use of this application language: the application A2
is a loop, which executes repeatedly the task T3, then the tasks T4 and T5 in any
order, and then the application A1 which executes either T1 or T2.

application A1l :
T1 | T2
end application;

application A2 :
loop
T3 5 (T4 || T5) ; Al
until kill_A2
end application;

3.6 Compiling a Nemo program

Now that the NEMO language is defined, its compilation towards a complete con-
troller will have to start from a set of resources, temporal constraints, tasks, and
applications, as shown in figure [3, which can be seen as a refinement of figure 2.

Based on such a program, a compilation-like process constructs an automaton-
based model of behaviors to be controlled, featuring free variables for the points
to be controlled, and a set of properties derived from the declared constraints are
giving objectives for the synthesis. Discrete controller synthesis is applied on them.
It computes the controller i.e., the constraints on the control points of the tasks
which are necessary for the properties or objectives to be fulfilled. This way, the
controlled automaton, such that the properies are satisfied, can be used through the
co-executlion or co-simulation engine.

This way, we achieve a form of hidden formal method, not of course out of
shame, but as a relief for users from heavy prerequisites in difficult technicalities of
the formal method applied.
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temporal

resources constraints tasks applications
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Figure 3: Compilation of NEMO: models and algorithms.

4 Modelling behaviors and 