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Abstract. The context of this work is lateral vehicle control using aneaa as
a sensor. A natural tool for controlling a vehicle is recuediltering. The well-
known Kalman filtering theory relies on Gaussian assumptmmboth the state
and measure random variables. However, image procesgiodgthins yield mea-
surements that, most of the time, are far from Gaussian,@iexentally shown
on real data in our application. It is therefore necessamnaie the approach
more robust, leading to the so-called robust Kalman filterin this paper, we re-
view this approach from a very global point of view, adoptingonstrained least
squares approach, which is very similar to the half-quaditaeory, and justifies
the use of iterative reweighted least squares algorithmkeyAissue in robust
Kalman filtering is the choice of the prediction error comace matrix. Unlike in
the Gaussian case, its computation is not straightforwatte robust case, due
to the nonlinearity of the involved expectation. We revidw tlassical alterna-
tives and propose new ones. A theoretical study of theseaippations is out of
the scope of this paper, however we do provide an experitenmaparison on
synthetic data perturbed with Cauchy-distributed noise.

1 Introduction

Automatic driving and assistance systems developmenttuicle drivers has been sub-
ject of investigations from many yeaﬁ; [1]. Usually, thiadkiof problem is decomposed
into two different tasks: perception and control. We focnstee particular problem of
the lateral control of a vehicle on its lane, or lane-keeping

The perception task must provide an accurate and real-tatiaaion of the ori-
entation and lateral position of the vehicle within its laB&nce the road is defined by
white lane-markings, a camera is used as a perception tbelcdntrol task requires
computing, in real time, the wheel angle in such a way thatviftdacle stays at the
center of the lane.

A key problem is to decide about the choice of the parameatansinitted between
the control and perception modules. This raises the quesfidesigning an approach
which integrates both control and perception aspects. Allaopgechnique in control
theory is the well-known Kalman filtering. Kalman theory isry powerful and con-
venient, but it is based on the assumption that the stateheneh¢asures are Gaussian
random variables. Most of the time, outputs of vision preessare far from the Gaus-
sian assumption. This has been shown in several visiongmablfor instance J[4[[2].
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This leads us to consider robust Kalman theory when measueasot Gaussian, but
corrupted byoutliers. Various algorithms|]5]]6]]7] were proposed to tackle thelgem
of robust Kalman filtering. The first algorithm proposedﬂj i® difficult to apply in
practice. Alternatives described ﬁ [5] ar@i [7] outline gpwach leading to weighted
least squares algorithms. However, these approachessirietesl to a small number
of convex functions, while the one we propose here is validafdarge class of not
necessarily convex functions. Also, contrary to our apphothe estimation step of the
algorithm in [§]{71 is not iterative.

We propose here an overview of the problem based on Lagrandieplers for
deriving the equations of the robust Kalman filtering leadio a iterative reweighted
least squares algorithm. To our knowledge, in the existeriydtions, the explanation
of why the robust Kalman filtering is not exact is rarely dissed. The main advan-
tage of this derivation, which is equivalent to the half-dueic approach[[3|ﬂ4], is to
allow us to see two levels of approximations. One consistsguming a Gaussian sum-
mary of the past and the other concerns the covariance nudtiite estimated state at
every time step. Different possible approximate covamgamatrices are proposed and
experimentally compared.

The paper is organized as follows. First, we describe thiesymboard the vehicle,
and show that the features we are extracting from every irmag@ot Gaussian. Sec-
ond, for the sake of clarity, we gradually review least sg@aarecursive least squares,
and Kalman filtering theory, and finally derive the robustidanh filtering. Finally, we
show the advantages of the designed robust Kalman filteointhé estimation of lane-
markings position on perturbed road images and provide gpacson between the
different approximate covariance matrices.

2 Image Feature Extraction

Fig. 1. Side camera system.

We have developed a system for measuring the lateral positid orientation of
a vehicle using a vertical camera on its side. Due to the caspzcifications and po-
sition, the accuracy of this system should be about 2 cm iitippsFig. ﬂ shows a
first version of the system. A second version, where the cansenside the left side
mirror, is in progress. The image plane is parallel to thelrearface, and the camera
is mechanically aligned with the vehicle axis. This geomedduces the calibration of
the system to very simple manipulations.

Fig. Q(a) displays a typical example of images observed bycdimera. The seen
lane-marking is very close to a straight line, even in curheeages (b), (c) and (d)
are examples of perturbations due to other markings antiiighonditions. The image
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a b c d
Fig. 2. Typical im(a%]e without perturbation((a%), and perturbatidl:ge)to anothe(r )mark—
ings, shadows, lighting conditions (b) (c) (d). Solid lir® the fitted lane-markings
centers assuming Gaussian noise.

includegraphics[width=3.cm]G4.ps

processing consists in first, extracting features in eaalygrabbed image and second,
in robustly fitting a line (or another kind of curve, as deked in the next section). The
first step is required for real time processing. The set abeked features must provide
a summary of the image content relevant to the applicatione¥@ry line of an image,
a lane-marking is approximatively seen as a white hat fonaiin the intensity profile.
Lane-marking centers, on every image line, are chosen axthected features.

Following the approach ir[[8], we want to reduce as much asiblesthe effect of
low image contrast on the extracted features. Consequemtlyave to design a detector
which is relatively invariant to contrast changes. Whentkireshold on the intensity is
reduced, features in images are numerous, and a criteniaelecting these becomes
mandatory. We believe that selection based on geometricaliderations is a better
alternative than selection based on intensity contrasteSthe system is calibrated,
the feature extraction is performed on the width of lanekimgs which is assumed to
range between 8 and 23 cm.
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Fig.3. (a) Distribution(o%c errors, (b) negative of its Iogarith(m) as a function of noise b.

The obtained set of points is used by the line fitting. The tioesrises about the
probability distribution function (pdf) of the extractedipts around the true line. Most
of the time, this pdf is assumed to be Gaussian. In |I'_Tig. 3lfe) measured pdf from
a sequence of more than 100 real images is displayed. The pdt iGaussian, since
Fig.E(b) does not look like a parabola. Indeed, deeper tigagtgons have shown that

the curve in Fig[|3(b) can be very well approximateddfy?®) = /1 + 3—22 — ¢ with
o = 5, in a range of—20, 20] pixels around the minimum. For a good approximation
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on a larger range, a linear combination of the same kinds mdtions with different
values ofs seem to be needed.

3 Robust Estimation Framework

We consider that the lane-marking centers, extracted asided in the previous sec-
tion, are noisy measurements of an underlying curve exlylidescribed as a function
of one of its image coordinates:

d
Y= Z fi(z)a; = X (x)'A Q)
i=0

where(z, y) are the image coordinates of a point on the cutves (a;)o<i<q is the
coefficient vector of the curve parameters, aiflc) = (f;(x))o<i<a IS @ vector of
basis functions of the image coordinateln the context of our application, the basis
functions are chosen &s(x) = z*. The underlying curve is therefore a polynomial of
degreel (i.e, a line whenl = 1, a parabola whed = 2). Other bases may be used with
their corresponding advantages or disadvantages.

In our model, the vertical coordinate is chosen asatfed assumed non-random.
Thus only the other coordinate of the extracted pajnts considered as a noisy mea-
surement, i.ey = F(x)" A+ b. In all that follows, the measurement notsis assumed
independent and identically distributed (iid), and cesder

For an intuitive understanding, we make a gradual predentat the robust Kalman
framework. Non-recursive least squares fitting is first ledaThen, robust estimators
are presented based on Lagrange multipliers approach anob@mate inverse covari-
ance matrices are proposed. In the fourth subsection, wadinte recursive and robust
least squares (recursive least squares is a simple casénohK &lter, using a constant
state model). Finally, the robust Kalman filter is described

3.1 Least Squares Fitting

First, we remember the very simple situation where only anage is observed and
where the noisé is Gaussian. The goal is to estimate the curve paramdiggon the
wholen extracted point$z;, y;), ¢ = 1, ..., n. This issue is also known as a regression
problem. LetA denote the underlying curve parameters we want to appraimigh
Aprs. Let o be the standard deviation of the Gaussian néis€he probability of a
measurement poirftz;, y; ), given the curve parametess is:

1 1 F@)tA—y; 2
i((zi,yi)/A) = ezl )
pi((zi,yi)/A) N
For simpler equations, from now, we dendfe = X (z;). We can write the probability
of the whole set of points as the product of the individuabyatailities:

pox [[e 3= )
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wherep is the so-called likelihood of the point data set, given eyparameted. « de-
notes the equality up to a factor. Maximizing likelihopith respect tod is equivalent
to minimizing the negative of its logarithm, namely:

i

I
3

1
ers(A) = 202 (XfA - yi)Q

(2

Il
-

It is the so-called least squares error. Since the fittingrasr quadratic and positive,
the minimization ofe g is equivalent to canceling the vector of its first derivativieh
respect tad. It gives the well-known normal equations:

XX'A=XY 3

whereY = (y;)1<i<n IS the vector ofy coordinates, the matriX = (X;)1<i<n IS
thedesign matrix, andS = X X! is thescatter matrix which is always symmetric and
positive. If S is definite, [B) has the unique solutioty, s = S~'XY. Computing the
best fitAr s simply requires solving the linear systeﬂ1 (3). As seen [egfibis also the
Maximum Likelihood Estimate (MLE).

Since onlyY” is random, the expectation df; s is A5 = S~' XY The point coor-
dinates inY” correspond to points exactly on the underlying curve, tAus S—1XY.
Therefore, A s equalsA, i.e. the estimator ; s of A is unbiased. The covariance ma-

trix Crs of Arsis (Ars _A—LS)(ALS —A—Ls)t = S_lX(Y —7)(Y —Y)tXtS_t.
We have(Y —Y)(Y —Y)t = o21,, since the noisé is iid with variances?. 1, de-
notes the identity matrix of size x n. Finally, the inverse covariance matrix df, s is
deduced:

_ 1
OL;v:;SZQLS (4)

Qs is also known as Fisher’s information matrix for the sehalata points@ s is
defined as the expectation of the second derivativg gfwith respect toA.
Finally, sinceer s is minimum in Ay ¢ with second derivative matrig s, (E) can

be rewritten as: poc e 3(A=ALs) Qus(A—ALs) (5)

As clearly shown on Fig[] 2, least squares fitting does notigeosorrectly fit curves
in the presence of image perturbations.

3.2 Robust Fitting

We still assume that only one image is observed, and thatureragnt noises are iid
and centered. But now, the noise is not assumed Gaussiamdint heavier tails. The
heaviest observed noise is specified by a functign in such a way that the probability
of measurement poirft;, y;), given curve parametet, is:

pi((z4,yi)/A) e 39 )

Similarly to the half-quadratic approacﬂ [E][%(t) is assumed:

XtA—y;
(R

— HO: defined and continuous d6, +oo| as its first and second derivatives,
— H1: ¢/(t) > 0 (thus¢ is increasing),
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— H2: ¢"(t) < 0 (thusg¢ is concave).

These three assumptions are very different from the onekindé-estimator approach
for the convergence proof. Indeed @ [9], the convergenoefarequires thap(b) =
#(b?) is convex. In our case, the concavity and monotony(@j implies that’ (t) is
bounded, buts(b?) is not necessarily convex with respect tob. Note that, the pdf of
SecDZ, observed in practice on real data, verifies these #ssumptions.

Following |E], the role of thisp function is to saturate the error in case of an impor-
tant measurement noigle| = | X! A — y;|, and thus to lower the importance of outliers.
The scale parameter, sets the distance from which a measurement noise has a good
chance to be considered as outliers. Notice that with eestahe associated pdf cannot
be integrated on its support. Without difficulties, a bouhdapport with fixed bounds
can be introduced to maintain the statistical interpretatif the fitting.

Following the same MLE approach than for least squares, ritielgm is set as the
minimization with respect tol of the robust error:

Notice that the Gaussian case corresponds to the partiagarin whichs(t) = ¢,
but this last function does not strictly agree with assumptiH2).e,5(A) is indeed
a limit case ofer(A). Contrary to the Gaussian case, the previous minimizasion i
general not quadratic. This last minimization can be darafively using the Gradient
or Steepest Descent algorithms. But, sikg¢e?) and thuser(A) are not necessarily
convex, these algorithms can be relatively slow when theigrd slope is near zero.
Indeed, the speed of convergence is only linear, when duaston algorithms achieve
a quadratic speed of convergence. But generally, with efagiton algorithms, the
convergence to a local minimum is not sure. Therefore, wegrext that the used
quasi-Newton algorithm always converges towards a locaimmim. A global mini-
mum can be obtained using simulated annealing, despite @@nsive computational
cost [3].

We now explain how thisz can be solved iteratively, using the well known quasi-
Newton algorithm named iterative reweighted least squdites same algorithm is also
a particular case obtained with the half-quadratic apm(ﬂ]c First, we rewriteep(A)
as the search for a saddle point of the associated Lagrangedn. Then, the algorithm
is obtained as a alternated minimization of the dual fumctio

First, we rewrite the minimization afz (A4) as the maximization of-eg. This will
allow us to later write-er (A) as the extremum of a convex function rather than a con-
cave one, since the negative of a concave function is coBapoond, we introduce the

auxiliary variablesy; = (W)Q. These variables are needed to rewsitez (A) as
the value achieved at the minimum of a constrained probldris dpparent complica-
tion is in fact precious since it allows us to introduce thgtzage multipliers. Indeed
using (H1),—er(A) can be seen as the minimization with respedfifo= (w;)1<i<n
of: i=n
1
B(AW) = 53 —6(w)

i=1



Title Suppressed Due to Excessive Length 7

subject ton constraints; (4, W) = w; — (@)2 <0.
For anyA, we now focus on the minimization @& (A, W) with respect tdl” only
subject to then constraintsh; (A, W) < 0, with respect td only. This problem is
well-posed because it is a minimization of a convex funcsabject to convex con-
straints. Therefore using the classical Kuhn and Tuckéestem ], if a solution
exists, the minimization o (A, W) with respect tdV is equivalent to the search of
the unique saddle point of the Lagrange function of the @bl
Lr(A, W, \) Z d(w;) + N (w; — (M

g

))

where)\; are Kuhn and Tucker multipliers{ > 0). More formally, we have proved for
any A:
—egr(A) = min max Lr(A, W, \;) (6)

Notice that the Lagrange functidig is now quadratic with respect té, contrary
to the original erroker. Using the saddle point property, we can change the order of
the variablesw; and \; in (E). Lr(A, W, \;) being convex with respect t&/, it is
equivalent to search for a minimum 6z (A, W, ;) with respect td?” and to have its
first derivative zero. Thus, we deduce:

Ai = ¢ (wi) (7)

This last equation can be used with (H2) to substitutén Lz and then to deduce that
the original problem is equivalent to the following miniration:

min er(4) = min —Lr(4, &' () Ad)
E(A,N) = —Lr(A,¢' " (\), \i) is the dual function. The dual function is convex
with respect taA. £ is also convex with respect th (Indeed,a/\2 = W)'
Sinceer(b?) is not convex, it is not necessary thats convex with respect tel and
Ai. Thereforeg£ (A, \;) does not have a unique minimum.

An alternate minimization of the dual function leads to thassical robust algo-
rithm, used in the half-quadratic and M-estimator appreach

1. Initialize Ay, and sefj = 1,

2. Forallindexes (1 < i < n), compute the auxiliary variabte; ; = (
3. Solve the linear systef! =} ¢/ (w; ;) X; Xt A; = 020 ¢/ (wi ) Xivi,
4. If |A; — A;j_1|| > €, incrementj, and go to 2, elselrs = A;.

XIAj_1—ys )2

o )

The convergence test can be also performed on the errotivaria test on a maxi-
mum number of iterations can be added too. It can be showththatevious algorithm
always strictly decreases the dual function if the curreipis not a stationary point
(i.e a point where the first derivatives are all zero) of thaldunction ]. Using the
previous Lagrange function, this proves that the previdgsrahm is globally conver-
gent, i.e, it converges towards a local minimumegf 4) for all initial Ays which are
not a maximum otz (A). As a quasi-Newton algorithm, it can be also proved that the
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@

Fig. 4. Fitting on a real image assuming (a) Gauss, (b) quasi-Lap(a} Cauchy, and
(d) Geman & McClure distributed noise. Thin black lines dre initial Ay’s. Thick
ones are the fitting results. See @c. 4 for a definition of dfg. p

(b)

speed of convergence of the algorithm around a local mininswpadratic, whels' is
definite.

Finally, Fig.El illustrates the importance of robust fittimgmages with many out-
liers. The thin black lines depict the initialy’s. The thicker ones are the fitting results
Ag, assuming (a) Gauss, (b) quasi-Laplace, (c) Cauchy, anGéd)an & McClure
distributed noise. A correct fitting is achieved only witle last two pdfs which are not
convex.

3.3 Covariance matrix in Robust Fitting

The covariance matri’r of the estimatedy is required for a correct management
of uncertainties in a recursive process. Contrary to thstlsequares case, where the
covariance matrix was easy to compute using its definitlmmestimation o€ as the
expectation of Ap — Ar)(Ar — Agr)! is difficult in the robust framework, due to the
non-linearities. An alternative is to use an approximation

Similar to ||§], p. 173-175, an approximation based on em@) is proposed.
The inverse covariance matrix is approximated by the secendative ofer at the
achieved minimum:

i=n

Crituper = Lovera® > " (2wi¢" (w;) + ¢’ (w;)) X, X} ®8)
1=1

wherew; is computed once the minimum ek is achieved. The valug%ﬂ =
2overa? (2wg” (w) + ¢’ (w)) is not always positive, sincé((2)?) is not necessarily
convex with respect td. Nevertheless, the second derivativecgf with respect to4
at Ag is a positive matrix sincel g achieves a minimum. This property is a necessary
condition for the matrix being interpreted as a covarianegrix

In [E][ﬂ, another approximation is implicitly used in themtext of approximate
robust Kalman filtering. The proposed approximate invemseagdance matrix can be
seen as the second derivative-of. p with respect ta4, at the achieved saddle point:

=N
CE}CiPm = lovero? Z N X X! 9)

=1

where)\; is computed when the minimum ef; is achieved. However, p. 175 cﬁ [9],
Huber warns us against the use of this maﬂix (9).
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Another approximation can be obtained if we forget thats a random variable.
Let us rewrite the last equation of the robust algorithm as:

XRX'A=XRY (10)
whereR is an x n matrix with diagonal values;, 1 < i < n. Using these notations, the
covariance matrix’'g new1 iS (Ar — Ar)(Ar — Ag)tandequals X RXY) 1 XR(Y - YV)(Y - Y)!RIXY(XRXY) ™.
Recalling from Sed. 31, th&t” — Y)(Y — Y)t = 621, we deduce:
1
Crhewt = = (XRX) (XR?X") " (XRX") (12)
’ g

We also propose, without justification, another approxiomat
1 =N
Opl o= — Y MNX;X! 12
R,new2 0_2 ; 7 7 ( )

Now, the question is "what is the best choice for an approiéniaverse covari-
ance matrix?” A theoretical study is out of the scope of ttapgr, but we provide an
experimental comparison in Seﬂ:. 4.

3.4 Recursive Fitting

We now consider the problem of sequentially processing @saghe steady-state sit-
uation consists in supposing that we observe, at every tiepe sthe same underlying
curve. Suppose that images are indexed &éyd that for each imagewe have to fit its

ny data pointz; ¢, yi+), ¢ = 1,...,n.. Of course, assuming that every point in every
image is iid and centered, it is clear that we could directiplg what is explained in
the two previous sections, on the whole data set. Howevisrhitter to take advantage
of the sequential arrival of images and deploy a recursigerdghm, in particular for
saving memory space and number of computations, espetiathe context of real
time processing.

Recursive Least Square Fitting: When least squares error is used, recursive algo-
rithms are based on an exhaustive summary of the data polrgerved before. In-
deed, the error of the data points from tim& ¢ is:

k=t i=n

1
ernst(A) = 552 Z Z(F(I’Lk)tA —yin)?
k=1 i=1

This sum can be rewritten as the sum of the error at timlene and of the error from
timeltot— 1:

1=ny

1 1
ernst(A) = 5(14 —Arpst-1)'Qrrsi—1(A— Arpsi—1) + 352 Z (X[ A= yi)?
im1
(13)
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Using [!]5), the summary of the past error consists in the ptmly fitted solution
Arpst—1 and its Fisher's matrixQ, s .—1. By comparinge, s with ers, the ex-
haustive summary by, ;s ;-1 and@, s :—1 can be interpreted as a Gaussian prior on
A at timet.

The errore, 1. + is quadratic and usingﬂ(S) its second order matrijs s . Taking
second derivative of (}3), we deduce:

1
Qrrst = Qrrs,i—1 + ;St (14)

wheres; = Z;jt X+ X}, The recursive update of the fit is obtained by solving the
following linear system obtained by canceling the first dative ofe,.+ with respect
to A:

1
QrrstArnst = Qrrsi—1Arnsi—1 + th (15)

with T, = Zz’ff y:.+X; +. AS a consequence, the recursive fitting algorithm conefsts
the following steps:

1. Initialize the recursive fitting by setting, rs,c andA, s o to zero, and set t=1.

2. For the data set associated to steppmpute the matri¥, = >:~* X; , X/, and
the vectorT; = > " v+ X, only related to the current data set.

. Update the Fisher’'s matri¥, s using ).

. Compute the current fit, . s ; by solving the linear systenf ({L5).

. If a new dataset is available, incremeaind go to 2.

g b~ w

The solution, obtained by this recursive algorithm at ¢teép the same that the one
obtained by standard least squares using all points of ttesdrom1 to ¢. It is the
so-called recursive (or sequential) least squares afgor{subscript-L.S). Note that
no matrix inverse is explicitly needed. Only one linear sysis solved at every time
stept. This can be crucial in real time applications, since the glerxity for solving the
linear system i$)(d?), when it isO(d?®) for a matrix inverse.

Note that ) gives the recursive update of the Fisher'sim@. . s as a function
of the previous Fisher's matri&, r.s :—1 and of the current scatter matris. A better
initialization of Q,rs,0 than0 consists ing times the identity matrix, wherg has a
positive value close to zero. This initialization insureattthe solution 0@5) is unique.
Indeed,Q, s, is definite for anyt, even if S, in @) is not. This is equivalent to the
Ridge Regression regularization |E|2]. More generallgp, 1.5 o is the inverse covariance
matrix on the Gaussian prior on the curve parametergeading to a Maximum A
Posteriori (MAP) estimate.

Recursive Robust Fitting: Is it possible to generalize this recursive scheme in the
robust case? In general, an exact answer is negative : it ijgassible to rewritemi?»)
excepted for a very narrow class of functienthat do not satisfy our assumptions
(see sufficient statistics i||ﬂ|13]). Moreover, to obtain luon without approximation,
the computation of the weights; would require storing all past observed points in
memory up to the current time step. For real time applicatiois is a problem, since it
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means that the number of computations will increase witle tinClearly, a second level
of approximation is needed - remember that the first one stmii the approximate
computation of the inverse covariance matrix as describhe8ieic.[3/3. It is usual to
considerA, g +—1 as Gaussian with a covariance matilxz :—1 = Q;R,tfl’ while it is
a seldom pointed out that it is an approximation. The summpey, r :—1 andQ, g +—1

is not exhaustive, but can still be included as a prior dutivggrobust fitting at every
time step:

1k XA —yis
eoma(d) = 3 3 o Tt

=1

1
)%) + 5(14 — Arrt-1)'Qrri1(A = Arpi1)

g

Thus,e,r+ can be minimize by following the same approach than in @:.IB.
Huber's @s) approximate is used, the new approximate ilvemvariance matrix at
time stept is:

1=n¢

QrR,t,Huber = IOUBTUQ Z (2wi,t¢”(wi,t) + (b/(wi,t))Xi,tXf,t + QrR,tfl,Huber

=1 (16)
wherew,; ; = w; ;+ with j the last iteration when the minimum ef. is reached.
Similarly, other approximations can be derived using Civp(E) and our approxima-
tions (11) and[(12).

Finally, the recursive and robust algorithm consists offthlewing steps:

Initialize @, r,0 and A, r o to zero or to a prior, and set t=1,
Initialize Ag s = Arr+—1, and sefj =1,

Forallindexes (1 < ¢ < n;), compute the auxiliary variabte; ; ; =
Solve the linear system

(Xf,tAj;l,t—yi,t )2

Pw bR

i=ny i=ny

(Z ¢ (wi ) Xit X)) + Qrrie—1)Aj = Z &' (wi) Xiyi + Qrrt—1Arr -1
i1

i=1

5. If |4+ — Aj—1.¢]| > €, incrementj, and go to 3, else continue,
6. A.r: = A, and its approximate inverse covariance mafyix; ; is given by )
or similar. If a new dataset is available, incremgrgnd go to 2

In the recursive context, it is clear that, a better estinoftthe covariance matrix
leads to better recursive estimators. In particular, if ¢tbgariance matrix is under-
estimated with respect to the true covariance matrix, médion about the past will be
gradually lost. On the contrary, if the covariance matrigver-estimated, the impact of
the most recent data is always diminished.

3.5 Robust Kalman

Kalman filtering is a stochastic, recursive estimator, \whastimates the state of a sys-
tem based on the knowledge of the system input, the measnteifrtbe system output,
and a model of the link between input and output.
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We can identify statel; at timet with A, ;s or A,z +, depending of the measure-
ment noise pdf. As in SeE:]S.l, we introdiGe= (y; ¢)1<i<n,, Which is the so-called
measurement vector, amXl; = (X, +)1<i<n, the measurement matrix. The link be-
tween measurements and state can thus be writtéf) as X; A; + B whereB is a
vector of iid, centered measurement noises. This equatitheiso-called measurement
equation.

Comparedto the recursive least squares, discrete Kalntenirfg consists in assum-
ing linear dynamics for the state model. More precisely, ssumeA; = U A;—1 +
Vi, +u whereu is a centered iid Gaussian model noise. This last equatibe iso-called
model, or state-transition, equation. As a summary, thendalmodel is:

A =UAi 1+ Vit u
Y;Z XtAt+U

Whenv is Gaussian,mj) models the classical Kalman (subséfijptWhenwv is non
Gaussian,[(17) models the robust to non-Gaussian measuiré¢atman, or robust
Kalman for short (subscripRK). The steady-state case we dealt with in the previ-
ous section, is a particular case (17), where the first timués deterministic and
reduced tad;; 1 = A;.

In the dynamic case with Gaussian, the prior oA is not A;_; but the prediction
AK,t = U;Ak+—1 + V4, given by the model equation. Using the model equation, the
covariance matrix of the predictio«ﬁ]Kyt is derived aﬁKyt = U;Ck -1 U} + X, where
X is the covariance matrix of the Gaussian model neisehus the inverse covariance
matrix of the predictior) s ; = Cg}t using the matrix lemma, is:

(17)

Q=2 ' =20 ULET U + Qryr) UL D (18)

This last equation is interesting in the context of real tapelications, since it involves
only one matrix inverse at every timeAs in ), the prediction is used as a Gaussian
prior on A. The associated error, to be compared (13), is now:
1'% 1 1
_ t )2 - _ 7\ t A _ 7\
ert(A) = 3 z; ;(Xi,tA — Vi) + 2(A Ak ) Qr (A~ Axy)
i—

The recursive equations of the Kalman filtering are obtaimedlerivations from
ex - WhenQ g is computed, only one linear system has to be solved at ¢very

How does this method extend to the robust case? As beforeradtirsive least
squares, generally, an exact solution of the robust Kalrearoi achievable. The two
levels of approximations must be performed. Like in . Welassume that g t—1
is approximatively Gaussian, and its inverse covariancgixia given by one of the
approximations of Seﬂ.& As a consequence, the assbeiat® is:

=n XZ A—vy; 1 R R R
eRKt Z B(( : t) )+ 5(14 - ARK,t)tQRK,t(A - ARK,t)

In the robust Kalman, the Huber's approximati@(lG), trates as:

QrK .t Huber = lovera® > (2w; ¢ (wiy) + ¢ (wi ) X X!, + Qrice  (19)

=1
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Other approximate inverse covariance matrix can be detigaty Cipra’s Kp) and our

approximations[(]1) and (12).
Finally, the robust Kalman algorithm consists of the follog/steps:

1. Initialize Q rx 0 andArx o to zero or to a prior, and set t=1,
2. Compute the predicted solutiohzx : = UiArkx:+—1 + Vi, and its covariance

matrix Q rrc ; using (18),
3. Initialize Ao+ = Ark+, and sefj = 1,

S

i=ny

Forallindexes (1 < ¢ < n;), compute the auxiliary variabte; ; ;, =
solve the linear system

i=ny

(Xf,tAj;l,t*yi,t )2

(Z ¢ (wij) Xin XJ, + Qri.t)Aj = Z ¢ (W) Xy + Qrr.1Aric

i=1

i=1

6. If|[A;+ — Aj_1+]| > ¢ incrementj, and go to 4, else continue,
7. Ark+ = A, andits approximate inverse covariance maflixx : is given by )
or similar. If a new dataset is available, incremgrand go to 2.

Note that in [b]['}’], one single weighted least squares itendas performed at each
time step. We believe for each iteration one should achiemeargence in the approxi-
mation done in steps 4-6. Moreover the weightsﬂn [7] arefyinEhis corresponds to a
truncated Gaussian pdf, violating (HO). In such a case, libé&ce of the scale parameter
becomes critical: a small variation of the scale parametarproduce a very different

solution.

As a conclusion, the Lagrange multipliers approach (anfidweddratic approach)
of robust fitting allows us to have new insight in why robustri{an filtering provides
approximate estimates. Robust Kalman is not exact becthesemount of past data
cannot be reduced without loss of information, and the damae matrix of the pre-
dicted state is an approximation. Contraryﬂo [IS][?], tlasmulation also suggests that
it is important to iteratively search for the best solutidpat every time steps.

4 Experiments

oY Name pdfoc e~ 297 error=p(b?) |weight=¢' (¢)
1 Gauss x e z¥ b? 1
0.5 quasi-Laplace | oce~3VIH? |o(yT T2 — 1) o

0 Cauchy x 1+1b2 In(1 +b%) %ﬂ
—1|Geman & McClure[] o e? T P"r% ﬁ

Table 1. Correspondence between particular valuesvafnd classicalys and pdfs
proposed in the literature.

We have restrict ourselves in the choiceiab the following one parameter family

of functions:

$at)

(0%

1((1+t)"‘ -1)



14 Jean-Philippe Tarel, Sio-Song leng, and Pierre Chaieonn

These functions verify the three assumptions (HO), (H19, &®), wheno < 1.

This family is very convenient, since it allows us to catchnmaf the classical
¢s and pdfs proposed in the literature. TEb. 1 illustrates fnit. Notice that the pdf
obtained in the experiments of Sﬂ:. 2 correspondst00.5. The pdf obtained forw =
0.5, also known as the hypersurface function, is a good diffeable approximation of
Laplace’s pdf. Thus we have preferred to name it the quagiace function.

Name [v/Coo| v/Ci1 [v/Coo rel. Std]y/C1; rel. Std
Crewt [0.138/0.00474 7.8% 10.6%
Ccipra [0.162/0.00554 9.8% 13.2%
C'Huper |0.189/0.00647 10.5% 14.1%
Chrew2 [0.190/0.00654 13.1% 17.6%

[referencg0.195/0.00688 | |

Table 2. Comparison between the covariance matrices obtained waitbus approxi-
mations. The relative standard deviations are also shown.

A simulation was performed using 50000 fits on simulated 1di&ynpoints along
a line with true parametersy = 100 anda; = 1. ag is the pose of the line and} is
its slope. The noise pdf for each sample is Cau:xzhyﬂl—g)2 with o = 1. The Cauchy

noise was simulated by applying the functiam (5 v) onv, a uniform noise ofi—1, 1].
The variance of the Cauchy pdf is not defined, thus the siradlabise can have very
large values (outliers). Robust fits were obtained usingdhechy-distributed pdf of
Sec. For every fit, the Huber’s, Cipra’s, and ours apprate covariance matrices
were computed and averaged. These are der@ie,, Ccipra, Cnewr anNdCreywa,
respectively. The square roots of the averaged diagonabntaimponents are shown
in Tab.[}. The covariance matrix of the 50000 fits is also estéuh and is the reference
displayed in the last line of Taﬂ. 2 (Monte-Carlo estimates)

(@) (b) ©)

(d)

Fig.5. Typical image without perturbation (a), and perturbatidae to another mark-
ings, shadows, lighting conditions (b) (c) (d). Solid liree® the fitted lane-markings
centers assuming Geman & McClure noise.

Tab.I} shows that the closest approximatiofis,,-. All these approximations can
be ordered in terms of proximity, with respect to the refesenne, in the following
order:Crew2, Cruber, Coipra @NdCreywi1. Notice that the closer to the reference one
the matrix is, the larger its relative variation from one fitanother is. For instance,
this variation is7.8% for C,,c,1 When itis13.1% for C,,...2. Clearly, the choice of the
approximation is a trade-off between accuracy and stgbW also notice that all the
approximations under-estimate the true matrix. A différgaighting of the two right
termsin ) andmg) can be introduced for correcting this.
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Finally, we show in Fig[|5, the same images than in Eig. 2 u€ieghan & McClure
noise assumption. Unlike the Gaussian assumption, thénebitéits are correct even
in presence of important perturbations due to other lane«imgs and difficult lighting
conditions.

5 Conclusion

In this paper, we have reviewed the problem of making Kalnlgrifig robust to out-
liers, in a unified framework. The link with Lagrange muligrk yields a revised half-
guadratic theory and justifies the use of iterative reweidhé¢ast squares algorithms
in M-estimator theory even for non-convexb) = #(b%). Moreover, in contrast to
previous works, we do not restrict ourselves to a singlemi@kfunction but the half-
quadratic framework is valid for a large class of functiansplving non-convexand
hence more robust ones. We have shown that, as soon as non-Gaussian liketilzmed
involved, two levels of approximation are needed. Firstdntrast with the non-robust
case, there is no obvious closed-form expressions for thari@mce matrix. After re-
viewing classical solutions, we proposed new approxinmatand experimentally stud-
ied their behavior in terms of accuracy and stability. Anwaate covariance matrix is
very important to tackle the problem of missing data on a Iseguence of images, an
important subject for future investigations. Second, teigle a recursive filter in the
robust case, the pdf of previous estimates must be consdidsr&aussian. In existing
algorithms, only one iteration is performed at each time steobtain the robust es-
timate. We believe it is better to let the iterative leastasgs algorithm to converge.
Further exploration than presented [h [5] is needed to theatase where the noise in-
volved in the state-transition equation is non-Gaussianehhe challenge is to derive
an integrated and consistent framework.
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