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Abstract

We consider two machine learning related problems, optimal control and reinforce-
ment learning. We show that, even when their state space is very large (possibly
infinite), natural algorithmic solutions can be implemented in an asynchronous neu-
rocomputing way, that is by an assembly of interconnected simple neuron-like units
which does not require any synchronization. From a neuroscience perspective, this
work might help understanding how an asynchronous assembly of simple units can
give rise to efficient control. From a computational point of view, such neurocomput-
ing architectures can exploit their massively parallel structure and be significantly
faster than standard sequential approaches.

The contributions of this paper are the following: 1) We introduce a theoretically
sound methodology for designing a whole class of asynchronous neurocomputing
algorithms. 2) We build an original asynchronous neurocomputing architecture for
optimal control in a small state space, then we show how to improve this architecture
so that also solves the reinforcement learning problem. 3) Finally, we show how to
extend this architecture to address the case where the state space is large (possibly
infinite) by using an asynchronous neurocomputing adaptive approximation scheme.
We illustrate this approximation scheme on two continuous space control problems.

Key words: neurocomputing, optimal control, reinforcement learning

For reading convenience, we sum up here the abbreviations we use throughout
the paper:

e AN: asynchronous neurocomputing
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CM: contraction mapping

CMEFP: contraction mapping fixed point

MDP: Markov decision process

PADC: parallel asynchronous distributed computation
RL: reinforcement learning

Introduction

Research in neurocomputing combines two intimately related (and sometimes
contradictory) motivations 1) Doing good computer science using interesting
ideas taken from neuroscience and 2) Understanding neuroscience issues better
with computer (theoretical or simulation-based) modelling. We think that a
way to satisfy both motivations at the same time is to make or strenghten the
relation between a certain computational “intellectual” capacity C (memory,
generalization, control, etc...) and a specific brain-like process P. To achieve
this, one encounters two opposite and complementary trends in the litera-
ture: a) the bottom-up neurocomputing researchers copy real neurons, study
the resulting process P from a computational point of view, and update the
model until it exhibits capacity C; while, b) the top-down neurocomputing
researchers formalize the computational “intellectual” capacity C and try to
find a process P which respects most of the constraints of the neurocomputing
paradigm. There are advantages and drawbacks in both approaches: the for-
mer is often closer to neuroscience but tends to be more empirical. The latter
is closer to computational science but often lacks biological plausibility. The
research we present in this paper belongs to the latter top-down approach:
we consider the related capacities of control and reinforcement learning as
they are formalized in the machine learning literature, and show that, even
when the problem is hard (when the state space is big), they can be addressed
by neurocomputing. Rather than proposing new computational methods for
solving these machine learning problems, our aim is here to show that their
standard mathematically-motivated solutions are naturally compatible with
the neurocomputing paradigm.

As there is no general accepted definition of what neurocomputing is, (and
to make sure that the reader can quickly understand the assumptions of this
work), we now explain what we exactly mean by neurocomputing. In this pa-
per, a neurocomputing algorithm will be an assembly of interconnected units.
Each such unit will have a number of internal variables (or internal states)
and will receive a number of input variables from other units. A unit will only
be able to perform basic computations (in this paper: sum, max, argmax and
access to a composant of a finite local array) with all these variables and store
the result in one of its local variables. Pieces of numerical information will
be able to flow from specific units’ variables (called units’ outputs) to other



units through weighted connections; when a numerical value goes from one
unit to another through a given connection, it will be modulated (in this pa-
per: multiplied) by the connection weight. Connection weights might evolve
over time using some local rules. Finally, and in contrast with some research
in neurocomputing (like the seminal work by McCulloch & Pitts [11] about
the universal computation property of synchronous assemblies of neurons),
the neurocomputing processes which we will describe will not require global
synchronization: there will be no general clock for deciding when each unit
needs to make a computational step; each unit will follow an individual local
process at its own rythm, taking as inputs the available (not necessarily up-
to-date) outputs of the other units. To stress this particularity, we will refer
to these computations as asynchronous neurocomputing (AN).

The paper is organized as follows: Section 1 reviews a theoretical result of
the parallel computing literature showing that the computation of a contrac-
tion mapping fixed point (CMFP) on a reasonably small space can efficiently
be done with parallel asynchronous distributed computations (PADC). This
result will stand for a foundation for building asynchronous neurocomputing
(AN) algorithms throughout the rest of the paper. In section 2, we formalize
the optimal control problem and recall that it involves the computation of
a CMFP. We exploit this property in order to build an AN architecture for
solving small state space optimal control. We also show that adding two sim-
ple learning rules allows us to tackle the case where the problem parameters
are uncompletely known, that is the reinforcement learning problem. Section
3 addresses the large state space case: we propose and analyze an approxima-
tion scheme, state aggregation, which only relies on computations of CMFPs
on reasonably small spaces. We use this result to add two AN layers to our
architecture that allow to compute how to efficiently refine the approximation.
The potential of this final architecture is illustrated on two continuous state
space control problems.

1 A link between global and local computations

Consider a network of distributed and asynchronous processing units. In gen-
eral, it is difficult to make the link between the local computations and the
global activity of the network. It is often more complicated when local com-
putations are not globally synchronized. This section reviews a well-known
result about the computation of a contraction mapping fixed point (CMFP),
for which we can make the link between the local and the global levels. This
result is fundamental as it stands for a general argument for the remainder of
the paper: any computation that can be characterized in terms of a CMFP
can be treated with parallel asynchronous distributed computations (PADC).



Consider a finite set X, a norm ||.|| on IR, and a contraction mapping M :
IR* — R¥, such that |M(f") — M(f)|| < v.||f" — f|| with v € [0,1). It is
a well-known result (see for instance [1]) that M has one and only one fixed
point f*, that is a function of IR that satisfies

[T =M(f"). (1)

In traditional (sequential) computations, a technique for computing the fixed
point f* is to iterate the following process:

For all z € X, do f**!(z) « [M(f")] (). (2)

Indeed we have f* e f* with an exponential rate of convergence:

L= F <yl = = <At = £l

The temporal complexity of this iterative process can be seen as the product
of two terms:

e {;: the time required for doing the iteration given by equation 2
e {5: the number of iterations needed to approximate f* with enough precision.

It is shown in [1] that f* can be computed with PADC. Indeed, the following
process

f(@) = [M(f)] ()

can be distributed over all z € X and f will also converge to f*. Furthermore,
these computations need not be synchronized: updates of f(z) for all z € X
can be done in an arbitrary order, or even with different frequencies. If one
updates each f(z) infinitely often, the process will converge to the CMFP. If
we neglict communication delays, parallelizing this way might roughly divide
the time ¢; (thus the global temporal complexity for estimating the fixed point)
by the size | X| of X.

The computation of a CMFP can be done with PADC and can be signifi-
cantly faster (roughly |X| times faster) than the sequential iterative process
described by equation 1. Therefore, any problem that can be formulated as the
computation of a CMFP can be solved more rapidly with PADC than with
the iterative process described by equation 2. Similarly, any neurocomput-
ing algorithm whose goal will be to compute a CMFP will not require global
synchronization.



2 Asynchronous Neurocomputing for small state space optimal
control

In this section, we formalize two problems, optimal control and reinforcement
learning, in the common framework of Markov Decision Processes, and we
argue that they can be solved by AN if the state space is reasonably small.

2.1 Markov decision processes

Markov decision processes (MDPs) [13] provide the theoretical foundations
of challenging problems to researchers in artificial intelligence and operation
research. These problems include optimal control and reinforcement learn-
ing [18].

An MDP is a controlled stochastic process satisfying the Markov property
with rewards (numerical values) assigned to state-action pairs. Formally, an
MDP is a four-tuple (S, A, T, R) where S is the state space, A is the action
space, T is the transition function and R is the reward function. T is the state-
transition probability distribution conditioned by the action. For all states s
and s’ and actions a,

T(s,a,8) Y Pr(sip1 = '|s¢ = s,a, = a).

Without loss of generality, we define R(s,a) € IR as the instantaneous reward
for taking action a € A in state S.

As an illustration, consider a navigation problem where an agent moves in an
environmenent with a P shape and whose goal is to reach a specific zone of
the environment (see figure 1). We model this problem with a 16 x 16 = 256
state MDP. The state of the system corresponds to the location of the agent.
The set of actions of this agent consists of 8 desired movements. The effect
of a desired movement is slightly corrupted with noise and is cancelled if it
makes the agent hit a wall. We give a positive reward (+1) when the agent
reaches the goal zone. In all other cases, the agent gets no feedback (a zero
reward).

2.2 Optimal Control

In the MDP framework, the optimal control problem consists in finding a
policy, that is a mapping 7 : S — A from states to actions, that maximises
the expected long-term amount of rewards, also called value function of policy
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Fig. 1. A simple navigation problem. Left: We model a navigation problem
in a P-shape environment. Center: We represent the navigation problem with a
grid-MDP; at each instant, the agent is in one and only one position of the grid.
Right: The agent can move in the 8 directions; his moves are slightly corrupted
with noise; for instance, when the agent decides to go North-East, the probability
of actually getting to the North-East position is 0.6.

e

V7(s) = E [gfyt.R(st,w(st))\so _ S] |

We assume here that the MDP has an infinite horizon and that future rewards
are discounted exponentially with a discount factor y € (0, 1). It is shown [13]
that there exists a unique optimal value function V' which is the fixed point
of the following contraction mapping, also called Bellman operator:

[B.f](s) = max <R(3, a)+v.>_T(s,a, s').f(s')) : (3)
Once an optimal value function V' is computed, an optimal policy can imme-
diately be derived as follows:

n(s) € arg max (R(s, a)+7.3 T(s,a, 5’).V(5’)> .

s/

As the Bellman operator B is a contraction mapping, the standard digital
approach for solving the optimal control problem is to use a sequential iterative
procedure similar to equation 2, known as Value Iteration [13], which consists
in repeating the process described in algorithm 1. Using an argument similar

Algorithm 1 One iteration of Value Iteration
for all s € S do
for all a € A do
Q(s,a) < R(s,a) +v.>4T(s,a,5).V(s)
end for
V(s) < max, Q(s, a)
7(s) < argmax, Q(s,a)
end for

to the one we gave in section 1, the authors of [1] argue that optimal control



can be done with PADCs. While their (parallel computing) aim was to come
up with efficient parallel implementations on real parallel computers, ours is
here a bit different as we want the optimal control computation to fit in the
(virtual) neurocomputing paradigm. Providing a neurocomputing description
is what we do from now on in this subsection.

For each state s € S, define one unit which contains the following internal
variables:

e R[|A|]: an array of | A| floats which contains the immediate reward for taking
actions in state s

e V: a float which stands for V' (s)

e Q[|A|]: an array of |A| floats which contains the values for Q(s, a)

e 7 : an element of A which corresponds to the optimal action

Define the V variable as an output for each unit, that is a variable which
might be propagated to other units through connections. For each state-action-
state possible transition (s, a, s'), define a connection c?, with weight w?, =
v.T(s,a,s"), and s < s’ orientation (information for computing the optimal
value function needs to flow in the opposite direction of the dynamics).

We are now going to argue that solving the optimal control problem can be
seen as a neurocomputing process which is distributed over all units. Indeed,
asynchronous Value Iteration is processed if each single unit keeps on doing
the following operations described in algorithm 2. In other words, for each

Algorithm 2 Local process followed by each unit for optimal control
for all a € A do
Qla] < Rla] + Xy w2,V (s')
end for
V <+ max, Q|al
T < arg max, Q[a]

action a, a unit makes the standard weighted sum of its neighbors’ V' values
for action a (through incident connections), adds it to its internal value R[a]
and assigns the result to Q[a] ; then it updates its internal variables V' and
m with max and argmax operators. This neurocomputing architecture and the
process performed by one unit are sketched in figure 2.

The computation of optimal control can thus be seen as the result of a dis-
tributed activity (V' values) over a recurrent network of simple processors, ac-
tivity which always ends up stabilizing (iterative CMs converge to the unique
corresponding fixed point). The parameters of the problem are embedded in
the architecture: the transition function is stored in the connection weights
and the reward function is spread over local unit variables.
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Fig. 2. An asynchronous neurocomputing architecture for optimal control.
We focus on one unit s; and show how it updates its internal variables and how
it interacts with the other units so, s3, ..., s,. For each action a, s; makes the
standard weighted sum of its inputs (V' values of its connected units) for action a,
adds it to its internal value R[a] and assigns the result to Q[a] ; then it updates its
internal variables V' and 7 with max and argmax operators. The arrows stand for
the connection as well as for the flow of information. As an illustration, one of the
connections is identified by its weight (w§ ).

Consider the simple navigation problem we introduced earlier. Figure 3 shows
the connectivity of the corresponding network while figure 4 shows the evo-
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Fig. 3. Connexions of the network for the navigation problem. Left: con-
nections corresponding to action North-East. Center: connections for action South.
Right: superposition of connections for all actions.

lution of the activity V/, iteration after iteration®, and the eventual optimal
policy. In this example (where dynamics is local and isotropic), we can observe
that the activity V is propagating from the goal zone to every region of the
state space and that the optimal policy consists in locally climbing up the
gradient of V.

This sort of activity propagation is reminiscent of bottom-up works on neu-

1 For simplicity, we used synchronous updates over the whole state space in this
simple experiment but we insist again on the fact that synchronicity is not required.
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Fig. 4. Evolution of the value function computed by the network and
eventual optimal policy. The activity V is propagating from the goal zone to
every region of the state space and the optimal policy consists in locally climbing
up the gradient of V.

rocomputing architectures for control (see [4], [3] and [14]) inspired by a neu-
robiological theory of cortex [2]. In these models, a unit corresponding to a
goal is put in a specific activity, called desire state. This desire state spreads
along inter-unit connections, until it reaches the active unit, that is the unit
corresponding to the current system state. The chosen control is then the one
that locally maximizes the gradient of the desire activity. The whole process is
called call propagation, and is analogical to the value propagation in an MDP
through an algorithm like Value Iteration.

2.3 Reinforcement Learning

A variant of optimal control where the MDP parameters (R and T') are initially
incompletely known, and therefore must be estimated through sample experi-
ments, is called reinforcement learning (RL) [18]. When optimal control only
involves planning, RL involves both learning (estimation of the parameters)



and planning and is therefore a slightly more difficult problem.
We won’t discuss here important RL issues such as

e the problem of effectively balancing planning and learning, known as the
exploration-exploitation dilemma, and

e the possibility of planning without maintaining an internal representation
of the parameters R and 7', in the so-called model-free or Q-Learning-like
approaches.

The interested reader should for instance consult [18] or [9] for general point-
ers. However, we are going to propose a natural extension to the architecture
we have just described, so that it be able to handle reinforcement learning.
A straightforward solution to the RL problem, known as model-based RL,
considers planning and learning as two independent though complementary
processes. Given some samples about the problem to be solved, that is some
sequence H = (so, ag, o, S1,01,71,...) of state transitions and associated re-
wards, a natural way to solve the RL problem is 1) to approximate the un-
known parameters with the following standard unbiased estimates:

2 (spap=(s,a) "
R(s,a) + o) )

T(s,a,s") + 7##?’3“,;";)
where #(x) counts the number of times subsequence x appears in H and 2) to
do optimal control based on these approximate parameters (using for instance
the architecture we described in the previous subsection). Such a technique is
sound as it is proved that it converges when the amount of samples tends to
infinity [7].

From our neurocomputing architecture perspective, a strictly equivalent way
to write the estimation procedure of equation 4 is to state that, for each new
sample (s, a,r,s'), one updates the current parameters of our neurocomputing
architecture as described in algorithm 3. This process is modulated by a

Algorithm 3 Updates of the parameters of s when observing sample
(s,a,r,s")

R(s,a) < (1 — asq).R(s,a) + asq.r

for all s” do

. . Oy if 8" =&
W < (1 - asa).wss/
0 else

end for

Qsa
Osa = Qsq+1

learning rate a,, which decreases sample after sample, following the sequence
1, L1
) 927 37 40

10



This equivalent formulation is all the more interesting that the resulting con-
nection weight update rule can be interpreted as a hebbian-like learning, be-
cause it is similar to what Hebb postulated as the basic form of learning in
the brain [8]. Hebb suggested that changes of synaptic weights are related to
the correlation between the firing of pre- and post-synaptic neurons. In our
architecture, if we think of the transition s — s’ as a close sequence of firings
involving pre-unit s then post-unit s’, hebbian learning would reinforce the
link between s and s’ and decrease the weight between s and all other possible
post-unit s”. This is exactly what happens in our network: when for action a,

we observe transition s — s', w9, slightly increases while w?,, decreases for
all §" # .

Another interesting feature of this formulation is that it explicitly empha-
sizes the estimation process as an amplitude-decreasing learning process. If
decreasing the amplitude of learning makes sense for stationary environments
(i.e. fixed R and T reinforcement learning parameters), keeping a constant
learning factor o, = o would in theory allow to follow non-stationary rein-
forcement learning parameters (see [6] for more discussion about the stakes
related to the choice of the learning rate).

To conclude, we showed that it is straightforward to augment the AN architec-
ture that we introduced for optimal control so that it also handle RL. Indeed,
we can use the model-based approach for RL which builds estimates of the
unknown parameters and this can be done through two simple learning rules,
one of which being hebbian.

3 Asynchronous neurocomputing for large state space optimal con-
trol

From a computational point of view, the use of AN is particularly interest-
ing because it involves PADCs and therefore can be significantly faster than
standard digital computing. Even if PADCs can accelerate the computation
of the optimal value function V' in an MDP, it might not be sufficient when
the state space S is very large. When the state space is infinite, it might even
be impossible to use such an approach as it would require an infinite number
of units. Moreover, the theoretical number of required iterations ¢, in order to
approximate V with enough precision can dramatically grow with the number
of states [10]. PADCs only diminish the part ¢; of the temporal complexity
(see page 4) and this might not be sufficient for large state spaces. Eventually,
in the reinforcement learning problem, the size of the state space might also
have a dramatic effect on the time required for estimating R and 7" with a
reasonable precision.

11



In this section, we propose and analyse an approximation scheme, state aggre-
gation, which allows to use PADC for large state space MDPs. We begin by re-
viewing some recently published foundations for approximation in MDPs. We
then apply them to the state aggregation case and show that it only involves
CMFP on reasonably small spaces. Finally, we illustrate this approximation
on two (infinite) continuous state space control problems.

3.1 Safely approximating an MDP

This subsection reviews some theoretical results by [12] for analysing and itera-
tively improving an MDP approximation. Consider an MDP M = (S, A, T, R)
and an approximation of it M = (S, 4,7, R) Let B be the exact Bellman
operator of M (as in equation 3) and let B be the approximate Bellman
operator:

[Bf] (s) = max (R(s, a) + 7. ZT(S, a, s').f(s')) :

Let V and V be their fixed points. In practice, we would like to compute the
exact value function V but we can only compute its approximation V. It is
then interesting to evaluate the approximation error:

E(s) € [V(s) - V(s)l.

The authors of [12] show that the approximation error depends on a quantity
they call interpolation error:

e(s) def |BV(S) — BV (s)| = \BV(S) —V(s)|

which is the error due to one approximate mapping B of the real value function
V' ; it measures how the approximate parameters (IA%(s,a), T(S,a, .)) locally
differ from the real parameters (R(s,a),T(s,a,.)). Indeed, we can show [16]
that for some constant K

e(s) < max ‘R(s, a) — R(s, a)‘ + K. max (Z ‘T(s, a,s") —T(s,a, s')‘) . (5)

s'eS

If e(s) is an upper bound of e(s) (e.g. take the bound given by equation
5), then, an upper bound E(s) of E(s) is the fixed point of the following
contraction mapping:

[E.f](s) = &(s) + max (fy. ZYA’(S, a, 3').f(8')> : (6)

12



The authors of [12] also explain how to improve an approximation, i.e. how
to distribute resources for describing the parameters R and 7" over the whole
state space. Indeed, they introduce the notion of influence I, (s) of the local
interpolation error of state s on the approximation error over a subset Sy C S:

ef 0 ges, E(s
Is,(s) def 02 ses, B(5) 8665(3) (8)

Typically, Sy is chosen to be the set of possible starting states of the process.
Say we add or remove some resources near some state s. This might change
the interpolation error by Ae(s). A gradient argument shows the effect this
will have on the approximation error:

A ( > E(s)) ~ Is,(s).A€(s). (7)

s'€So

This result suggests to remove resources where the above quantity is very little
and to add resources where it is big. It is proven that the influence Ig, is also
the fixed point of a contraction mapping:

1 iff S N
DA =4 SRS, e (), 5)- ()
0iff s §é S() s'

where 7, (s) = argmax, Y, T(s, a, s').E(s') is the policy that generates the
maximum uncertainty (see [12] for more details).

The approximation error E and the influence Ig, are characterized as CMFPs
on the state space S. This means that they are, in theory, as difficult to com-
pute as the optimal value function in the real MDP M. The next subsection
describes a practical solution to this issue.

3.2 The state aggregation approrimation

In this subsection, we introduce and discuss the MDP approximation with
state aggregation. We apply the analysis of the previous subsection to this
approximation scheme and show that the computations of the approximation
error E and the influence Ig, become tractable.

Given an MDP M = (S, A, T, R), the state aggregation approximation con-
sists in introducing the MDP M = (S, A, T, R) where the state space Sisa
partition of the real state space S. Every element of S, which we call macro-
state, is a subset of S and every element of S belongs to one and only one
macro-state. In addition, every object defined on S can be seen as an ob-
ject of S which is constant on every macro-state (this is also called piecewise

13



constant approximation). The number of elements of S can be chosen little
enough so that it is feasible to compute CMFPs on S. ‘When doing a state
aggregation approximation, natural choices? for R and 1" are the averages of
the real parameters on each macro-state:

R(3,a) = ﬁ.zsefS\R(s,a)

T(51,a,8) = |Tl‘ Yissnenixs L(sa,8)

(8)

As a possible illustration of this approximation scheme, let us consider state
aggregation in a continuous multi-dimensional state space, which is where
most real-life human control problems happen to be. A common tool for doing
state aggregation in such continuous spaces is variable resolution discretization
with kd-trees [5]. The principle is the following: One uses a tree to represent
a discretization of the state space. The root of this tree covers the whole state
space ; it has two branches which cut the space in two (according to one of
the dimensions). Recursively, each node in the tree covers a region of the state
space and its children cover half of it. The leaves of this tree correspond to
a variable resolution discretization of the space. In the example of figure 5,

Fig. 5. Example of a variable resolution discretization with a kd-tree. We
consider a 2-dimensional space and the discretization (right) is characterized by the
tree (left). The root of this tree covers the whole state space ; it has two branches
which cut the space in two (according to the vertical dimension). Recursively, each
node in the tree covers a region of the state space and its children cover half of
it (the region covered by each node is shown in white). The 4 leaves of the tree
correspond to the 4 regions of the discretization.

doing the state aggregation approximation amounts to defining an MDP on
the 4-state space induced by the kd-tree leaves with parameters deduced from

2 We want the interpolation error to be as little as possible and we need to satisfy
consistency constraints such as )~ T'(51,a, 53) = 1.

14



equations 8. The AN for computing the optimal control is thus defined on the
macro-states (which are identified to the kd-tree leaves).

Let us come back to the theoretical analysis of this approximation scheme. We
can deduce [15] from equations 5 and 8 an upper bound of the interpolation
error on the macro-state 57 € S:

Vsi € 51,e(s1) <e(57) = AR(51) + K. > AT(51,53) 9)

5€8

oy [ BRG) = maxees o R(s,0) = RS 0) |

AT(E-L 35) = maXaEA,(sl,s’l)eﬁ | 25265/5 T(Sl’ a, 32) - T(SII: a, 82)|
The approximation by state aggregation is particularly interesting because
the approximation error can be computed with a complexity that is similar to
the one required for computing the optimal control in the approrimate model
M. Indeed, as the upper bound of the interpolation error is constant over
each macro-state, equation 6 becomes a contraction mapping on S (and not
anymore on S):

(B f] (1) = 2(s1) + max <v.zf(a, “ §;>.f(§z)>. (10)
Using the same arguments, the influence of the interpolation error on the

approximation for a subset Sy is the fixed point of the following contraction
mapping defined on S:

D@ =1 N S P @ (@.94F). ()
0ifs¢ Sy 5

As well, equation 7 is now defined on the finite set of macro-states S:

Al Y EE) | ~ I (5).023).

QCSO

In a continuous state space representation with kd-tree based discretization,
the influence indicates whether it might be useful to add new children to a
leave or to remove two twin leaves. Indeed, removing or adding leaves has a
direct effect on the interpolation error, and this effect is transmitted to the
approximation error according to the above equation. As we will see in the
experiments of the next subsection, the influence allows to efficiently update
the tree in order to minimize the approximation error.

Before we describe some experiments, we now show how to integrate the ap-
proximation error and the influence computations in the AN architecture of
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figure 2 (page 8). The computations of the approximation error and the influ-
ence require to add a few local variables to each unit (or macro-state) :

e ¢: a float which stands for the interpolation error e(5)

e E: a float which stands for the approximation error F(5)

e T : an element of A which is the most uncertain action 7., (5) (introduced
on page 13)

1/0: a bit that says whether the unit/macro-state belongs or not to the
subset Sy where one wants to minimize the approximation error

I: a float which stands for the influence Ig,(3)
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Fig. 6. An asynchronous neurocomputing architecture for optimal control
with large state space. We focus on one unit/macro-state 57 and show how it
updates its internal variables and how it interacts with the other units 33, 83, ..., 5.
This architecture is made of three layers. The bottom layer computes the optimal
value function, the middle layer the approximation error and the upper layer the
influence (see text for more details). The arrows show the flows of information rather
than the connections; as indicated by the wg ;, legend, several flows share the same
network connection.

tecture looks much more complicated, there is nothing in it which is funda-
mentally different from what we had before. This new architecture can be seen
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as made of three layers. The bottom layer computes the optimal control in
the approximate model and is identical to what it was in the previous archi-
tecture (figure 2). The second layer (involving the variables e, F and me,,)
enables to compute the approximation error. This computation is similar to
the optimal control computation ; it is even a bit simpler as the interpolation
error does not depend on the action. Finally, the upper layer is devoted to
the computation of the influence and is drawn the other way round because
the flow of information is of the opposite direction (compare for instance the
T terms in equations 10 and 11). It uses the local variable 7., to choose the
right flow of incoming information and adds the bit 0/1 in order to update
the local variable I. As all these computations are CMFPs, there is no need
for synchronization and we are sure that the variables V', E' and I will eventu-
ally stabilize to the optimal value function, the approximation error and the
influence.

To sum up, when an MDP has a large state space, the approximation by
state aggregation is particularly interesting because it enables to compute
the approximation error and the influence with CMFPs on the approximate
aggregate state space S. Therefore, all these computations can be done with
PADC, and can straight-fully be integrated in the architecture we introduced
in section 2.

3.8 FExperiments

So far, we have built a theoretically sound AN architecture for optimal control.
We illustrate in this last subsection its potential on two continuous space
control problems. We begin by describing our experimental protocol.

We use the kd-tree structure to define the aggregation/discretization in the
continuous state spaces. For iteratively improving the approximation, we use
algorithm 4. Thus, we constrain the number of states on which we need to
compute CMFPs and we keep on reorganizing the kd-tree in order to min-
imize the approximation error. For each problem we are going to describe,
we evaluate the evolution of performance, iteration after iteration, using the
policies computed by the AN architecture. The performance is here estimated
by the average discounted sum of rewards of 500 trajectories of 500 steps from
random initial states (we take Sy = S).

Note that this high-level procedure for improving an optimal control approxi-
mation somehow makes a split with the previous algorithms in the sense that
it is not anymore pure asynchronous neurocomputing. The very update of
a kd-tree implies to add and remove units in the architecture, and this has
to be done in a centralized way. Nevertheless, most of the processes involved
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Algorithm 4 Iterative improvement of a kd-tree aggregation

Choose an initial number of units/macro-states and initialize a regular dis-

cretization (with a balanced kd-tree)

loop
1. Estimate T, R, e (through AT and AR), Ae* (the decrease of interpo-
lation error if we add some leaves) and Ae~ (the increase of interpolation
error if we remove some leaves) using samples of R and T
2. Use the AN architecture of figure 6 to compute V, F and I.
3. In the kd-tree, remove the 10% leaves that have the smallest |I.Ae™|
scores and replace them under the leaves that have the biggest |I.Ae™|
scores.

end loop

(estimating the parameters, computing V', E and I) extensively uses our AN
architecture. Though it is not sure whether it would be computationnally in-
teresting, the full integration of large state space optimal control (including
the kd-tree adaptive process) in a pure asynchronous neurocomputing archi-
tecture will be studied in future works, at least because it might be interesting
from a neuroscience point of view.

3.3.1 Experiment 1: mountain-car

The first problem we consider, known as “mountain-car”, is typical of the RL
literature [18]. We want to optimally control the acceleration of an underpow-
ered car so that it climbs up a steep mountain road. As gravity is stronger than
the car’s power, this has to gain energy by oscillating in a bassin in order to
get to the top of the mountain. Also, this car must pay attention to not get too
much speed so that it does not fall into a ravine (see figure 7). By integrating
the equations of physics (using the approximation dt = 1s), this problem can
be described as a 2-dimensional continuous space (z,v) MDP where z is the
position of the car (—1.2 < z < 0.6) and v is its speed ( —0.07 < v < 0.07).
The car only has 2 possible actions: accelerate front (a = +1) or backward
(a = —1). The T function is induced by the following dynamics [18]:

Tl = Ty + Vt

Vi1 = vy + 0.001.a; — 0.0025.cos(3.1;)
We also add the following constraint: if the car falls in the ravine (if z €
(—1.2,—1.15)), then it gets stuck into it. To fully specify the MDP and to
characterize the car’s goal, one gives a +1 reward when it gets on the top

of the hill (z € (0.55,0.6)) and a —1 penalty if it falls in the ravine (if z €
(—1.2,—-1.15)). All other states have no feed-back (i.e. a 0 reward).

The shape of the optimal value function and some typical optimal trajecto-
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Fig. 7. The mountain-car problem. An underpowered car has to climb up a steep
mountain road while not falling into a ravine. As gravity is stronger than the car’s
power, the car has to gain energy by oscillating in a bassin in order to get to the top
of the mountain. This problem can be described as a MDP on the 2-dimensional

space involving position and speed of the car.

ries can be seen in figure 8. We test the aggregation approximation and the
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Fig. 8. Optimal value function and optimal trajectories for the moun-
tain-car problem. When acting optimally, a typical trajectory of the car consists
in going away from the goal to gain energy then getting to the top of the hill.

kd-tree refining procedure we described in the beginning of this subsection,
using a 256-state approximate model. Figure 9 shows the evolution of per-
formance along the iterative refinement of the kd-tree discretization and the
eventual discretization. We observe that, though the number of units/states
(and therefore the computational complexity) stays constant, the update of
the kd-tree/discretization allows to iteratively improve the performance. The
eventual discretization (the one which has the best performance) describes
precisely the regions encountered while following the optimal policy (compare

19



Mountain Car - 256 states
22

21

20

19

‘
mmE
3

18

17 +

16

Average performance

15 + 1 [T

14 | i s B

13

0 ‘5 J‘.O i5 2‘0 2‘5 Z;O Z;S 4‘0 4‘5 50
Iterations

Fig. 9. Performance evolution and final discretization for the mountain-car

problem. Iteratively refining the discretization allows to improve the performance

while keeping the complexity constant. The final discretization is precise along the

optimal trajectories.

figures 8 and 9).

3.3.2  Experiment 2: 5-dimensional car driving

In order to further validate our approach, we made experiments on a more
difficult control problem which is inspired by autonomous mobile robotics [17].
We consider an MDP describing a car-like driving vehicle evolving in a C-shape

A y .
Goal region
Walls P
A possible state
\
Y
X

Fig. 10. Features of the car driving dynamics and C-shape environment
in which it is embedded.

environment (see figure 10). The state is a 5-dimensional vector (z,y, 0, k, v, a):

e z and y are the coordinates of a reference point R on the car which is in
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Fig. 11. Performance evolution for the car driving problem. Iteratively re-

fining the discretization allows to improve the performance while keeping the com-
plexity constant.

between the rear wheels
e 0 is the car orientation (the angle with the axis (Ox))
e « is the instantaneous curvature (i.e. the inverse of the turning circle)
e v is the linear speed of the car.

The possible actions are:

e the instantaneous acceleration a € {—1;0;+2.5} and
e the instantaneous rotation wheel Ax € {—0.2;0;+0.2}

9 composite actions (a, Ax) allow to control acceleration and wheel rotation
at the same time. The dynamics of the problem is sum up in the following
laws (which approximate the continuous time dynamics using dt = 1s):

(
Tir1 ¢ Ty + vy cos b,

Yir1 < Yp + Vg Sin 0y
{ Vi1 < Vgt a

0t—|—1 — V.K¢

| Fte1 < K+ Ak

We also add the following realistic constraints: |k| < Kpaz = 0.2, ‘?9—’; < Opaz =
0.2, v € (—2;5), and of course the vehicle cannot go through the walls of the
environment. Eventually, we give a +1 reward if the car gets to the goal region
shown in figure 10, and 0 reward else.

For this problem, we use the state aggregation approximation with a 4096-
leave kd-tree and start from a regular discretization. Figure 11 shows that
performance increases along the iterative refinement of the discretization. As
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it is hard to represent a 5-dimensional space, figure 12 shows (instead of a
final discretization) some examples of trajectories at different stages of the
discretization update process. Confirming the increase of performance, we
visually observe that trajectories keep on improving: they get shorter and
shorter, and the vehicle hits less and less the walls. Once again, our algorithm
allows to improve the performance, even though we constrain the complexity
(the number of states).

4 Conclusions

In this article, we recall a fundamental theoretical result: any mathematical
function that can be characterized as a contraction mapping fixed point can
be efficiently estimated with parallel asynchronous distributed computations.
By making the link between global and local computations (section 1), such
a result constitutes an interesting basis for constructing fully-understandable
asynchronous neurocomputing architectures.

Indeed, we exploit this result several times in order to build asynchronous neu-
rocomputing architectures for solving optimal control in a small state space,
reinforcement learning in small state space (section 2), and eventually for
quantitatively analyzing an approximation in the large state space case (sec-
tion 3). Comparatively to other approaches for control, these architectures
are derived from the general control formalism of MDPs. They are therefore
completely generic (they can be applied to any problem which can be for-
mulated as a MDP). Also, the computations we describe are mathematically
sound. In section 2, algorithms are known to converge to the optimal solu-
tions; in section 3, the refinement procedure of a discretization is based on
a gradient descent of the real approximation error (the distance between the
current solution and the optimal solution). We demonstrate the potential of
this approximation scheme on two complex control problems: the “mountain-
car” and a 5-dimensional realistic car driving problem (more details about the
problems we considered and many other experiments can be found in [15]).

The computations we describe for solving difficult control problems almost
entirely rely on asynchronous neurocomputing architectures. From a com-
putational point of view, such neural architectures may benefit from their
massively parallel structure to outperform usual digital computing. From a
neuroscience point of view, we hope that the tight relations that we stressed
between the optimal control problems and neurocomputing, and particularly
some analogies between our mathematically motivated computations and some
biologically inspired models as call propagation (section 2.2) and hebbian law
(section 2.3), will help understand better how the brain elaborates decisions.
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Fig. 12. Examples of trajectory evolution for the complex car problem
while updating the discretization. We randomely chose 10 initial state position
and we show how the trajectories starting from them evolve during the discretization
refinement procedure. We observe that trajectories are shorter and shorter, and that
they hit less and less the walls.
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