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Abstract

This paper presents complexity results by showing that the synthesis of Max-Poly quasi-interpretations over $\mathbb{R}^+$ is decidable in exponential time with fixed polynomial degrees and fixed max-degree and that the synthesis of Max-Plus quasi-interpretations over $\mathbb{R}^+$ is $\text{NPtime}$-complete with fixed multiplicative degrees and fixed max-degree. Quasi-interpretations are a tool that allows to control resources like the runtime, the runspace or the size of a result in a program execution. Quasi-interpretations assign to each program symbol a numerical function which is compatible with the computational semantics and roughly speaking provide an upper bound on sizes of intermediate values computed.

The synthesis problem is to find a quasi-interpretation for a given program. We show that this problem is decidable in exponential time for the class of Max-Poly assignments over real numbers with fixed polynomial degree and max-degree. The class Max-Poly contains the projections, max, addition, multiplication operations and is closed by composition. This class is broad enough to cover a lot of practical algorithms.

Then we consider the class of Max-Plus of assignments which consists of projections, addition, the max operation and is closed by composition. We extend the work of Amadio on the synthesis of Max-Plus quasi-interpretation over real numbers by establishing that it is $\text{NPtime}$-complete with fixed multiplicative degree and max-degree.
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1 Introduction

Quasi-interpretations provide a method to perform a static analysis of the complexity of first order functional programs. It assigns to each function symbol of a program a monotonic function that ranges over non-negative real numbers and which admits a polynomial bound. A quasi-interpretation gives an upper bound on the values computed along the execution of a program. By combining quasi-interpretations with termination proofs, we capture major complexity classes [6–8,16]. The quasi-interpretation applies also to byte-code resource verification [2] and to reactive programming [3]. For that purposes we are motivated in finding a quasi-interpretation for a given program, if there is one. The reader may consult the submitted survey [7] which presents quasi-interpretations.

From a practical point of view, the interest of this approach lies on the fact that (i) the quasi-interpretation method applies to a broad class of programs, (ii) the resource analysis is made off-line, and (iii) the resource certificates can be sent with the program in the mobile code context. A first prototype has been presented at Rule workshop [17] which shows the feasibility of our approach. A key challenge is how to automatically synthesize quasi-interpretations. Over natural numbers or rational numbers, the synthesis problem is undecidable because Robinson [18] proved that the arithmetic of rational numbers is undecidable by giving an arithmetical definition of the integers in the rationals. However, there is some interest to find smaller classes of assignments for which it is easier to determine whether or not there are quasi-interpretations. For this reason, Amadio [1] considers the Max-Plus assignments as candidates to determine quasi-interpretations over rational numbers. The Max-Plus class is the class of Max-Plus assignments which consists in projections, the addition, the max operation, and which is closed by composition. Amadio [1] establishes that the synthesis problem is \textsc{NPtime}-hard for Max-Plus assignments with bounded coefficients in \( \mathbb{N} \) and bounded max-degree and \textsc{NPtime}-complete for Max-Plus-multilinear assignments (assignments whose coefficients are in \( \{0,1\} \)) of bounded max-degree.

In this paper, we suggest using quasi-interpretations over non-negative real numbers. We show that the synthesis problem of the Max-Poly class of assignments is decidable in exponential time, as a consequence of Tarski’s theorem [19]. Whereas the general quantifier elimination procedure over reals has a complexity doubly exponential in the number of quantifier alternations, our problem remains exponential since we have only one alternation. The Max-Poly class of assignments is the smallest set of functions which contains projections, the addition, the multiplication, the max operation, and which is closed by composition. Actually, it appears that the class of Max-Poly quasi-interpretations is sufficient for daily programs. The complexity of the decision procedure is high, but we think that it is tractable because the quantification is bounded and the degree of the polynomials is at most 2 in practical cases. We demonstrate that over real numbers the synthesis problem remains \textsc{NPtime}-complete for Max-Plus assignments of bounded degree and bounded max-degree. This result extends the one of Amadio and differs in the following respect. The quasi-interpretation domain is the set \( \mathbb{R} \) of real numbers and
not the set \( \mathbb{Q} \) of rational numbers. One should have expected another result because of the analogy with linear programming. Recall that over \( \mathbb{R} \), linear programming is \text{Ptime}-complete and \text{NPtime}-complete over \( \mathbb{N} \). The proof used a different argument than the ones of [1]. Indeed, we cannot say that if \( x + y \leq 1 \) then we always have \( x = 1 \) and \( y = 0 \) or the inverse over \( \mathbb{R} \), and this kind of argument is used in [1] when \( x \) and \( y \) range over \( \mathbb{N} \).

The paper has the following organization. The next section defines a first order functional programming language. The section 3 introduces the notion of quasi-interpretation and call back to mind the main properties of quasi-interpretations. The section 4 concerns the decidability of the synthesis problem for the class of \textbf{Max-Poly}. Section 5 is devoted to the results of \text{NPtime}-hardness and \text{NPtime}-completeness over \textbf{Max-Plus}.

2 First order functional programming

Throughout the following discussion, we consider three disjoint sets \( \mathcal{X}, \mathcal{F}, \mathcal{C} \) of variables, function symbols and constructors.

2.1 Syntax of programs

\textbf{Definition 1} The sets of terms and the rules are defined in the following way:

\begin{align*}
\text{(Constructor terms)} & \quad T(\mathcal{C}) \ni v \quad \triangleright \quad := \quad c \mid c(v_1, \ldots, v_n) \\
\text{(terms)} & \quad T(\mathcal{C}, \mathcal{F}, \mathcal{X}) \ni t \quad \triangleright \quad := \quad c \mid x \mid c(t_1, \ldots, t_n) \mid f(t_1, \ldots, t_n) \\
\text{(patterns)} & \quad \mathcal{P} \ni p \quad \triangleright \quad := \quad c \mid x \mid c(p_1, \ldots, p_n) \\
\text{(rules)} & \quad \mathcal{D} \ni d \quad \triangleright \quad := \quad f(p_1, \ldots, p_n) \rightarrow t
\end{align*}

where \( x \in \mathcal{X}, f \in \mathcal{F}, \) and \( c \in \mathcal{C} \). We shall use a typewriter font for function symbols and a bold face font for constructors.

\textbf{Definition 2} A program is a quadruple \( f = \langle \mathcal{X}, \mathcal{C}, \mathcal{F}, \mathcal{E} \rangle \) such that \( \mathcal{E} \) is a finite set of \( \mathcal{D} \)-rules. Each variable in the right-hand side of a rule also appears in the left hand side of the same rule. We distinguish among \( \mathcal{F} \) a main function symbol whose name is given by the program name \( f \).

Throughout, we consider orthogonal programs which is a sufficient condition in order to be confluent. Following Huet [11], the program rules satisfy both conditions: (i) Each rule \( f(p_1, \ldots, p_n) \rightarrow t \) is left-linear, that is a variable appears only once in \( f(p_1, \ldots, p_n) \), and (ii) there are no two left hand-sides which are overlapping.
\[
\begin{align*}
\frac{c \in C \quad t_i \downarrow w_i}{c(t_1, \ldots, t_n) \downarrow c(w_1, \ldots, w_n)} \quad \text{(Constructor)} \\
\frac{t_i \downarrow w_i \quad f(p_1, \ldots, p_n) \rightarrow r \in \mathcal{E} \quad \sigma \in \mathcal{S} \quad p_i\sigma = w_i \quad r\sigma \downarrow w}{f(t_1, \ldots, t_n) \downarrow w} \quad \text{(Function)}
\end{align*}
\]

Fig. 1. Call by value semantics with respect to a program \( \langle \mathcal{A}, C, F, \mathcal{E} \rangle \)

### 2.2 Semantics

The domain of the computed functions is the constructor algebra \( T(C) \). A substitution \( \sigma \) is a mapping from variables to terms. We say that it is a constructor substitution when the range of \( \sigma \) is \( T(C) \). We note \( \mathcal{S} \) the set of these constructor substitutions.

We consider a call by value semantics which is displayed in Figure 1. The meaning of \( t \downarrow w \) is that \( t \) evaluates to the constructor term \( w \). The program \( f \) computes a partial function \( [f] : T(C)^n \rightarrow T(C) \) defined as follows. For all \( v_i \in T(C) \), \( [f](v_1, \ldots, v_n) = w \) iff \( f(v_1, \ldots, v_n) \downarrow w \). Otherwise \( [f](v_1, \ldots, v_n) \) is undefined.

### 3 Quasi-interpretations

The central question of this paper is the synthesis of quasi-interpretation. The notion of quasi-interpretation is related to the notion of polynomial interpretations for proving termination of term rewriting systems introduced by Lankford [12] over \( \mathbb{N} \) and by Dershowitz [9] over \( \mathbb{R} \) (see also recent works like [13] of Lucas). After that [5] establishes for the first time interpretation as a useful tool to ensure complexity bounds, quasi-interpretations have been introduced by Bonfante [4], Marion [14,15] and Marion-Moyen [16].

The set of non-negative real numbers is noted \( \mathbb{R}^+ \).

**Definition 3 (Assignment)** An assignment of a symbol \( b \in F \cup C \) whose arity is \( n \) is a function \( \langle b \rangle : (\mathbb{R}^+)^n \rightarrow \mathbb{R}^+ \) such that:

(Subterm) \( \langle b \rangle(X_1, \ldots, X_n) \geq X_i \) for all \( 1 \leq i \leq n \).

(Weak Monotonicity) \( \langle b \rangle \) is increasing (not necessarily strictly) with respect to each variable.
We extend an assignment $\langle \cdot \rangle$ to terms canonically. Given a term $t$ with $n$ variables, the assignment $\langle t \rangle$ is a function $(\mathbb{R}^+)^n \to \mathbb{R}^+$ defined by the rules:

\[
\begin{align*}
\langle b(t_1, \cdots, t_n) \rangle &= \langle b \rangle(\langle t_1 \rangle, \cdots, \langle t_n \rangle) \\
\langle x \rangle &= X
\end{align*}
\]

where $X$ is a fresh variable ranging over reals.

Given two functions $P : (\mathbb{R}^+)^n \to \mathbb{R}^+$ and $Q : (\mathbb{R}^+)^m \to \mathbb{R}^+$ such that $n \geq m$, we say that $P \geq Q$ iff $\forall X_1, \ldots, X_n : P(X_1, \ldots, X_n) \geq Q(X_1, \ldots, X_m)$.

There are some well-known and useful consequences of such definitions. We have $\langle s \rangle \geq \langle t \rangle$ if $t$ is a subterm of $s$. And, for every substitution $\sigma$, $\langle s \sigma \rangle \geq \langle t \rangle$ implies that $\langle s \sigma \rangle \geq \langle t \sigma \rangle$.

**Definition 4 (Quasi-interpretation)** A program assignment $\langle \cdot \rangle$ is an assignment of each program symbol. An assignment $\langle \cdot \rangle$ of a program is a quasi-interpretation if for each rule $l \rightarrow r$,

\[
\langle l \rangle \geq \langle r \rangle
\]

**Example 5**

Given a list $l$ of tally natural numbers, reverse($l$) reverses the elements of $l$. The constructor set is $\mathcal{C} = \langle \text{nil, cons} \rangle$.

\[
\begin{align*}
\text{rev}(\text{nil}, z) &\rightarrow z \\
\text{rev}(\text{cons}(x, y), z) &\rightarrow \text{rev}(y, \text{cons}(x, z)) \\
\text{reverse}(l) &\rightarrow \text{rev}(l, \text{nil})
\end{align*}
\]

It admits the following quasi-interpretation.

- $\langle \text{nil} \rangle = 0$
- $\langle \text{cons}(X, Y) \rangle = X + Y + 1$
- $\langle \text{rev}(X, Y) \rangle = X + Y$
- $\langle \text{reverse}(X) \rangle = X$

**Definition 6** Let $c$ be a constructor of arity $n > 0$. An assignment of $c$ is additive if

\[
\langle c \rangle(X_1, \cdots, X_n) = \sum_{i=1}^{n} X_i + \alpha \quad \alpha \geq 1
\]

An assignment is additive if each assignment of constructor is additive.

**Definition 7** An assignment $\langle \cdot \rangle$ is said to be polynomial if for each symbol $b \in \mathcal{F} \cup \mathcal{C}$, $\langle b \rangle$ is a function bounded by a polynomial. A quasi-interpretation $\langle \cdot \rangle$ is polynomial if the assignment $\langle \cdot \rangle$ is polynomial.
All along, we shall always consider additive polynomial quasi-interpretations and consider programs which admit additive and polynomial quasi-interpretations. So, we often omit the adjectives additive and polynomial. When we write “quasi-interpretation”, we always mean “additive polynomial quasi-interpretation”.

### 3.1 Characterizing polynomial space and time bounded computation

The combination of the quasi-interpretation method with termination tools and particularly term orderings characterizes complexity classes starting from PTIME and PSPACE. We briefly list the main characterizations. The interested reader may consult the corresponding paper [8] in order to have details.

**Definition 8** A RPO$^QI$-program is a program that (i) admits a quasi-interpretation and (ii) which terminates by Recursive Path Ordering.

**Definition 9** A PPO$^QI$-program is a program that (i) admits a quasi-interpretation and (ii) which terminates by Product Path Ordering.

**Theorem 10** (Bonfante, Marion, Moyen [6]) The set of functions computed by RPO$^QI$-programs is exactly the set of functions computable in polynomial space.

**Theorem 11** (Marion, Moyen [16]) The set of functions computed by PPO$^QI$-programs with a quasi-interpretation is exactly the set of functions computable in polynomial time.

### 4 Decidability of the synthesis problem for Max-Poly

In this section, we shall see that finding quasi-interpretations over reals is solvable. It is a consequence of Tarski’s Theorem [19]. For this, we shall consider a logical formulation of the hypotheses of quasi-interpretation.

**Definition 12** The synthesis problem is as follows:

*inputs:* A program $f$.

*problem:* Is there an assignment $(-)$ which is a quasi-interpretation for $f$?

**Definition 13** The class of **Max-Poly** functions contains constant functions ranging over real numbers projections, max, addition, multiplication and is closed by composition.

Before proceeding to the main discussion, it is convenient to have a normal representation of functions in Max-Poly.
Proposition 14 (Normalization) Any Max-Poly function $Q$ can be written

$$Q(X_1, \ldots, X_n) = \max(P_1(X_1, \ldots, X_n), \ldots, P_k(X_1, \ldots, X_n))$$

where each $P_i$ is a polynomial.

PROOF. This is due to the fact that max is distributive with + and $\times$ over the reals. $\square$

Definition 15 (Degrees) We say that the max-degree of $Q$ is $k$ and the degree of $Q$ is the maximum degree of the polynomials $P_1, \ldots, P_k$, also noted $\times$-degree. We recall that the degree of $X_1^{i_1}X_2^{i_2} \cdots X_n^{i_n}$ is $\sum_{j=1}^n i_j$.

The quasi-interpretation of Example 5 belongs to the class Max-Poly.

Definition 16 A Max-Poly assignment belongs to the class $(k,d)$-Max-Poly if its $\times$-degree and its max-degree are respectively bounded by constants $d$ and $k$.

Theorem 17 Given constants $k$ and $d$, the synthesis problem for $(k,d)$-Max-Poly assignments is decidable in exponential time in the size of the program.

PROOF. A sketch of the proof is given here. The complete proof is in the appendix A. First we try to encode the synthesis problem into the synthesis of a first order formula. This transformation is done by eliminating the max operator. For example, a formula of the form $\max(p_1, \cdots, p_n) \geq \max(q_1, \cdots, q_m)$ is equivalent to $\land_{j=1}^m \lor_{i=1}^n p_i \geq q_j$. After that step, we try to eliminate quantifiers from a prenex form of our first order formula. This result due to Tarski [19] is known to have a complexity doubly exponential in the number of alternations of quantifiers. Since this number is bounded by a constant in the synthesis problem, we obtain the decidability of our problem with an exponential time complexity. $\square$

Remark 18 In practice, each program appears to admit a Max-Poly quasi-interpretation with low degrees, usually no more than 2 for the degree of polynomials, the arity of max being bounded by 2.

5 Synthesis of Max-Plus quasi-interpretations

There are at least two reasons to consider the synthesis problem for subclasses of Max-Poly functions. First, the procedure above has a great complexity. Second, it does not ensure that the assignment is optimal. Indeed, as [8] shows it, restriction over quasi-interpretations may lead to some lower bounds on the complexity of a program. For instance, Amadio [1] considered the max-plus algebra over rational numbers. Amadio established that the synthesis of Max-Plus quasi-interpretation is in NPTIME-hard and NPTIME-complete in the case of multi-linear assignments.
We demonstrate that it is \textsc{NPtime}-complete for \textsc{Max-Plus} assignments over $\mathbb{R}^+$ under some slight restrictions over degrees.

\textbf{Definition 19} The class of \textsc{Max-Plus}\{\;\mathcal{K}\} assignments contains constant functions ranging over $\mathcal{K}$, a subset of reals and is closed by projections, max, addition and composition and must verify that each constructor assignment is additive.

\textbf{Definition 20} We define the $+$-degree of a polynomial to be its maximal multiplicative coefficient.

The following result is due to R. Amadio [1]:

\textbf{Theorem 21} The synthesis problem for \textsc{Max-Plus}\{\;\mathcal{K}\} assignments of bounded $+$-degree and bounded max-degree and with variables ranging over $\mathbb{Q}^+$ is \textsc{NPtime}-hard if $\mathcal{K} = \mathbb{N}$ and \textsc{NPtime}-complete if $\mathcal{K} = \{0, 1\}$.

Now we are going to demonstrate that it is \textsc{NPtime}-complete for \textsc{Max-Plus} assignments over $\mathbb{R}^+$ (under some slight restrictions over degrees). The proof of \textsc{NPtime}-hardness is largely inspired by Amadio’s proof which reduces a 3-CNF satisfiability problem into a synthesis problem for a system of rules. However it differs for technical reasons: The corresponding rules allow the author to encode every disjunction using properties available over natural numbers, but no longer available over reals. For example, the following property is required by Amadio: $\sum_{i=1}^{n} \alpha_i = 1 \Rightarrow (\exists j$ such that $\alpha_j = 1$ and $\forall k \neq j \alpha_k = 0$). In the proof we add new rules to ensure a correct encoding over reals.

\textbf{Theorem 22} The synthesis problem for \textsc{Max-Plus}\{\;\mathbb{R}^+\} assignments of bounded $+$-degree and bounded max-degree and with variables ranging over $\mathbb{R}^+$ is \textsc{NPtime}-complete.

\textbf{Proof.} A sketch of the proof is given here. The complete proof is in the appendix B. We proceed by reducing a 3-CNF problem into a synthesis problem for \textsc{Max-Plus}. The reduction follows Amadio [1]. The main difference is that this property: $\sum_{i=1}^{n} \alpha_i = 1 \Rightarrow (\exists j$ such that $\alpha_j = 1$ and $\forall k \neq j \alpha_k = 0$) no longer holds over reals or rationals. However it is required in Amadio’s proof to encode literals into a synthesis problem. Indeed a function symbol $f$ having a quasi-interpretation $(f) = \alpha_1 X_1 + \alpha_2 X_2$ with $(\alpha_1 = 1 \land \alpha_2 = 2) \lor (\alpha_1 = 2 \land \alpha_2 = 1)$ is associated to each literal $x$. Thus we have to find a new encoding. We eliminate this problem by adding new rules:

$$f(x_1, \ldots, x_n) \rightarrow f(f(x_1, \ldots, x_n), \ldots, f(x_1, \ldots, x_n))$$

$$f(d(x_1, 0), \ldots, d(x_n, 0)) \rightarrow f(d(x_1, f(0, \ldots, 0)), \ldots, d(x_n, f(0, \ldots, 0)))$$

in the reduction. They give sufficient conditions on the considered assignments to allow the encoding of a 3-CNF formula in a synthesis problem. Finally, we show that the problem belongs to \textsc{NPtime} by showing that we can eliminate the max operator. Thus we obtain a problem of linear programming. The result follows since linear programming is \textsc{Ptime}-complete over reals. \hfill $\square$


A Decidability of the synthesis problem for Max-Poly

Proof of Theorem 17:

Given constants \( k \) and \( d \), the synthesis problem for \((k,d)\text{-Max-Poly}\) assignments is decidable in exponential time in the size of the program.

**Proof.** Suppose we have a program \( \langle X, C, F, E \rangle \). We have to show that the problem of synthesis for \textbf{Max-Poly} reduces to the satisfiability of a first-order formula.

**Notation 23** Given an \( n \)-ary symbol, its assignments of max-degree \( k \) and \( \times \)-degree \( d \) have the form:

\[
(f)(X_1, \ldots, X_n) = \max(P[f,1](X_1, \ldots, X_n), \ldots, P[f,k](X_1, \ldots, X_n))
\]

where \( P[f,i] \) are polynomials of degree at most \( d \). In other words,

\[
P[f,i](X_1, \ldots, X_n) = \sum a[f,i,j_1,\ldots,j_n]X_1^{j_1} \times \cdots \times X_n^{j_n}
\]

with \( 1 \leq i \leq k \) and \( 1 \leq \ell \leq n \) in \( 0 \leq j_\ell \leq d \), \( j_\ell \in \mathbb{N} \).

So, for all symbols, we introduce new (logical) variables \( a[f,i,j_1,\ldots,j_n] \).

**Definition 24** [Subterm property] Suppose that \( f \) is an \( n \)-ary symbol, the subterm property can be expressed by the formula:

\[
S[f] \triangleq \bigwedge_{j=1}^n S[f,j]
\]

with

\[
S[f,j] \triangleq \forall X_1, \ldots, X_n \geq 0 : \bigvee_{i=1}^k P[f,i](X_1, \ldots, X_n) \geq X_j
\]

**Definition 25** [Weak monotonicity] Take \( f \) as above. Recalling the definition of \( \text{max} \), weak monotonicity is expressed by:

\[
M[f] \triangleq \forall X_1, \ldots, X_n : \forall 0 \leq Y_1 \leq X_1, \ldots, 0 \leq Y_n \leq X_n :
\]

\[
\bigwedge_{j=1..k} \bigvee_{i=1..n} P[f,i](X_1, \ldots, X_n) \geq P[f,j](Y_1, \ldots, Y_n)
\]

**Definition 26** [Additivity of constructors] Take \( c \) a constructor symbol. To express the additivity, consider the formula:

\[
C[c] \triangleq a[c,1,0,\ldots,0] \geq 1 \quad \wedge
\]

\[
\bigwedge_{j=1..k} a[c,1,j_1,\ldots,j_n] = 1 \quad \wedge
\]

\[
\bigwedge_{j=1..k} a[c,1,j_1,\ldots,j_n] = 0 \quad \wedge
\]

\[
\bigwedge_{i=2..k,j_1,\ldots,j_n} a[c,i,j_1,\ldots,j_n] = 0
\]

11
Definition 27  The size \(|t|\) of a term \(t\) is the number of symbols in \(t\).

**Proposition 28**  Given an assignment \(\langle - \rangle\) of max-degree \(k\) and \(\times\)-degree \(d\) and given a term \(t\) of size \(m\), the max-degree of \(\langle t \rangle\) is at most \(k^m\) and its \(\times\)-degree is bounded by \(d^m\).

**PROOF.** The two results are obtained by induction on the size of \(t\). □

**Notation 29**  Propositions 14 and 28 show that the expressions \(P[f,i]\) can be extended to terms. In other words, we write
\[
\langle t \rangle(X_1, \ldots, X_n) = \max(P[t, 1](X_1, \ldots, X_n), \ldots, P[t, k'](X_1, \ldots, X_n))
\]
with \(k' \leq k^{\langle t \rangle}\) and the \(\times\)-degree of \(t\) is bounded by \(d^{\langle t \rangle}\), if the assignment is of max-degree \(k\) and \(\times\)-degree \(d\).

**Definition 30**  [Quasi-interpretation] Now consider a Max-Poly assignment \(\langle - \rangle\) of a program \(f\) whose max-degree is \(k\). Take a rule \(l \rightarrow r\) and define
\[
Q[l \rightarrow r] \triangleq \forall X_1, \ldots, X_p \geq 0 : \bigwedge_{i=1..l} \bigvee_{j=1..n} P[l, i](X_1, \ldots, X_p) \geq P[r, j](X_1, \ldots, X_p)
\]
with \(n \leq k^{\langle l \rangle}\) and \(l \leq k^{\langle r \rangle}\) (cf. proposition 28).

**Proposition 31**  The first order formula \(Q[l \rightarrow r]\) is true iff \(\langle l \rangle \geq \langle r \rangle\).

Using Definitions 24,25,26,30, we introduce the first order formula\(^1\)
\[
F[(X, C, F, E)] \triangleq \exists_{e \in C \cup F, 1 \leq i \leq k, 0 \leq j_1, \ldots, j_n \leq d} a[p, i, j_1, \ldots, j_n] : \bigwedge_{e \in C} C[e] \land \\
\bigwedge_{g \in F} (S[g] \land M[g]) \land \\
\bigwedge_{l \rightarrow r \in E} Q[l \rightarrow r]
\]

After a renaming of variables involved in the different inequalities: we can skolemize such a formula. We obtain a new one with an alternation of one block of existencial quantifiers for the coefficients of polynomials and one block of universal quantifiers for the variables. Now we state a quantifier elimination theorem over reals taken from [10] relying on the of Tarski principle and proving our decidability result:

**Theorem 32**  Suppose we have a cancellation ring \(K\) included in a closed real field \(R\) and we have a formula \(\phi\) composed of inequalities and equalities of polynomials with coefficients in \(K\) including existencial and universal quantifiers binding variables over \(R\). Moreover suppose that \(\phi\) is under prenex form with \(m\) the number of

\(^1\) \(n\) is the maximal arity of a symbol.
alternations of quantifiers blocks and $D$ the sum of the $\times$-degree of every polynomial involved in $\phi$. Let $n$ be the number of variables and $L$ the size of the boolean combination. There exists an algorithm of complexity $O(L)D^n$ that computes an equivalent quantifier-free formula.

Since we consider the multiplicative coefficients $a[f, i, j_1, \ldots, j_n]$ to be variables, the new multiplicative coefficients are all equal to 1. As a consequence we can take $K$ to be $\mathbb{Q}$. Let $\phi$ be the prenex of $F[(X, C, \mathcal{F}, \mathcal{E})]$, we know by hypothesis that the $\times$-degree of polynomials is bound by a constant $d$ and the max-degree is bound by a constant $k$. As a consequence $D \leq d \times L$. The number $m$ of alternations of quantifiers in $\phi$ being equal to 1, it remains to find bounds on $L$ and $n$ which are respectively the size of the boolean formula and the number of variables. One can remark that finding a bound for $L$ is the same as finding the number of inequalities added in $\phi$. Let $i$ be the maximal arity of a function, $\Delta$ the cardinal of $\mathcal{C} \cup \mathcal{F}$ and $\alpha$ the maximal size of a rule.

- **Definition 24** introduces at most $\Delta \times i \times k$ inequalities and adds at most $\Delta \times i$ universally quantified variables.
- **Definition 25** introduces at most $\Delta \times k^2$ inequalities and adds at most $2i \times \Delta$ new universally quantified variables.
- **Definition 26** introduces at most $\Delta \times k \times i^{d+1}$ inequalities and adds 0 new universally quantified variables. Indeed we observe that $\# \{(j_1, \ldots, j_n) | \sum_{i=1}^{n} j_i \leq d\} \leq n^{d+1}$.
- **Definition 30** introduces at most $\Delta \times k^\alpha$ inequalities and adds at most $\Delta \times i$ new universally quantified variables.
- the last formula above introduces 0 inequalities and at most $\Delta \times k \times i^{d+1}$ existentially quantified variables.

Finally, if $P$ is the size of the program we have $L = O(\Delta \times (i \times k^2 + k \times i^{d+1} + k^\alpha)) = O(P \times k^P)$ for $k$ large enough and $n = O(\Delta \times (4i + k \times i^{d+1})) = O(P^{d+2})$. Thus, since $D \leq d \times L$ and applying the theorem 32, we can eliminate the quantifiers with a procedure whose complexity is in $O(P \times k^P) \times (O(P \times k^P))^{O(i^{d+2})}$. Since the elimination of quantifiers consists in eliminating variables, we obtain a result to our synthesis problem, if there is one. To conclude we have demonstrated that the synthesis problem over Max-Poly for bounded $\times$-degree and max-degree is decidable in exponential time in the size of the program. \qed

\section*{B \ NPtime-completeness of the synthesis problem for Max-Plus}

**Proof of Theorem 22:** The synthesis problem for Max-Plus $\{\mathbb{R}^+\}$ assignments of bounded $+$-degree and bounded max-degree and with variables ranging over $\mathbb{R}^+$ is NPtime-complete.
PROOF. The proof of the theorem is inspired by Amadio’s proof of previous theorem but differs in the sense that Amadio used the following constraints on natural numbers \( \sum_{i=1}^{n} \alpha_i = 1 \Rightarrow (\exists j \text{ such that } \alpha_j = 1 \text{ and } \forall k \neq j \alpha_k = 0) \). Such a constraint is no more available in \( \mathbb{R}^+ \) and we have to find more rules to compensate this fact. It is divided in two steps. First, to prove the \( \text{NPtime}\)-hardness of the problem, we encode every 3-CNF problem in a \( \text{Max-Plus} \{ \mathbb{R}^+ \} \) synthesis problem. Then, we prove its \( \text{NPtime}\)-completeness by showing that the verification problem is \( \text{NPtime} \) in \( \text{Max-Plus} \{ \mathbb{R}^+ \} \). Throughout the following proof, every \( \text{Max-Plus} \) assignment will be written \( \max_{i \in I} (\sum_{j=1}^{n} \alpha_{i,j} X_j + a_i) \), as a consequence of Proposition 14, with the size of \( I \) bounded by the max-degree and \( \alpha_{i,j}, a_i \) in \( \mathbb{R}^+ \) bounded by the degree.

2 Proposition 33 Given an assignment \( \max_{i \in I} (\sum_{j=1}^{n} \alpha_{i,j} X_j + a_i) \), we have

(1) for all \( j \leq n \), there is \( i \in I \) such that \( \alpha_{i,j} \geq 1 \) (Subterm Property)

(2) for all \( i \in I, \sum_{j=1}^{n} \alpha_{i,j} \geq 0 \) (Weak Monotonicity Property)

B.1 \( \text{NPtime}\)-hardness

Proposition 34 [Forcing interpretation] Given a function symbol \( f \), we can find rules such that one of the two following conditions applies:

(1) \( \langle f \rangle(X_1, \ldots, X_n) = \max(X_1, \ldots, X_n) \)

(2) \( \langle f \rangle(X_1, \ldots, X_n) = \max_{i \in I} (\sum_{j=1}^{n} \alpha_{i,j} X_j) \) whatever \( \alpha_{i,j} \) are.

PROOF. We begin by (1). Let us consider the rule:

\[ e_1 \equiv f(x_1, \ldots, x_n) \rightarrow f(f(x_1, \ldots, x_n), \ldots, f(x_1, \ldots, x_n)) \equiv e'_1 \]

A quasi-interpretation of this rule must verify \( \langle e_1 \rangle \geq \langle e'_1 \rangle \). This condition implies that \( \langle e_1 \rangle \geq \langle e'_1 \rangle = \max_{i \in I} (\sum_{j=1}^{n} \alpha_{i,j}) \). As a consequence, for all \( i \in I, \sum_{j=1}^{n} \alpha_{i,j} \leq 1 \). Due to Proposition 33, we have for all \( j, a k \) for which \( \alpha_{k,j} \geq 1 \). With the previous inequality, this implies \( \alpha_{k,i} = 0 \) for all \( i \neq j \).

Thus, the interpretation has the form

\[ \langle f \rangle = \max(X_1 + a_{i_1}, \ldots, X_n + a_{i_n}, \sum_{j=1}^{n} \alpha_{i,j} X_j + a_i) \]

with \( \sum_{j=1}^{n} \alpha_{i,j} \leq 1 \). For sufficiently large \( X \), we have \( \langle e_1 \rangle(X, 0, \ldots, 0) = X + a_{i_1} \), the subterm property shows that \( a_{i_1} \geq 0 \). But, at the same time, due to the rule, we have \( \langle e_1 \rangle(X, 0, \ldots, 0) = X + a_{i_1} \geq \langle e'_1 \rangle(X, 0, \ldots, 0) \geq X + 2a_{i_1} \) which implies
Let \( P \) be a function such that 
\[
L((\sum_{i=1}^{n} a_{i}X_{i})^{a} + \max_{k \in I}(a_{k})) + a_{i} = \langle e_{2} \rangle \text{ when } X_{1} = \ldots = X_{n} = X.
\]
Let \( \sum_{j=1}^{n} a_{i,j} = \max_{i \in I}(\sum_{j=1}^{n} a_{i,j}). \) For \( X \) large enough and since \( \sum_{j=1}^{n} a_{i,j} = 1 \) and \( a_{i} = 0, \) we have: \( X + a^{d} \geq X + a^{d} + \max_{k \in I}(a_{k}) \) this is equivalent to \( a_{k} = 0 \forall k \in I. \)

Finally, we obtain that:
\[
\langle e_{2} \rangle = \max(\max(X_{1}, \ldots, X_{n}), \max(\sum_{j=1}^{n} a_{i,j}X_{j})) \text{ with } \sum_{j=1}^{n} a_{i,j} \leq 1.
\]

Since \( \forall X_{1}, \ldots, \forall X_{n} \in \mathbb{R}^{+}, \max(X_{1}, \ldots, X_{n}) \geq \max(\sum_{j=1}^{n} a_{i,j}X_{j}) \):
\[
\langle e_{2} \rangle = \max(X_{1}, \ldots, X_{n})
\]

To prove condition (2) of the proposition, we add a further rule:
\[
m(c(x_{1}, \ldots, x_{n})) \rightarrow c(g(0, \ldots, 0), 0, \ldots, 0)
\]
with \( m \) a function such that \( \langle m(x) \rangle = X \) (such a function exists according to the previous rules). The corresponding assignment has to verify that \( c + \sum_{j=1}^{n} X_{j} \geq c + \max_{k \in I}(a_{k}) \) which is equivalent to \( a_{k} = 0 \forall k \in I. \) Thus, \( \langle g \rangle = \max_{i \in I}(\sum_{j=1}^{n} a_{i,j}X_{j}) \) and (2) is proved. \( \square \)

**Remark 35** We can force the equality of the additive coefficients of constructor assignments by adding the following rules:
\[
m(c(x, 0, \ldots, 0)) \rightarrow d(x, 0, \ldots, 0)
m(d(x, 0, \ldots, 0)) \rightarrow c(x, 0, \ldots, 0)
\]

**Theorem 36** The synthesis problem for \( \text{Max-Plus} \{ \mathbb{R}^{+} \} \) assignments of bounded degree is \( \text{NP} \)-\( \text{TIME} \)-hard.

**PROOF.** As a consequence of the previous proposition, we can force a function \( f \) of arity 2 to have the quasi-interpretation below:
\[
\langle f \rangle = \max_{i \in I}(a_{i,1}X_{1} + a_{i,2}X_{2})
\]
Throughout the following proof, we consider (cf. previous Remark) that constructors have the same additive coefficient \( k \) in their respective assignment and we define \( a_{j} \) as the \( \max_{i \in I}(a_{i,j}) \) for \( j \in \{1, 2\} \) and \( a \) as the \( \max_{i \in I}(a_{i,1} + a_{i,2}). \) Trivially, we have that \( \alpha_{1} + \alpha_{2} \geq \alpha. \) Now, adding the rule:
\[
f(d(x_{1}, 0), d(x_{2}, 0)) \rightarrow d(f(x_{1}, 0), f(0, x_{1}))
\]
For $X_1 = X_2$, we obtain that $\alpha(X_1 + k) \geq k + (\alpha_1 + \alpha_2)X_1$. As a consequence and for $X_1$ large enough, $\alpha = \alpha_1 + \alpha_2$. A direct result is that:

$$\langle f \rangle = \alpha_1 X_1 + \alpha_2 X_2$$

since $\exists j \in I$ such that $\alpha_{j,1} = \alpha_1$ and $\alpha_{j,2} = \alpha_2$ which implies that $\forall X_1, X_2 \in \mathbb{R}^+, \forall i \in I \alpha_{j,1}X_1 + \alpha_{j,2}X_2 \geq \alpha_{i,1}X_1 + \alpha_{i,2}X_2$. Now, we are able to prove that we can associate rules to $f$ to constrain $\alpha_1$ and $\alpha_2$ to the following condition

$$(\alpha_1 = 1 \land \alpha_2 = 2) \lor (\alpha_1 = 2 \land \alpha_2 = 1)$$

By virtue of the subterm condition, $\alpha_1, \alpha_2 \geq 1$. We add the rules below:

$$f(c(x_1), c(x_2)) \rightarrow c(c(c(0)))$$
$$m(c(c(c(x)))) \rightarrow f(c(0), c(0))$$

They imply that $\alpha_1 + \alpha_2 = 3$. Now, adding the rule:

$$m(c(c(x))) \rightarrow f(f(0, c(0)), 0)$$

We obtain that $2k + x \geq \alpha_1 \alpha_2 k$. In other words, $2 \geq \alpha_1 \alpha_2$. Since, $\alpha_1 = 3 - \alpha_2$, we want the following inequality to be satisfied $\alpha_1^2 - 3\alpha_1 + 2 \geq 0$ with $2 \geq \alpha_1 \geq 1$. The only solutions satisfying this inequality are $(\alpha_1 = 1 \land \alpha_2 = 2) \lor (\alpha_1 = 2 \land \alpha_2 = 1)$. What we were expecting. Now we want to encode the satisfiability of a 3-SAT problem under 3-CNF in a synthesis problem. For that purpose, we associate to each literal $x_i$ appearing in a 3-CNF formula $\phi$ a function $f_i$ such that $\langle f_i \rangle = \alpha_1^i X_1 + \alpha_2^i X_2$. The table below shows the different values taken by the interpretation $\langle f_i \rangle$ in function of its coefficients and of its input arguments:

<table>
<thead>
<tr>
<th>Coefficients of $\langle f_i \rangle$: $(\alpha_1^i, \alpha_2^i)$</th>
<th>Arguments: $(x_1, x_2)$</th>
<th>Computed interpretation: $\langle f_i \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,2)</td>
<td>(c(0),0)</td>
<td>k</td>
</tr>
<tr>
<td>(1,2)</td>
<td>(0,c(0))</td>
<td>2k</td>
</tr>
<tr>
<td>(2,1)</td>
<td>(c(0),0)</td>
<td>2k</td>
</tr>
<tr>
<td>(2,1)</td>
<td>(0,c(0))</td>
<td>k</td>
</tr>
</tbody>
</table>

We suppose that the constant $k$ (respectively $2k$) is the encoding for the truth value True (respectively False). We want the evaluation of a literal to the truth value True (respectively False) to be encoded by the evaluation of the function $f_i$ quasi-interpretation in $X_1 + 2X_2$ (respectively $2X_1 + X_2$). Given a disjunction $D$ of the formula $\phi$, there are two basic cases in the encoding of its first literal:

- If the first literal of $D$ is $x_i$, we associate the arguments $(c(0), 0)$ to the function $f_i$. In this case, we have $\langle f_i(c(0), 0) \rangle = \alpha_1 k$. As a result, $\langle f_i \rangle$ will correspond to the truth value True if and only if $\alpha_1 = 1$, in other words, if and only if $\langle f_i \rangle = X_1 + 2X_2$. 
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If the first literal of $D$ is $-x_i$, we associate the arguments $(0, c(0))$ to the function $f_i$. In this case, we have $\langle f_i(c(0), 0) \rangle = \alpha_2 k$. As a result, $\langle f_i \rangle$ will correspond to the truth value $\text{True}$ if and only if $\alpha_2 = 1$, in other words, if and only if $\langle f_i \rangle = 2X_1 + X_2$.

In order to synthesize the previous ideas, we define $\text{arg}(x, D)$ to be the arguments of the function encoding $x$ in the disjunction $D$:

$$\text{arg}(x, D) = \begin{cases} (c(0), 0) & \text{if } x \text{ appears in } D \\ (0, c(0)) & \text{if } -x \text{ appears in } D \end{cases}$$

$\langle f(\text{arg}(x, D)) \rangle$ is equal to $k$ if $\langle f \rangle$ corresponds to $\text{True}$ and $x$ appears in $D$ or if $\langle f \rangle$ corresponds to $\text{False}$ and $-x$ appears in $D$. $\langle f(\text{arg}(x, D)) \rangle$ is equal to $2k$ if $\langle f \rangle$ corresponds to $\text{True}$ and $-x$ appears in $D$ or if $\langle f \rangle$ corresponds to $\text{False}$ and $x$ appears in $D$. Now, it remains to encode the disjunctions. For that purpose, we need a function $s_n$ of arity $n$ whose quasi-interpretation verifies:

$$\langle s_n \rangle = \alpha_1 X_1 + \cdots + \alpha_n X_n$$

This quasi-interpretation is obtained by adding the $n$ following rules:

$$m(c(x)) \rightarrow c(s_n(0, \ldots, 0, x, 0, \ldots 0))$$

with $x$ at the $i$-th position in the right member for $i = 1..n$. Finally, we associate the rule to every disjunction $D$ of the formula $\phi$ containing the literals $x_i$, $x_j$ and $x_k$:

$$m(c(c(c(c(x)))))) \rightarrow s_3(f_i(\text{arg}(x_i, D), f_j(\text{arg}(x_j, D), f_k(\text{arg}(x_k, D)))$$

whose interpretation is:

$$5k + X \geq \langle f_i(\text{arg}(x_i, D)) \rangle + \langle f_j(\text{arg}(x_j, D)) \rangle + \langle f_k(\text{arg}(x_k, D)) \rangle$$

At most 2 of the quasi-interpretations of the literals are evaluated to $2k$. In other words, it forces at least one of the function quasi-interpretation to be evaluated to $k$ (which corresponds to the truth value $\text{True}$). It remains to encode all the disjunctions of our problem. To conclude, we have encoded a 3-CNF problem (which is known to be $\text{NPtime}$-hard) into a synthesis problem over $\text{Max-Plus} \{\mathbb{R}^+\}$.

**B.2 $\text{NPtime}$-completeness**

Since our problem is $\text{NPtime}$-hard, it remains to prove that it is $\text{NPtime}$-complete (under some restrictions) by showing that it belongs to $\text{NPtime}$. Our restrictions concern degrees: we only consider assignments whose max-degree $d$ and $\times$-degree $k$ are bounded polynomially in the size of the program. This condition is not too restrictive since the majority of relevant programs admitting a quasi-interpretation in $\text{Max-Plus} \{\mathbb{R}^+\}$ falls in.
Theorem 37  [Verification] Suppose that we have a program \( p \) and of an assignment \( \langle - \rangle \) in Max-Plus \( \{\mathbb{R}^+\} \), we can check in time polynomial in the max-degree \( d \) and in the degree if \( \langle - \rangle \) is a quasi-interpretation of \( p \).

PROOF. Given \( p \) a program and \( \langle - \rangle \) an assignment. Let \( A \) be the maximum size of a right-hand-side term of a rule (we suppose that \( A \) is bounded without restriction). For every rule \( f(p_1, \ldots, p_n) \rightarrow e \), we can calculate \( \langle f(p_1, \ldots, p_n) \rangle \) and \( \langle e \rangle \) polynomialy with respect to \( A \) and \( d \). Consequently, it remains to verify that the quasi-interpretation inequality holds. The number of such comparisons to do corresponds to the number of rules and is bounded polynomially in the size of the program. We note:

\[
\langle f \rangle(X_1, \ldots, X_n) = \max_{i \in I} (\sum_{j=1}^{n} \alpha_{i,j} X_j + a_i)
\]

\[
\langle e \rangle = \max_{k \in L} (\sum_{j=1}^{m} \beta_{k,j} X_j + b_k)
\]

\( \{X_1, \ldots, X_m\} \) being the set of variables ranging over \( \mathbb{R}^+ \) and corresponding to the set \( \{x_1, \ldots, x_m\} \) of variables occuring in \( f(p_1, \ldots, p_n) \). By virtue of the max-degree definition and thanks to the proposition 28, we have \( \sharp I \leq d \) and \( \sharp L \leq d^{|e|} \leq d^4 \) The verification problem is to prove that the following inequality holds:

\[
\max_{i \in I} (\sum_{j=1}^{n} \alpha_{i,j} \langle p_j \rangle + a_i) \geq \max_{k \in L} (\sum_{j=1}^{m} \beta_{k,j} X_j + b_k)
\]

Suppose that \( r \) is the number of rules in our program, we eliminate the max in the right-hand-side of the inequality. Since \( \sharp L \leq d^4 \), we obtain at most \( r \times d^4 \) inequalities of the shape:

\[
\max_{i \in I} (\sum_{j=1}^{n} \alpha_{i,j} \langle p_j \rangle + a_i) \geq \sum_{j=1}^{m} \beta_{k,j} X_j + b_k
\]

Now we have to prove the previous inequality in polynomial time. It is satisfied in \( \mathbb{R}^+ \) if, a contrario, there are no \( X_1, \ldots, X_m \) in \( \mathbb{R}^+ \) such that:

\[
\max_{i \in I} (\sum_{j=1}^{n} \alpha_{i,j} \langle p_j \rangle + a_i) < \sum_{j=1}^{m} \beta_{k,j} X_j + b_k
\]

So we obtain at most \( r \times d^4 \) inequalities systems of the following shape:

\[
\left\{ \sum_{j=1}^{n} \alpha_{i,j} \langle p_j \rangle + a_i < \sum_{j=1}^{m} \beta_{k,j} X_j + b_k, i \in I \right\}
\]

Since \( \sharp I \leq d \), the size of each system is bounded by \( d \). Then we can solve each system in time polynomial in \( d \) thanks to linear programming and find a solution, if there is one. In this case, the assignment is not a quasi-interpretation. By iterating at most \( r \times d^4 \) times this resolution of systems, we have shown that verification problem for assignment of bounded degree is polynomial in the size of the program and in the max-degree. \( \Box \)