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Abstract Theoretical presentations of tipecalculus often treat the matching constraint computations as an atomic oper-
ation although matching constraints are explicitly expressed. Actual implementations have to take a more realistic view:
computations needed in order to find the solutions of a matching equation can have an important impact on the (efficiency
of the) calculus for some matching theories and the substitution application usually involves a term traversal.

Following the works on explicit substitutions in tlecalculus, we present two versions of thecalculus, one with
explicit matchingand one withexplicit substitutionstogether with a version that combines the two and considers efficiency
issues and more precisely thempositionof substitutions. The approach is general, allowing for potential extensions to
various matching theories. We establish the confluence of the calculus and the termination of the explicit constraint handling
and application sub-calculus.

Keywords Rewriting calculus explicit substitution explicit matching pattern matching.

1 Introduction

The ability to define functions by pattern matching is a powerful capability of language&lik#l [8], Maude [17],
Haskell [27] and ML [25,10]. Because of its induced programming and formal agility, matching is also a basic ingredi-
ent of formal islands over Java or C as implemented in the TOM system [40, 34]. Furthermore, pattern matching is not only a
useful programming paradigm, it can also deeply influence the computational behavior of a calculus, like its termination [16,
50]. The algorithms solving the corresponding matching problems can lead to the adequate solution(s) or can fail; but this
latter information is usually not expressed explicitly in the above mentioned formalisms. This ability to express matching
failures is a key point of thp-calculus.

The p-calculus was introduced to make all the basic ingredients of rewriting explicit objects, in particular the notions
of rule, i.e. of abstraction rule applicationandresult In the p-calculus, the usual-abstractiom X.N is generalized by a
rule abstractiof® — N, whereP is now an arbitrary term and not necessarily a variaglandN is the argument to be fired.
In such a rule, the free variables Bfare bound irN. The application of a rul® — N to a termM, denoted P — N) M,
evaluates to a terno(N) (the application of the substitutios to the termN) where o represents the solution(s) of the
matching betweeR andM.

The matching power of thp-calculus can be adjusted by using arbitrary theories. In classical term rewriting, this can
lead to non-deterministic behavioesd. what is the result of the application X +Y) — X toa+bif + is commutative?)
but, since “results” are first class citizens in fhealculus, we can represent all possible results as a single one using the
structure operator denoted by {e.g. ai b). The way these results are represented is also a parameter of the calculus since
different semantics are obtained according to the theories associated to the structure operator. Typically, if an associative-
commutative and idempotent status is given to this operator then, we recover the semantics £$t$8]t If one prefers
lists or multisets, then the corresponding formalization should be specified.
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The ability to parameterize the-calculus by a matching theory opens new possibilities and leads to a very expressive
calculus. Nevertheless, it is surprising that all the computations related to the considered matching theory still belong to the
meta-level. The same situation arises in Rogue [49], a programming language based on an untyped vergiecedfuhes
and primarily intended for implementing decision procedures. The operational semantics of Rogue as well as the rules
of the p-calculus use helper functions that are indeed implicit computations. These computations are conceptually and
computationally important in all matching theories, from syntactic ones to quite elaborated ones like associative-commutative
theories [23]. Therefore, to make explicit the handling of constraints, one must make explicit the matching and the constraint
(substitution) application.

A first step toward an explicit handling of the matching related computations was the introduction of matching problems
as part of thep-calculus syntax [15]. More precisely, theatching constraintsepresent constrained terms which are even-
tually instantiated by the substitution obtained as solution of the corresponding matching problem (if such a solution exists).
Matching failures can be treated in different ways. In early versions of the calculus [14] the application of a rule abstraction
involving a matching failure reduced to a special term represetti@dailureterm. Alternatively, in the current version of
the calculus, the matching constraints where the corresponding matching problem has no solution are in normal form.

In both cases, the matching constraints are solved and the resulting substitutions are applied in one step. In concrete
implementations these operations should be separated and should interact with other computations and, in particular, we
want computations on constraints and applications of constraints to be explicit.

The evaluation rules solving the syntactic matching problems at the object level were proposed in [12]. These rules
eventually transform a term constrained by a matching problem to the same term but constrained by the solved problem,
that is, by a substitution. The application of the resulting substitutions follows the approaches lissdanli with explicit
substitutions.

These calculi have been widely studied and provide a nice tool to deal with higher-order unification [22] or to represent
incomplete proofs in type theory [41]. As far as implementation issues are concerned, explicit substitution calculi play a
central role in some implementations of ML [38].

In all the explicit substitution calculi [1,37,46], substitutions can be delayed thanks t6 thée that transforms a
B-redex(Ax.a)b into the explicit application ona of the substitution that replacesby b. In the explicitp-calculus, the
application of substitutions is delayed to the moment where the original matching constraint is solved. Thus, the role of the
B rule is taken by the rule which transforms the application of a rewrite rule into the application of a matching constraint
and by the evaluation rules solving the obtained matching problem. This led to a caldaldg-calculus [46] simple and
without substitution compositions that we callegl

This calculus [12] handles at the object level not only the matching problems but also the application of the resulted
substitutions. Nevertheless, these two computations are handled differently and considered one at a time. In this paper
we present two versions of thecalculus, one with explicit matching and one with explicit substitutions, together with a
version that combines the two and considers efficiency issues and more precisely the composition of substitutions. This
allows us to isolate the features absolutely necessary in both cases and to analyze the issues related to the two approaches.
The result is a full calculus that enjoys the usual good properties of explicit substitutions (conservativity, termination)
and which is confluent. We show that tpecalculus, and especially expligit-calculi, are suitable as a useful theoretical
back-end for implementations.

The paper is organized as follows. Sections 2 and 3 consider respectively simple extensions of thecaleitus
for explicit substitution g5) and explicit matchinggdy). Section 4 first presents the combinatig}Y of the two previous
calculi enriched with a rule for combining term traversal (composition rule for substitutions). Secondly, properties such as
the confluence of the calculus and the termination of the explicit part are then established. Some possible extensions are
proposed and briefly discussed. We finally give in Section 5 some hints on a direct implementation of gsqalcitli.

2 Explicit substitution

We introduce in this section a generalization of fecalculus [46] that we calp-calculus with explicit substitutions and

that considers abstractions not only on single variables but also on patterns potentially containing several variables. On the
other hand, the obtaingalcalculus with explicit substitutions, denoted shoply, can be seen as an extension of the plain
p-calculus with explicit substitutions.

In the plainp-calculus, when reducing the application of a rule to a term, the matching between the left-hand side of the
rule and the term is solved and the resulting substitution is applied to the right-hand side of the rule at the meta-level of the
calculus. This means that, in one step, we compute the substitution solving the corresponding matching problem and apply
it.



Terms M,N,P 1= X (Variables)

| c (Constants)

|P—M (Abstraction)

|MN (Functional application)

| MIN (Structure)

| N[o] (Substitution application)
Substitutions [0} = id (Identity)

| A X=M, (Conjunction)

i=1..n
whereA is associative

Fig. 1 Syntax ofpg

This reduction can be obviously decomposed into two steps, one computing the substitution and the other one describ-
ing the application of this substitution. This decomposition does not mean that the matching related computations and the
application of substitutions are explicit but just that they are clearly separated. In this section we go a step further toward
an explicit version of the-calculus by proposing a version of the calculus where the substitution application is performed
explicitly while the matching problems are still solved at the meta-level.

2.1 Syntax ofpg

Since we focus here only on explicit substitution application and not on explicit matching, the general sytaxresfented

in Figure 1 restricts thmatching constraintsf the formN[P <« M] from the plainp-calculus [14] tesubstitution applications

of the formN [X = M]. More precisely, the general patterns of the matching constraints are restricted to simple variables. This
means that the matching constraints that we handle here are always in solved form and thus, the corresponding substitution
can be (explicitly) applied.

As in the plainp-calculus, the left-hand side of astraction(built using the “+” operator) defines the variables we
abstract on and some context information. A term in a left-hand side of an abstraction is qadléela An applicationis
implicitly denoted by concatenation. The terms can be grouped togethetintburegbuilt using the operator™). For the
scope of this paper we restrict to syntactic structuresno theory is associated to the structure operator.

The substitution applicatioroperator is a generalization of the similar one fragacalculus. In thed-calculus, ai-
abstraction binds only one variable and thus an explicit substitution consists in a single variable binding-talkthidus,
the pattern-abstraction can bind an arbitrary number of variables and thus the definition of a substitution is extended to
support multiple bindings. Thed symbol represents the identity substitution. We should point out that in this context the
symbol “=" is not symmetric.

We assume that the functional and substitution application operators associate to the left, while the other operators
associate to the right. The priority of the substitution application is higher than that of the functional application which is
higher than that of *— _* which is, in turn, of higher priority than the_? _".

The symbolsvi, N, ... range over the se¥ of terms, the symbolX,Y,Z,... range over the set of variables ¢ C .7),
the symbols, b, c,..., f,g,h range over a set” of term constants¥” C 7). Finally, the symbol$ Q range over the set
& of patterns, ¥ C &2 C .7). We callalgebraicthe terms of the fornf... ((f A)) A,)...) Ay with f € #" and we usually
denote them by (A, A, ..., An). The symbolsp, v, ... range over the se&b of substitutions. A term is callgpureif it does
not contain any explicit substitution application.

For the purpose of this paper we restrict to patterns that are either algebraic terms or structures consisting of this kind of
terms:

Patterns PQ:=X|c| f(P,P,....R) | P1Q

To simplify the reading, we adopt the following notation

N[i/\ XizMi] ifn>0

1>

N [X1 = Mi]?:l
id otherwise

Thedomainof a substitutionp = A X = M;, denotedZom(¢), is the set{X }{ ;.
i=1.n



Since we work in a calculus with binders, the usual notions of free and bound variable4 fcatoulus are naturally
extended by considering that all variables in the left-hand side of an abstraction are bound in the abstraction. The formal
definition for the set of free variables for the fore-comjrjgcalculus is given in Section 4 and the restriction toghealculus
with explicit substitutions is straightforward. As in any calculus involving binders, we work modulo-t@nversionof
Church, and modulo thieygiene-conventioaf Barendregt [2].e., free and bound variables have different names.

Remark 1 (Translation of-terms)
One can encode the-calculus in thep-calculus: given the set df-terms defined by

M,N:=X|AX.M | MN
the translation functioff | from A-terms top-terms is defined by
xX] =X
[AX.M] = X — [M]
[MN] = [M][N]

Thus, when translating-terms intop-terms the binderX” is replaced by the (rule) abstraction operates™like for the
following terms:

A-calculus p-calculus
AX.X X — X
AXAYX X Y -+ X
AX.(XX) | X = XX

As we will see in the next section, this translation is consistent with the reduction in the two formalisms: fBresltiction
of a A-term there exists a corresponding reduction of the translated term md¢h&ulus.

Example 1 (Encoding of propositional formulae)
Using the constantsue, false, not, and, or (denoting respectively the boolean values true and false, the negation, the con-
junction and the disjunction) we can define the following propositional formulagX, true) andor(not(X), not(Y)).

Example 2 (Rewrite rules)
Some rules to compute in the Boolean algebra:

— and(X,true) — X; the variableX is free in the patterand(X,true) and bound in the bod¥ of the abstraction.
— not(and(X,Y)) — or(not(X),not(Y)); this rule bounds the variablésandy.
— xor(X,X) — false; a non-linear rule.

The application of the second rewrite rule to the teron(and(true, false)) is represented by the terfmot(and(X,Y)) —
or(not(X),not(Y))) not(and(true, false)) and, as we will see in the next section, this term reduces{tot (true), not(false)).

2.2 Operational semantics p§

The evaluation mechanism of the calculus relies on the fundamental operatizatafingthat allows us to bind variables

to their current values. Since we want to define an expressive and powerful calculus, we allow the matching to be performed
moduloa congruence on terms. This congruence used at matching time is a fundamental parameter of the calculus and
different instances are obtained when instantiating this parameter by a congruence defined, for example, syntactically, or
equationally or in a more elaborated way [14].

Definition 1 (Matching)
Given a theonyr (i.e. a set of axioms defining a congruence relatlre)n

1. A matching equatiofis a problemP <« A with P a pattern and\ a term.
2. A substitutiong is a solution of the matching equatién< Aif 6P IA

The set of solutions d? < A is denoted by7ol (P < A).



(p) (P—M)N — M[X=Q], wherezol(P<N)={Q/X}I,
(8) (M, tM,) N — M;NIM,N
(Identity) M[id] - M

(Replace X[pA(X=M)Ay] — M

(van Y] -y Y ¢ 7om(¢)
(Const o] —c

(Abs  (P—M)[9] — Plg]—MIg]

(App  (MN)[9] — MI[9]N[¢]

(Strucy  (MIN)[9] ~ M[]INg]

Fig. 2 Small-step operational semanticspef

When restricting to syntactic matching, the matching substitution, when it exists, is unique and can be computed by a simple
recursive algorithm given for example by G. Huet [28]. It can also be computed by the following set of rules, that are applied
modulo the associativity and commutativity of the symholAs quite natural for a matching problem, we assume the sets

of variables of the left-hand and right-hand side of the equation to be disjoint. Otherwise, we refer to [32] for a complete set
of transformation rules.

M; M, < NjIN, — M, < N;A M, <N,
f(M,...,Mp) < f(N,...,Np)  — AL, (M, < N) (n>1)
X<«M A XM — X=<M

f(My,...,My) <9(N;,...,Np) — F if f£g

M < X - F if M # X

X<«M A X=<N — F if M#N

F AN C — F

Starting from a matching equation, the application of this rule set terminates and return€eithen there are no sub-
stitutions solving the equation, or a conjunction of match equatigngX; < Q) AfL; (¢; < ¢;) in “normal form” from
which the solutiof{Q; /X }{L; can be trivially inferred [32]. This set of rules could be extended to deal with more elaborated
theories like commutativity.

The operational semantics of tpecalculus with explicit substitutions is given in Figure 2 where the reduction rules of
the calculus are split into two categories:

— Rules describing the application of structures and abstractiopsterms.
— Rules defining the application of substitutions.

The(p) rule is used to reduce the application of an abstraction to a term by matching the left-hand side of the abstraction
against the term and triggering the application of the obtained substitution to the right-hand side of the abstraction. If no
match exists, the rule is not applied. The r(dg is inherited from the plaip-calculus and deals with the distributivity of
the application on the structures built with thé 6perator.

The rules handling the substitution application distribute it over the different operators until a variable or a constant is
reached. If the variable is in the domain of the substitution then the corresponding term replaces it; a substitution applied to
a variable that is not in its domain or to a constant is ignored. Since we consider classes of termsarmahuersion, the
appropriate representatives are always chosen in order to avoid potential variable captures (introduced hiAthe)rule

In this paper we consider a matching theory that is supposed to be decidable and unitary. These restrictions allow us to
focus on the design aspects of thecalculus and to have a modular approach to the intrinsic matching algorithms. Non-
unitary matching theoriee@. equational) can be also considered but the meta-theory is more complicated in this case.
More general patterns can be also used and the possible higher-order matching that should be used in this case is under
investigation.



We denote, as usually [2], the compatible closure of a rela#doy — ,, (also denoted?) and the transitive closure of
4, by, (also denoted?”). This way we define the relations, andeS induced by the rules dealing with substitutions
(i.e. (Identity), (Replace, (Var), (Const), (Abs), (App), (Struct)) and by the set of all rules in Figure 2, respectively. We
should point out that ippg and in the other calculi introduced in the next sections all the evaluation steps are performed
modulo the underlying theory for the conjunction (see Definition 3 for a precise definition of rewriting modulo).
One can notice that when replacing the patfeivy a variable in rulép), we recover théBetag) rule of A-calculi with
explicit substitution.

Example 3 (Application of a rewrite rule)

In order to compute the disjunctive normal form of a propositional formula, we use the rewriteotiad(X,Y)) —
or(not(X),not(Y)). The application of this rewrite rule to the tefrat(and(true, false)) is described in the-calculus by the
following reduction:

(not(and(X,Y)) — or(not(X),not(Y))) not(and(true, false))
—ps or(not(X),not(Y)) [X =true AY = false]
—app (O [X'=true AY = false]) (not(X) [X = true AY = false], not(Y) [X = true AY = false])
—eonst Or(not(X) [X = true AY = false], not(Y) [X = true AY = false])
o or(not(X[X =true AY = false]),not(Y [X = true AY = false]))
—Replace O (not(true Y = false]), not(Y [X = true AY = false]))
o or(not(true[id]),not(Y [X = true AY = false]))
F1dentity OF(not(true), not(Y [X = true AY = false]))
g or(not(true), not(false))

Example 4 (Application of a rewrite system)
We show how a structure of rewrite rules applies to a term. In a first approximation, this can be seen as the application of a
rewrite system.

(and(X,or(Y,Z)) —or(and(X,Y),and(X,Z))?

and(or(X,Y),Z) — or(and(X,Z),and(Y, Z))) and(or(true, false), or(false, false))
We use th€ d) rule to distribute the two rewrite rules:
5 (and(X,or(Y,Z)) — or(and(X,Y),and(X,Z))) and(or(true, false), or(false, false)) 2
(and(or(X,Y),Z) — or(and(X,Z),and(Y,Z))) and(or(true, false), or(false, false))
and we finally obtain (by reducing each rule application as in Example 3):
or(and(or(true, false), false),and(or(true, false), false)) ¢ or(and(true,or(false,false)),and(false,or(false, false)))

The application of a rewrite system is actually never as simple as presented above. Here, we encode only one (meta)
rewriting step but, in general, the encoding is more complicated because one needs to encode not only the application of a
rewrite rule at the top position of a term but also the reduction strategy guiding the application of the rules. The problem can
be solved, for example, by using (typed) fix-points to apply the rewrite system recursively (see [16] for a full presentation).

Example 5 (Multiple applications)
Since substitutions cannot be composed, the application of each substitution is done independently and can involve a lot of
evaluation steps needed in order to access to the leaves of the term (seen as a tree).

(9(X) = ((f(Y) — h(X,Y)) f(a)) g(b)
o ((F(Y) = h(X,Y)) f( ))[X—b}
= h(XY)[Y =a][X =Db]
— h(X,Y[Y =a]) [ X =b]
6 h(X,a) [X = D]
s h(X[X =b],a)
s h(baa)

If the substitutions are composed, then the term traversal related steps can be factorized as shown in Example 10.

3 Explicit matching

In this section we concentrate on the matching problems intrinsic tp-tedculus and, more precisely, we want to make
explicit the matching computations performed duringphevaluation. We propose here thecalculus with explicit match-



Terms M,N,P 1= X (Variables)

| c (Constants)

|P—M (Abstraction)

| MN (Functional application)

| MIN (Structure)

| N[Z] (Constraint application)
Constraints €¢,2 i=id (Identity)

|P<M (Match-equation)

| €ND (Conjunction of constraints)

whereA is associative antld is a neutral element

Fig. 3 Syntax ofpy

ing, denoted als@y,, that extends the plaip-calculus with evaluation rules dealing with the (syntactic) matching. In this
calculus the obtained matching problems are solved explicitly while the substitution application is done at the meta-level.

3.1 Syntax ofpp

The syntax of thep-calculus with explicit matching is given in Figure 3. The explicit substitutionsgothat can be consid-
ered as match equations in solved form are replaced by match constraints that will be solved in the evaluation process.
The symbolsg’, 2,& ... range over the set of (possibly empty) constraints. Iheymbol represents here the identity
constraint while in theg the same symbol was used to represent the empty substitution.
The domain of a constraiff, denotedzom(%), is intuitively the same as the domain of the substitution that solves all
the corresponding matching problems and is computed by taking the union of the sets of free variables of the patterns of all
the match-equations i&. The formal definition is given in Section 4.1.

3.2 Operational semantics pf,

The operational semantics of tpecalculus with explicit matching consists of two parts as shown in Figure 4.

As for pg, the first part describes the application of structures and abstractigngasms. This time thép) rule always
applies and reduces the application of an abstraction to a term constraint by the corresponding matching problem.

The matching problems are handled by the second part of the evaluation rules that are clearly inspired by the ones
presented in Section 2.2. A matching constraint is simplified using the decomposition rules which are strongly related to
the considered matching theory. As we have already mentioned, we consider only structures of algebraic terms as patterns
and we restrict to a decidable and unitary matching theory and, more precisely, to syntactic matching. Therefore, we do not
handle the higher-order symbolad. “—", “ <) and we only decompose the restricted patterns. The two decomposition
rules given in Figure 4 are thus performed.t. to an empty matching theory for the structure operator and for the constant
symbols. We consider that an empty conjunction amdepresent the same object and thus, the (Diecomposg ) can be
used for constants.€. n = 0) in which case the result is the identity.

When a part of the constraint is solved and independent of the rest of the constraint, the corresponding substitution
can be applied at the meta-level. We consider that the meta-application of the subs{itlifign to the termN, denoted
N{M/X}, is higher-order and thus perforrasconversion in order to avoid the possible variable captures. The condition in
rule (ToSubst guarantees that a matching problem is solved and thus (part of) the corresponding substitution can be applied
only if all its variables are assigned the same term. Non-linear matching problems can lead to matching constraints which
assign different terms to the same variable and which represent, intuitively, a failure (see Example 8). The doubletons in a
matching constraint are eliminated with the rgldem).

Notice that in the ruléToSubs}, because of the hygiene-convention, the intersection between the set of free variables
of M and2om(é A 2) is empty and thus, the variablesNhcannot be captured in the right-hand side of the rule.

The p-calculus (and in particulgey) is well-suited to deal with (matching) errors, represented by constraints without
solution, that is, constraints that do not represent substitutions. Depending on the intended use of the calculus we may want
or not to propagate such (constraint) failures. If the failures are propagated, the error’s location is lost and the final result
would be a term with constraints with no solution applied on each leaf of the term (considered as a tree). The information
contained in such a term seems useless when one wants to analyze the error and, for debugging reasons, we do not want to
lose the error’s location. This is why the failures are not propagated as they are but only the corresponding substitution (if
one exists) is propagated.



(p) (P—M)N — M[P<N]
6) (My 1 M) N — M;NIMN
(Decomposg  M; 1M, < NjN, — M <N, A My <N,

(Decomposg) f(My,...,Mp) < f(Ng,...,Nqy)  — iZ\l(Mi<<Ni)
(Idem) EANXKMAZAXEMIAE — CAX<KM)ADNE
(ToSubst N[Z A (X < M)A 2] — (N{M/X})[¢ A 2]

if X ¢ 20mM(% A D)
(Identity) M [id] - M

Fig. 4 Small-step operational semanticspgf

Example 6 (Application of a rewrite rule)
The term presented in Example 3 reducep-calculus with explicit matching as follows:

(not(and(X,Y)) — or(not(X),not(Y))) not(and(true, false))
—p or(not(X),not(Y)) [not(and(X,Y)) < not(and(true, false))]
—Decomposg ©(Not(X),not(Y)) [X < true AY < false]
Frosubst | OF(not(true), not(false)) [id]
Fldentty  ©Or(not(true),not(false))

Example 7 (Successful application of a non-linear rewrite rule)
When non-linear patterns are used, the (ldkem can merge the solved matching problems that are identical.
(xor(X,X) —» false) xor(true, true)
—p false [xor(X,X) < xor(true, true)]
false [X < true AX < true]
—1dem false [X < true]

T oSubst false [id]
false

~Decom posg

Hldentity

Of course, the application of a non-linear rewrite rule may lead to failures due to merging clashes. Merging clashes are
not reduced but kept as a constraint application failure.

Example 8 (Application of a non-linear rewrite rule with failure)
(xor(X, X) —» false) xor(true, false)
0 false [xor(X, X) < xor(true, false)]
—Dbecomposg false (X < true AX < false]

The next example illustrates the usefulness of explicit matching when we want to track the source (cause) of the failure.

Example 9 (Run-time error: matching failure)
Let us consider the following rule that checks if two persons are brothersf they have the same father:
Brother(Person(Name(X),Father(Z)),Person(Name(Y),Father(Z))) — true
When checking if two concrete persomdi¢e andBob) are brothers by applying this rule to the corresponding term:
Brother(Person(Name(Alice),Father(John), Person(Name(Bob),Father(Jim)))
we obtain as result the term
true [Z < JohnA Z < Jim
indicating that the variabl@ corresponding to the father cannot be instantiated corraatlythat the father of the two
persons is not the same.
This is in contrast with the-calculus with explicit substitutions where the application of the rule to the term is in normal
form indicates that the matching has no solution but gives no information on the source of this failure.



Terms M,N,P ::= (Variables)

| c (Constants)

|P—M (Abstraction)

|MN (Functional application)

| MIN (Structure)

| N[o] (Substitution application)

| N[%] (Constraint application)
Substitutions o,y =idg (Identity)

[ X=M (Equation)

oAy (Conjunction of equations)
Constraints €,2 = idm (Identity)

|P<M (Match-equation)

| €ND (Conjunction of constraints)

whereA is associative anidls andidn, are neutral elements

Fig. 5 Syntax ofpg,

4 Explicit substitution and explicit matching

The combination of the two previously introduced calcpli,andpy,, leads to a version of the calculus that handles explicitly
the matching constraints resolution as well as the application of the substitutions. This calculusp galfetlintroduced
in [12] does not handle the composition of substitutions, a key issue when one wants to obtain efficient implementations.

In what follows we add this feature and defimg The properties of this calculus are then studied.

4.1 Syntax ofpg,

The syntax presented in Figure 5 merges the ongg @ndpy, and definepg-terms. In what follows we refer to the three
categories opg-terms by simply calling therterms substitutionsandconstraintsrespectively.

One can notice that the conjunction operatds overloaded and it is used to build substitutions as well as constraints.
Since the two types of conjunctions are disjoint, in what follows, we will generally denote the corresponding idelgtities
andidy, by the same symbald.

We assume that the functional, substitution and constraint application operators associate to the left, while the other
operators associate to the right. The priority of the substitution application is higher than that of the constraint application
which is higher than that of the functional application. The application has a higher priority than “ which is, in turn,
of higher priority than the 2 _”. The equation operators are of higher priority than the conjunction operators. The equation
and conjuntion operators have a lower priority than the other ones.

Definition 2 (Free variables and constraint domains)
The set of free variables and the domain of a constraint (resp. substitution) are defined by:

FV(X) =[x}
7 (c) ) FV(P—-M) = F¥(M\F¥(P)

FZVY(MN) = Z¥M)UFZY¥(N) FZY(MIN) = Z¥(M)UZ¥(N)
FYINE]) = FV(EU(FVN\Tom®))  FH(N[]) = F¥(6)U(F¥(N)\Zom(s))
FV(CND) = FV(€)UVFYV (D) FV(ONY) =TV ()UTY (y)
FV(X=M) =FV(M) FV(id) = 0

FV(P<M) =.FV (M)

gomP <« M) = ZV (P 90ME ND) = 20m(€)U Zom(2)

2om(id) =0

~

ZomX =M) = {X} gom(@ Ay) = Fom(¢) A Zom(y)



(p) (P—M)N — M[P<N]
(8) (M IMp) N — M;NIM,N
(Decomposg  M; M, < Nj N, — M;<N;A M, <N,

n

(Decomposg) f(My,...,Mn) < f(Ng,...,Nn)  — AM<N)

(Idem) EANX<KMANIAXKMINE — CEAXKMIADNE

(ToSubst N[E A (X < M)A D] — (NX=M))[¢ A2
if X & Z0m(% A 9)

(Identity) M [1d] - M
(Replace X[9 A (X =M)Ay] — M

(Var) Y[9] —Y Y& 70m(o)
(Const clo] - c

(Abs (P—M)[9] ~ P[] —=Mo]

(ApP) (MN)[g] ~ Mg Ng]

(Strucy (MIN)[9] — MI[g]INg]

(Constrainy  (M[R < NJI_y) [¢] ~ (M[ODIP 9] < N[glIny >0
(Composg (N[ =M™, (0] ~ NPAX =M,  n>0

Fig. 6 Small-step operational semanticspgf

4.2 Operational semantics pf,

The evaluation rules gbg, are presented in Figure 6 and consist of those usedd@nd p,, together with a composition
rule.

The application of rule abstractions and structures as well as the matching constraints decomposition are inherited from
pm- As in py, when part of the constraint is solved and independent of the rest of the constraint, the corresponding substitution
should be applied. Ipg, the application of the substitution is just triggered (agd) in the rule(ToSubst and the rules
inherited frompg perform its application. Théldentity) rule represents in fact two rules, one for the identity substitution
and a second one for the identity constraint. When not clear from the context, the former iglcilgity) while the latter
is called(Identity).

The newly introduced rul€Constrain distributes the substitutions in the constraints. The (Glemposg defines the
composition of substitutions. The side condition for these two rules says that the constraint and respectively the substitution
cannot be identities. For simplicity, we used an abuse of notation in théColposgwhereN[¢ A X = M; [¢]]", denotes
the termN [¢p AX; =M, [] A ... A Xy =My [9]].

Example 10 (Multiple applications)
The composition of substitutions leads to more efficient evaluations. The following evaluation is obtained for the term
considered in Example 5:
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(g(X) — ((F(Y) = h(X.Y)) f(a))) g(b)
() = h(X.Y)) F(a) X =b]
XYY =a[X=b
HComposeh(an) [X =bAY = a[X = b”

" Const h(X,Y) [X =bAY = a}
—app  NX[X=DbAY =2 Y[X=bAY =a])
’_»Replace h(bv a)

All the evaluation steps dealing with the traversal of the th(,Y) are done only once this time since only one substitution
should be propagated.

The non-efficient route given in Example 5 can also be taken but while this was the only alternajie fiois problem
disappears fopg, if we apply the evaluation rules with a strategy [6] that gives the highest priority to the composition rule,
a canonical way to limit term traversal.

As mentioned at the beginning of this sectiop-aalculus handling explicitly the constraint solving and the substitution
application was coined for the first time in [12]. f}, there was no mechanism for the composition of substitutioasno
(Composgrule) and consequently, no substitution conjunctions. Therefore, we can copgidem restriction opg, where
all substitutions are simple equations and {@emposgrule is not available.

4.3 Properties opg,

The confluence of higher-order systems dealing with non-linear matching is still a difficult task since we usually obtain non-
joinable critical pairs as those coined for the first time by Klop [35]. This counter example can be encodea-tatbelus

but the encoding is a bit tricky and is smoothly described in the following section. This presentation is a direct translation
from [50].

4.3.1 Encoding Klop counter example in thecalculus

Let us begin by describing Klop’s counter example in classical rewriting. We recall that the non-confluence is due to a
non-linear rewrite rule.

Example 11[35] Let us consider the first-order rewrite system consisting of the rewrite Adésx) — e c(x) —
d(x,c(x)),a— c(a)}. The following reductions are obtained when reducing the &ajt

c(a)
\
c(c(a))
|
d(a,c(a)) c(d(ac(a)))
| |
d(c(a),c(a)) c(d(c(a),c(a)))

| |
e c(e)

We cannot close the diagram sineés in normal form and the smallest reduction frae) to e would reduced(e,c(e))
which can only be reduced by a reduction fra(e) to e, which contradicts the minimality of the reduction.

We can go a step further in the encoding by considekitgrms and higher-order rewriting. We introduce the following
A-terms and the corresponding reductions:

C = Y(AyAxd(x,yx) A = YC
C iy (AyAxd(xyx) C Ay CA
g Ax.d(x,Cx)

The A-termC simulates the behavior of the constargnd of the second rewrite rule, wherdasimulates the behavior of
the constané and of the third rewrite rule. We can thus omit these two rules and consider a variation of Klop’s example.
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Example 12If we add in theA-calculus the non-linear rewrite rul#® = {d(x,x) — e} to the 3-reduction then we obtain a
non confluent calculus. In fact, tAetermA reduces byaﬁu’%,, on the one hand teand on the other hand {€ e) and these
two terms do not share a common reduct.

We are now ready to give the encoding in fhealculus.

Example 13The usual fixpoint combinator is defined as in th&-calculus by:

Y & (yoex— (x(yy9)) (y = x—= (x(yyx))

and for anyp-term A we haveY A—-, A(Y A). We now define the following terms as in the previous example except that
the ruled(z,z) — eis directly encoded i€.

C = Y(y—»x—((dz2 —e)(dx(yx)))
Cryp (Y= x—((dz2 —e€)(dx(yx)) C
—p X—>((dz3 —e) (dx(Cx))

A = YC
We have the following reductions:
A CA ((dzz —e)(dA(CA))
Ce ((dzz —e)(d(CA)(CA)

D<—

The constane is in normal form and the smallest reduction frg@e) to e we must reduce the head redex. After several
reductions, we obtaif(dz2 — e) (de(Ce)) which can be head reduced only after a reduction f(@ws) to e. Since the
reduction is supposed to be minimal, we conclude by contradiction@gtcannot be reduced ®and thus that the two
reductions cannot be joined.

4.3.2 Proof scheme

As mentioned before, all the evaluation steps are performed modulo the theory of the conjunctigm@aulo the as-
sociativity and the neutral elements) and thus, we are performing rewriting modulo a set of axioms. We give first a formal
definition for this evaluation and then we introduce a more operational evaluation that is usually used in proofs and imple-
mentations. For a detailed exposition about rewriting modulo, we refer to [29, 30,32, 44].

Definition 3

Given a rewrite system R and a set of axioMghe termt (R/A)-rewrites tot’, denoted —,, t’, if there exists a rule

R/A
| —r € R, atermu, an occurrence» in u and a substitutioms such that «—, ufw < o(1)] andt’ «—, u[® « o(r)]
whereu[w < V] denotes the term with the sub-term at the positian replaced by.

Definition 4
Given a rewrite systerR and a set of axiom8., a termt (R, A)-rewrites to a ternt’, which is denoted by —RA t’ if there

exists aruld — r € R, a positionw in t, and a substitutiow such thatlw «—, o(l) (i.e. the sub-term of at positionw is
equivalenttoo (1)), andt’ =t[w <« o(r)] (i.e.t’ is equal tat where the sub-term at the positianis replaced by (r)).

In the following, we will denote byAl the set of axioms defining the associativity and the neutral eleritinesdids
for the conjunction and by ,, the equivalence relation induced by these axioms. In order to simplify the reading, we denote
by —y the relation—, ,, wherek is the rewrite relation induced by all the evaluation rules ex¢gptand (). Similarly,
we denote by—, the relation induced by the rules dealing with the application of substitutiongIdeatity) rule for
substitutions and the rules frofReplacg to (Composg). We denotepg, the rewrite system given in Figure 6, and thus we

obtain the relations- ., _ and 0 ngt
paaL T pg/m
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Definition 5 (Linear pg,)
A pattern idinear if it does not contain two occurrences of the same variable. We say that a subs{¥utiont;)' ;,n>0is
linear if all the variablesx; are different. We say that a matching constréiit< M;)!"_,,n > Oislinearif N, . ¥ (P) = 0.
ids andidy, are both linear.

Thelinear pg, is thepg, where all the patterns, substitutions and constraints are linear.

The general scheme of the proof of the confluence of the lipg#ollows the proof of the confluence of the full theory
of theA o, -calculus presented in [18] and uses a variant of Yokouchi-Hikita's lemma [51]:

Lemma 1l LetZ and.” be two relations defined on the same $etaind ~ an equivalence relation such that

— Z is strongly normalizing.

— Z is confluent module-, i.e., for all uv,w in 7 such that uZ* v and uZ* w there existt, in .7 such that vz* t,,
wWZ* t,and ~t,

— . has the diamond property, i.e., for allyw in .7 such that ¥”v and u¥’w there exists an elementt #7 such that
v.#t and wst

— % and.¥ are coherent module-, i.e., for all uv,w such that u~ v, uZw (resp. u”w) there exists a t such thatit
(resp. vt) and w~t.

— the following diagram (often mentioned as Yokouchi-Hikita’s diagram) holds:

u
7N
\' w

B SR, S
N

t, ~ t,
Then the relatioz* . %* is confluent module-.
Proof Since the coherence properties are strong, to go from the classical lemma given in [18] to this generalization is just a

straightforward verification. We only have to use these coherence properties as much as needed to “factorize” the coherence
relation at the bottom of all commutative diagrams given in [18]. In fact, we first prove by induction oa-thepth that:

u
7N
v w

B SR Ca
N

o~

Then we conclude by induction on ti¥é-depth ofu, and where we distinguish between the depth zero and nonzero. The
following diagram holds for the case zero

»*

u U u,
/l /l «//%)J/
o - U - G~
vZIE N, ~ v, AT ~ A ~ Vg

and the confluence follows sin¢g is coherent with~ and thusv, ~ v, Z* v, can be replaced by, 2* v ~ v,.
The diagram for the induction case is more complex but is handled similarly. O
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We thus split the evaluation rules pf, into two relations corresponding to the relatio/sand.” of the previous
lemma. A natural choice for the relatic# is — . In fact, the rules dealing with constraints and explicit substitutions should
be strongly normalizing and confluent (in explicit substitution calculi we always ask these properties for the explicit part).
The relations” cannot be the rewrite relation induced by tjpg and(§) rules since this relation verifies neither the diamond
property (thg(8) rule duplicates redexes) nor the Yokouchi-Hikita’s diagram (the relatiprduplicates also redexes). This
is why we use a parallelization of thip), (6) rules.

We first prove in Section 4.3.4 the termination-ef . Then we prove thats, is confluent, taking into account the fact
that rules can be applied modulo the associativity and the neutral eleritgnis,) for the conjunctions. Then we formally
define the parallelization dp) and(c) and show that it verifies the diamond property (Section 4.3.6). Finally, we prove the
Yokouchi-Hikita’s diagram and conclude the proof of the confluence of the limgay noticing that the parallelization and
the original relation have the same transitive closure.

First of all, we show the soundness of the explicit substitution reductions, a mandatory and useful lemma in any calculus
involving explicit substitution.

4.3.3 Soundness of explicit substitutions

First, we show that-, is confluent and strongly normalizing and thus defines a funeti@m terms. Secondly, we show
that explicit substitutions soundly relate to meta substitutions. The corollary is that the fuscEsociates to every term a
pure term (where all the substitutions have been applied).

Lemma 2 (Convergence of-)
In the linearpg, the relation—, is confluent and strongly normalizing.

Proof The relation—, is strongly normalizing by Lemma 8 which proves a more general result that is, the termination of
— . The local confluence is easily proved by observing that all critical pairs modulo Al are convergent and as a consequence
of the above properties, the confluence is obtained. We must notice that the linearity condition is mandatory since for example
the non-linear substitution applicatiotX = aA X = b] leads either t@ or to b. O

Lemma 3 (Soundness of explicit substitutions)
For all n, for all terms M and N, we have

N[X =ML, —c N{M;/X}Ls
Proof If n= 0 then the result follows by the application of tidentity) rule. Otherwise, we proceed by inductionidn

— If N is a variable, then if this variable is one of thefor i between 1 and then apply thgReplace rule. If not, then
apply the(Var) rule.

— If N is an application, theiN; N, [X; = M;]_; can be reduced using ti@&pp) rule to N, X = M, N, [X% = M]" ;.
Then, the result follows by induction.

— If N is a substitution application, then

N'X =ML, (9] Compose N'[p AX =M 9]y
= N M}
o NLOHM {0}/
o N{M/XI(0)

The first step (1) is the application of the induction hypothesis twice. The second step is valid sinc®iwersion we
can suppose that all th¢ do not belong to the free variablesdf. The third step is exactly the substitution lemma of
the plainp-calculus K ¢ .# 7 (M,)).

— The other cases are similar to the application one.

4.3.4 Termination of the constraint handling rules

First of all, we will show that—, is strongly normalizing and for this we use the lexicographic product of two orders. The

first order is a measure (a size) on terms such that the size of the right-hand side is smaller than that of the left-hand side for
the rules(ToSubs}, (Idem), (Replace, and the decomposition rules and equal for all the other rules. The second order is
based on a polynomial interpretation which decreases on all the other rules.
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The measure on terms defined below represents (an upper bound of) the size of the corresponding pure term where all
the pending substitutions were applied. The size of a tiéfi= M] is thus the size dfl plus the size oM multiplied by the
number of occurrences &fis N (called here the multiplicity oX in N), taking thus into account the possible instantiation(s)
of X by M in N. As far as it concerns the matching constraints, we have to take into account that they can (possibly) become
substitutions. We make thus an approximation and consider that for the terms of thi fBrza M], each variable oP is
(potentially) instantiated by a sub-termMfthat is approximated bi.

This measure is preserved by the duplicative ruas the term(X » X) [¢] and its(Struct) reductX [¢] : X [¢] have the
same size independently ¢j. Notice also that in the right-hand side of the r(if@Subs}, M is not affected by the variables
of the domain of6’ A & (by a-conversion) and thus, the size decreases (see Lemma 6).

Definition 6 (Multiplicity)
The multiplicity of the variableX in the termM, denotedity (M), is defined inductively by:

My (X) =1 My (Y) =0 ifX£Y

My (C) =0 My (P—=M) =, (M)

My (MN) = My (M) + 9y (N) My (M2N) = My (M) + 9y (N)

My (N[E]) = MZ(N[Z]) +My (N) My (NQ]) = MK (N[Q]) + My (N)
My (N[EAZ]) =M (N[E]) +M5 (N[Z]) - M5 (N[ Aw]) =5 (N[9]) + M5 (N[w])
M5 (MY =NJ) = Dty (N) x My (M) My (N[id) =0

MmS (M[P < NJ) = ;V . (N ( (M)—i—l)

whereX #Y andX ¢ .Z ¥ (P)

Definition 7 (Size)
The size of a ternM, denotedS (M), is defined as:

& (X) —1
&(c) =1 GP-M) =6(P)+6(M)
& (MN) =6 (M)+6(N) S(MIN)  =6&(M)+6(N)
& (N[Z]) =6°(N[¢])+6&(N) & (N[¢]) =6°(N[¢])+6&(N)
& (N[ZAZ]) =& (N[Z])+6° (N[Z]) S (N[pAy]) =& (N[9]) +6&° (N[y])
&°(M[Y =N]) =& (N) x My (M) 6°(N[id]) =0
S MP<N)= T &(N)x (smYi (M)+l)
Y,eF7 (P)

We should point out that the notions of multiplicity and size are compatilslé to neutrality of the conjunction operator
sinceid has no impact on the two notions. It is also compatiblet. the associativity of the conjunction amdr.t. o-
conversion.

Lemma 4 (Soundness of multiplicity)
For any term M and variable X such thatX.7 ¥ (M) we havent, (M) = 0.

Proof By induction on the structure &fl.

— M =Y with X #Y. By definition.
— M = c. By definition.
- M =P — M,. We havelty (P — M,) =971, (M;) and the result holds by applying the induction hypothesis.
- M =M, M,. Thendty (M; M,) = My (M,) + 9y (M,) and the result holds by applying twice the induction hypothesis
sinceX ¢ ¥ (M;M,) impliesX & ¥ (M,), X &€ F¥ (M,).
— M =M, ! M,. Similar to the previous case.
— M =M, [¥¢]. We can apply the induction hypothesis\io and getht, (M,) = 0. Then, we show (by structural induction
on %) that for all constrain®’, we havemg (M, [¢]) =
— % = (P < N). Apply the induction hypothesis du (induction on the set of terms).
— ¢ = (2, N Z,) then the result follows by applying the induction hypothesisioand Z, (induction on the set of
constraint).
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— % = id. The result holds by definition.
— M =M, [¢]. We proceed as before and we use an inductiot on
— ¢ = (Y =N). Apply the induction hypothesis 4.
— ¢ = y; Ay,. The result follows by applying the induction hypothesissoandy, (induction on the set of substitu-

tions).
O
Lemma5 (Preservation of multiplicity)
For any variable X and any terms M and N such thath} N, the following inequality holds:
My (M) =My (N)
Proof We can prove that for all constrairs, termsM andN such thatzom(é) N.Z¥ (M) = 0 we have
M5 (N[Y =M][€]) = M5 (N[]) @

The proof is done by induction d&f. We only show the basic cadeg., if ¥ =P < M'.

Mg (N[Y = M| [P < M) = (M) (0, (NIY =M])+1)

|
™
13

X

(

(2, (M) 20y (N) 9, (N) +1)
(1, (M) 20y (N) 9, (N) +1)
(

i

I
3

< (M) (9, (N)+ 1) By hypothesis and Lemma 4

i

One can notice that the conditioh¢ .7 ¥ (M) is not needed since the multiplicities i only depend on the variables in
the domain of¢” (and not onX).

We can also prove by an easy inductionrothat if X does not belong to ;.# ¥ (R) and if for alli, X #Y; then

My (N[/\ P <M > :fmx(N)fi > Smx('\/li)x(mxJ (N)‘H-) @
i=1.n i=1Xe77(R)

My (N [ A Yi=Mm > = My (N)“‘_ifmx(Mi) x My (N) ©)
i=1.n 1=

Since the multiplicity is defined by a monotonic induction it is sufficient to prove the result when the reduction takes
place at the root oM. We give all the computations for the relevant rules; they are similar for the remaining ones. In
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particular, the casé€Constrain not given here uses the Eq. 2.

(App) ) [0])

)[9]) + 9y (MN)

})"'[mf)x( )+ IS (M[9]) + My (N)

(9 AY =MAY])

)+MG(Y[9AY =MAY])

)+ (Y[9]) + 9% (Y Y = M]) + 9§ (Y [])
[Y =M])

) X My (Y)

===x=

(Replace

<<=Z=Z

Sy
<

(ToSubst /\( < M)A D))

ENY KM)AD])

€))+ms (N [Y<<M})+zm° (N[2])

%))+ My (M) x (My (N) +1) + M5 (N[Z])

%)) + My (M) x My (N) + 25 (N[2])

[Y = M][€]) + Dty (M) x My (N) + D5 (N[Y = M][Z])
+ g (NY = M][4 A 2])
%/\9])

]]Tzl[xl M|]| 1)

}m:)+z|smx (NI, = MJy)

N)+ 5 Dy (M) D (N)+ 5 9 (M) (8 (N) -+ 3 9 (M-)smx, (N))
N) -+ 3 9 (M) 9y (N) + 5 My (N) (mX(M] + 3 My (M) My (Mj>)
)*Zimx(M)mx +Z;imx(M X =M]L)

o, [ =0 = =]

m

TR VAR I TI
853383 5833883383883833388%8

X X X X X X X X X XOXOXOX X X X XOXoX

m

o

w
NN

PR

zzzzzzzzZ2<Z<

I
2

I
2
x

x

m

<

oo
/\/‘\

Lemma 6 (Preservation of size)
For any terms M and N such that My N, the following inequality holds:

6(M)=6&(N)

The inequality is strict if the reduction is done using either fReSubs} rule, or the(Replaceg rule, or the(ldem) rule, or
the decomposition rules.

Proof The proof of the lemma is similar to that of Lemma 5. We only give some cases:
(Replace)s (X [p AX =M Ay])

= & (X) +6°(X[9]) + &% (X[X = M]) + &¢ (X [y])

= 1J(r6; (X[@]) +6 (M) x My (X) +6° (X[w])
(ToSubst)G( [%/\ (X < M)A 9))

6 (X)+6° (X[EN (X <M)AT])
—G(X) & (X[?]) +6° (XX < M])+6°(X[Z])
> 146 (M) x My (X)

> G (M)
(ldem)S (N[EA X K M)AZ A (X K M)AE])
S (N)+6°(N[¢]) +26° (N[X < M])+6&¢ (N[Z]) +&° (N[&]) .
& (N)+6°(N[Z]) +&° (N[X < M]) + & (N[Z]) +&° (N[&])
SIN[EANX<KM)ATAD])
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Definition 8 (Polynomial interpretation)
We use the standard order on natural numbers in order to define the following polynomial interpretation:

3 (k) = 3 JP—=N)=3(P)+3(N)+1
J(IMIN) = JI(M)+3(N)+1 JMN) =3(M)+3(N)+1
INE) = I@O+IN)+1 IM[P]) = (3(9)+2)x T (M)
I(EAD) = 3(€)+3(2) J(ory) =3(9)+3(w)
J(id) = 0 J(X=M)=73(M)

JP<M) = 3J3P)+3(M)

We should point out that the polynomial interpretation is compatibte. to neutrality of the conjunction operator since
has no impact on the two notions. It is also compatiblet. the associativity of the conjunction amdr.t. o-conversion.
Moreover, since the addition and the multiplication are increasing on naturals, the monotonicity coaditipimplies
J(a) > J(b) is clearly satisfied. We show that for any terMsandN such thaM —, N the image oM is greater than that
of N for any replacement of the interpretation of the variablell@ndN by naturals bigger than 2.

Lemma 7 For any terms M and N such that M», N using eithelComposg, or (Constrain, or (Abs), or (Cons, or
(Var), or (Identity), or (App), or (Struct) then

J(M)>7T(N)

Proof For any natural number, for any termsN, M, for any pattern® and for any variable¥ the following equalities hold:

i ) =IN)+1+% (3(R)+3(M)) @)

3(N) x <2+ ZJ(Mi)) )

We can first remark that for any constra#it(resp. substitutio) we haved (¢) > 0 (resp.J(¢) > 0) and for any ternM
we haved (M) > 2.

(Identitys) 3 (M[idg]) = (3 (ids) +2) x T (M) = 2x I (M) > T (M)
(Identitys) 3 (M [1de]) = 3 (ide) + I (M) +1 =3 (M) +1> 3 (M)
(Var) I(Y[e]) =(3(¢)+2) xT(Y)>3(Y)

(Const)  3(c[9]) = (3(¢)+2)xT(c) >T(c)
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~
>
o
2
N—r
v
223992

vl

2

(Struct)  J((MIN)] xJI(MIN)+1
JM)+3(N)+1)+1
)

+2)xJ(N)+1

v

(Constraint)3 (M[R, < Ny [9]) "% (3(9) +2) x (3(M)+ 5,3 (R) + %, T (N) +1)

> 3i((3(9)+2) xI(R)+Zi((3(9)+2) xT(N))+3(9) +T (M) +1 0
=3RRI +I(NI[9])+3(9)+3(M)+1
=2 I(R[] <N [¢])+I(M[9])+1
=J3(M[P][R[o] <N I[o]IL,)
(Compose) I (N[X = M]L, [#]) = (3(#) +2) x T (N[X =M]L,)

"2 (3(9)+2) x (5,3 (M) +2) x 3(N)

— 3(N)x (2 (3() +2) + (3 (9) +2) x 5,3 (M)

>I(N)x(3(9)+2+(3(9)+2) x 3,3 (M)

Lemma 8
The relation— is strongly normalizing.

Proof Every pair of terms in— (strictly) decreases the lexicographic prod(&t(),J()). O
4.3.5 Confluence of the sub-relations

First, we show that-y is coherent modulo Ali.e., two equivalent (modulo Al) terms can be reduced to two equivalent
ones.
Lemma9 (Coherence modulo Al)
For any terms M, N, Msuch that M—, N and M~ ,, M’, there exists Nsuch that N~,; N and M —, N'.
M ~a M
c| ,C
N ~a N
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Proof The proof is done by case analysis on the rule used to reddciedo N. The diagram is easily closed for all rules
except for thglldem) rule, for which we may observe that, thanks to the extension variables (the variables«alietis
in the (Idem) rule), all the computations fromdl to M’ can be reproduced when performing thg reductions fromM’ to
N'. O

Lemma 10 (Local confluence modulo A1)
For any terms M, N, N, such that M—y N; and that Mi—y N,, there exist two terms;Nand N, such that N—--N; and

N, =N with Nj ~; Np:
M
AN
N, N

Cgl }PC

N~ N

Proof We proceed by induction ox. We suppose that the redexes are not disjoint (otherwise the result is easy to prove). In
what follows, we call “the first reduction” the reduction fravhto N, and “the second reduction” the reduction fréuto
N,.
— If M =M, M, then the two reductions take place in the saheThe result follows by applying the induction hypothesis.
— If M =M, [¥] then we proceed by induction &fi. If the two reductions take place M, then the result follows by
induction.
— If ¢ =id, then the result is obvious.
-If € = P <« M, then, if the two reductions take place irM, then the result follows
by induction. If the first reduction is a decomposition rule, lets sdpecomposg then

M; [P P, < N2

/\

M, [P, < N; AP, < N, My [P Py <Ny EN]

\/

1P < Ny AR, < NgJ
If the first reduction |51(ToSubs) then just swap the two reduction steps.

— If ¢ =6, N €. then, if the two reductions take place # or in €, then the result follows by induction. If the
first reduction is(ToSubst then just swap the two reduction steps. Otherwise the first reduction redueests
top position and thu®” must be equal modulo Al t&; A (X < N) A Z, A (X < N) A Z;. If the second reduction
takes place in one of th&, then the result follows easily. If the second reduction occurs in one occurreiteyof
reducing it toN’ then close the diagram on the left by reducing the remaining occurreridémd N’ and on the
right by first reducing the other occurrenceMfnto N’ and then apply thédem) rule. If the two reductions use the
rule (Idem) then there are two cases (any permutation of constraints in the first case is similar) :

We can have
G o (sm(x CM)AGAY <N)AGA (X <M)AGA(Y < N)/\%S)

and the first reduction eliminates the doubletons related &md the second reduction eliminates the doubletons
related toY. Then, to close the diagram simply swap the two reductions (this is possible thanks to the extensions
variables in thgldem) rule).
Otherwise

g (LA XS M)AGA (XS M)ABA (X < M)AE,)

and conclude the case as in the previous case.
— If M =M, [¢] then we proceed by induction gnand by case analysis on the rule used for the first reduction.
The interesting case is when the first reduction useg@oastraind rule and the second reduction is done using the
(ToSubst rule. In this case, the result follows using tf@omposgrule and Lemma 3. Let us denote(P, < N,) by ¢
andA;(P; < N;) by 2. In the following the simply write¢’[X = N] for A;(R [X = N] < N, [X = N]). Let us suppose
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moreover thaM; = M3 [% A (Y < M,) A 2] in which case the first reduction gives:

(My 6 A (Y < My) A 7)) X = N]

P Constraint M3 [X = N] [(5 [X = N] A (Y [X = N] < Mz [X = N]) /\9[)( = N]]

v M [X = NJ [ [X = NJA (Y < My [X = NJ) A 7 [X = N

—Tosubst Ms X=N][Y = M, X=N]][€[X=N]AZ2[X=N]]

Compose M3[Y =M, [X =NJAX=N[Y =M, [X=N]]][¢[X=N]AZ[X =N]]

By a-conversiony ¢ %% (N) and so, by applying Lemma 3, we get
MY =M, [X =NJAX =N][Z[X =N]AZ[X =N]] (1)

The second reduction gives:

(M3 [ A (Y < My) AZ]) [X = N]

Hrosubst (Ma[Y =M][¢AZ])[X =N]

Constraint M3 [Y = Mz] [X = N] [cg [X = N] ND [X = NH

> Compose M, X=NAY = M, [X=N]J[€[X=N]AZ[X =N]] (2)

Lemma 3 concludes the case showing that the t¢frmand(2) are equal.
Lemma 11
The relation—, is confluent modulo Al.
Proof We actually prove a stronger property, that is that the relation is Church-Rosser modulo A1, which is obtained ac-

cording to [44] from the strong normalization (Lemma 8), the coherence (Lemma 9) and the local confluence (Lemma 10)
modulo Al ofi—y. O

4.3.6 Parallel version of thép),(5) rules

The parallelization opd intuitively reduces redexes in parallel. The definition can be easily deduced from the one of the
A-calculus (see for example [18]) as already done for the pladalculus [3].

Definition 9 (Parallelization of pJ)
The parallelization of the relation induced by the rulg$ and(6), denoted—>p5H, is defined inductively by

M g M’
W P—Misy; P VL
MHPSH M’ NHP(SH N’ MHP% M’ Nr—>p5‘ N’
MN =5 M (P—=M)N 5 M[P<N]
M; Hpﬁ‘ M; M, »—>p5H M; N '_)"SH N M HPSH M N |—>p5‘ N’
(M12M2)Nr—>p5‘ M3 N2 M5 N MZN»—»MH M"Y N/
%Hpau M '_)PSH M’ ¢ '_)”5\\ o M HPBH M’
M ] =y W M 0] =y W9
N s, N N s, N
(P<N) =y (P<N) (X=N) =5 (X=N)
%HPSH v QHF"S\\ v 0 Tps, 4 V', 4

%/\@HP(SH CND (/‘)/\l//r—>p(SH o' ANy
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Lemma 12 (Diamond Property °f’—’paH)
For any terms MN,, N, there exists a term Msuch that the following diagram holds:

Proof The relatloneng is the parallelization of an orthogonal system. a

4.3.7 Yokouchi-Hikita’s diagram and the confluencepf

Lemma 13 (Yokouchi-Hikita’s diagram)
For any terms M, Nand N, in thelinear pg, there exists the terms{yM; such that the following diagram holds:

M

/ Y\
N, N

\ /

\ /
K™ p§ K™\ /K
N y
My~ My

Proof When the two steps froriul to N; and fromM to N, do not overlap, the lemma is easy. So we have to inspect every
critical pairt. Since a strict subexpression obéH redex can never overlap with@redex, it is sufficient to work by cases
on the derivation fronM to N;. We only consider théApp) rule. The other cases are simpler and similar.

(MN) [ =M]",

/ \
M =M] N[X =M]", )X =M,
M

><1M|1 XI |1

1 Asinthel oﬂ-calculus a critical pair has a slightly different meaning than the standard one because of the parallel reduction.
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((P— M) N) X =M]7,

K P9
(P—My) P<i = Mi}inzl) N [Xi = Mi]in:l (Mi[P" < N')) P<i = M” in=1
LK
(P—M, [anMianﬂN[)ﬂ Ml]inzl K

Py

(Mg [ = ML) < N[5 = M{]1L]

The case where thed, reduction fromM to N, concerns & redex is similar to the previous one.

Notice that the linearity condition is essential here since it ensures that thedale) is never used. If this condition is
not enforced and non-linear terms are allowed, the following (non-joinable) diagram gives a counterexample of Yokouchi-
Hikita’s diagram:

XX« (a—a)arX < (a—a) 3

K P9

XX« (a—+a)a XX «alakaAX < (a— a)a

Lemma 14

The relation.—HC =8 P is confluent modulo A1l.

I
Proof All the hypotheses of the Yokouchi-Hikita’s lemma (Lemma 1) are proved in the previous lemmas:

— The relation—y is strongly normalizing by Lemma 8.
— The relation— is confluent modulo A1 by Lemma 11.

— The relation—>p5H has the diamond property by Lemma 12.
— The relations—y and»—>p5‘ are coherent modulo Al: the coherenceepfs‘ modulo Al is obvious and the coherence of

— is obtained by Lemma 9.
— Yokouchi-Hikita’'s diagram holds by Lemma 13.

O
Lemma 15
The relation— _, , is confluent modulo Al.

Pz-Al

Proof We have— ; C o5, C thUSHp;Alg C s TC c o2 a1 and the reflexive and transitive closure of
(.—>—>C s ) is equal to—»po’Al. Then the confluence modulo Al QJBP%,Al is equivalent to the confluence modulo
Al of = s, Lemma 14 concludes the proof. ad
Theorem 1

The linearpg, is confluent (the relatior- is confluent).

pa/al

Proof The property follows from the previous lemma and the cohereneelgf AL modulo~,, [44]. a
e
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4.4 Possible extensions

In this paper, we only consider unitary matchings in the empty theory. In practice, it is interesting to have the possibility
to reason modulo (equational) theorigs.t. the defined constants. This can be done by adjusting the part of the calculus
dealing with explicit matching. For example, ttieecomposg) rule can be adapted according to the theory one wants to
deal with. For example, if we want to deal with commutative symbols fikénot necessarily binary) we obtain the rule
(Decomposg ) - where&, denotes the permutations £f, ..., n}:

(Decomposg) fe(My,...,Mn) < fe(Np,...,No) — 2 (/n\(Mi < NW)))

0eS, \i=1

If one prefers the AC (associative-commutative) matching theory, the corresponding decomposition rule should be specified.

Moreover, in most of the applications, the empty theory for the structure operaisrmbot sufficient. For example, if
one wants to encode multisets, the AC theory should be used. If one wants to encode rewrite systemsafciilas, one
needs a special theory for the structure so as to erase matching failures (this theory is presented in [16]). In such cases, the
rule Decomposeshould be modified in order to take into account the chosen theory and the conditions for the confluence of
the obtained calculus are under investigation.

We can also point out that deciding in the empty theory whether a matching constraint has a solution is equivalent to
solving it. In a more general context like, for example, associative and commutative matching, solving the matching problem
can be significantly more complex then deciding whether a solution exists. A first step towards an efficient approach would
be the use of “labeled” constraints that allow one to identify matching problems with at least a solution and matching
problems with no solution. The rules dealing with constraints will be extended to label solvable parts of constraints. Then,
the application of such a constraint labeled as solvable 3(ag. &) and independent of the remaining part, can be done
in a more efficient way by using a modified r[EoSubst and a new rulé¢Inde pendent

(ToSubst ~ N[ZAEAD] — (N[E)[EATZ] if Zom(ES)NTom(E AT) =0

(Independent N[% — N if 20mE°)N.Z¥(N)=0

In the pg labels are implicit: X << M” is labeled as a solvable constraint. The above two rules can also be used but, as we
said before, the efficiency is not improved when considering a syntactic matching.

5 Implementation of explicit p-calculi

Explicit substitution calculi have been studied from different points of view. Different calculi have been proposed so as
to obtain meta properties like confluence and preservation of strong normalization [37,46,18,19]. They have been used to
perform higher-order unification [22] just like to represent incomplete proofs in type theory [41] or to prove correctness of
compiler optimizations [36]. Moreover, explicit substitution calculi have been used in two significant practical systems [42]:
the Standard ML of New Jersey compiler and the Teyjus implementation of Lambda Prolog. [38] in particular precisely shows
that the use of de Bruijn indices and the ability to merge together structure travésmsatse(composition of substitution)
have a strong positive impact on the system performances.

The study of explicifp-calculi is thus also important for future implementations of languages based prctileulus.
Actually, the p-calculus provides the basis for a language combining functional language and rewrite based language
(ELAN, Maude...) features and thus besides providing a toy interpreter allowing us to experiment witicalwilus,
our implementation of explicjp-calculi is a first step toward such a language.

The rest of the section is devoted to the brief presentation of our implementation and of the support langivagehe
gap between the different calculi defined in the previous sections and the actual implementation is rather small and so, we
mainly focus here on the key featuresT@M that led to a natural implementation of the expljgitalculi presented in this
paper.

Following the experience &LAN, a strategic rewriting based language [8, 33)M was introduced to integrate rewrit-
ing into existing programming environments. A full presentatioT6M 2 is out of the scope of this paper but we refer to
[40] for a detailed presentation.

2 http://tom.loria.fr
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1. TOM performs list matching (unlikELAN that performs associative and commutative matching). Associative matching
gives the opportunity to match against associative symbols whereas list matching allows one to match lists which,
in general, have a different type universe. Constraints and substitutions are represented by lists of atomic matching
equations (built using the operatok”) and respectively equations (built using the operater™).

2. The overall evaluation process of a term with respect to a rewrite system and a given strategy can be implemented
straightforwardly inTOM since one can define separately the rewrite system and the strategy to evaluate it. This is a
good way to obtain a modular and easily maintainable implementation.

Schematically, the application of a rewrite systm—r,,lI, —r,, ..., } guided by a strategyval can be implemented,
for example, by a functioapply that has the following shape:
% match(S){

|l —-> return Iy;

[, => return r,;

}

return eval(s);
With such a construction we try to apply one of the rules at the head position and if this is not passibta,(matches
the subjecs) apply the strategygval describing how rules must be applied to sub-terms.

3. Thanks to an intensive use of the ATerm library [9], we obtain for free the corresponding maximal sharing representation
of terms for a given signature. Maximal sharing has strong impact on performances. First, we can test the equality of
terms in constant time (check the equality of memory addresses). Secondly, looping terms (like the dlassival
0o = (X — xX) (x — xx)) loop forever and do not cause a stack overflow error (unlike in the implementation of the
imperativep-calculus® [39]).

The implementation of the operational semantics of ghefollows the overall evaluation process given earlier. All
previously given examples can be simulated by the implementation. Our interpreter is availablepenatcalus web
pagé.

Conclusion and future work

We have proposedg@calculus that handles explicitly the (syntactic) matching constraints and the application of the resulted
substitutions. We have proved that it enjoys the classical properties of such a formalistne confluence of the calculus
and the termination and confluence of the constraint handling part. We have seen that the calculus is modular and can be
adapted to other matching theories for the defined constants and for the structure opefaterave shown that we can
either choose to be atomic and give a simple definition of substitutions fa9,ior more general and efficient and define a
calculus that handles substitution composition (gsgh

p-calculi and especially thpg, are new frameworks that provide us with theoretical foundations for a new family of
programming languages. Different extensions/variations gbthalculus are now available: in [39] an imperative version of
the calculus has been proposed and in [24] exceptions ip-teculus were studied. One can mention thatdghzalculus
allows one to design extremely powerful type systems such as those presented in [15,3,50]. The implementation briefly
described in this paper can be seen as the basis for programming language incorporating the features introduced in these
different extensions.

Related work:In [7], a calculus called the PSA-Calculus was introduced. The explicit application of a rewrite rule and
the explicit matching handlingvere coined for the first time in this ancestor of fhealculus. Nevertheless, it was a first
approach to make explicit rewriting and thus less powerful than the cypreatculus. For example, the PSA-Calculus is
not powerful enough to express strategies as explicit objects and thus there is a hierarchy between rules and strategies.

A rewriting calculus with explicit substitutions has been already proposed in [11]. This calculus is mainly an extension
of theA o-calculus and is called theo-calculus. The approach is less general than the one presented here since this calculus
makes explicit the substitution application but not the computations to go from constraints to substitutions. In [43], the
cooperation betwee@oq andELAN that automates the use of AC-rewriting is the proof assistant makes an intensive usage
of the po-calculus to represent proof terms of rewrite derivations. The explicit treatment of matchingop sheuld be a
useful tool to obtain normalization traces in some non-trivial matching theories.

Our work follows the line of the works on explicit substitution calculi and more generally on the way to represent higher-
order languages [21,4,5,45]. This paper shows that these works need to be extended to deal with the interaction of matching

3 http://rho.loria.fr/implementations.html
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and substitution. Even the works on generic calculi of explicit substitutions [48] cannot be used since, to the best of our
knowledge, they do not handle composition of substitutions. Of course, if such works would be extended, the embedding of
our calculus should be of interest.

Future work:Besides the extensions presented in Section 4.4 there are different points that should be studied

— understand how the approach proposed in [31] and, in particular, the permutation of substitutions can be applied in order
to simplify the notion of substitution for the-calculus.

— deal explicitly witha-conversion. There are many works that should be considered: deBruijn [20] indicésCdeulus
with explicit scoping [26], director strings [47].

— propose a powerful named exception mechanism that takes advantage of the very general management of errors. A first
approach has been sketched in [15].

— extend explicit first-order syntactic matching first to equational matching and then to higher-order matching.

More generally, we want to understand the features that one wants to propose in programming language based on the
p-calculus and how these features should be implemented. This question is strongly related to our intend to study integrated
programming and proving environments where computations and deductions are uniformly integratedynify func-
tional and rewriting based languagesy(, ML, ELAN, Maude), proof assistants and theorem provexs,(Coq, Isabelle,

PVS, ...).
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