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Multi-ensembles genéralises pour la programmation chimique

Résune : Gamma est un modele de programmation ou les calculs peatrervus comme des
réactions chimiques entre des données représentéesedes molécules flottant dans une solution
chimique. Ce modéle peut étre formalisé par la ré@aiassociative, commutative et conditionnelle
de multi-ensembles ou les regles de réécriture et lds-Bnsembles représentent respectivement les
réactions et les solutions chimiques. Dans cet articlasg@néralisons la notion de multi-ensemble
utilisé dans Gamma et nous présentons des applicatitasers divers exemples de programmes.
Dans un premier temps, les multi-ensembles sont étendusipdure les regles de réécriture qui
deviennent donc des molécules comme les autres (ordegisup. Cette extension est formalisée
par le~-calcul, un modéle de calcul chimique qui contient en quetgregles I'essence méme des
programmes chimiques d’ordre supérieur. Ensuite, emd@iet ley-calcul avec des constantes, des
opérateurs, des types et des motifs plus expressifs, mmstraisons un langage de programmation
qu’on appelle HOCL. Enfin, les multi-ensembles sont de naustendus en permettant d’exprimer
des multiplicités infinies et négatives. Sémantiqueplémentation et applications de cette extension
sont abordées.

Mots clés : multi-ensemble, modele de programmation chimiquesnieée, ordre supérieur, mul-
tiplicités infinie et négative
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1 Introduction

The Gamma formalism was proposed in (Banatre & Le Métag&3) to capture the intuition of
computation as the global evolution of a collection of atowalues interacting freely. Gamma
can be introduced intuitively through the chemical reactizetaphor. The unique data structure in
Gamma is the multiset which can be seen as a chemical saluti@mple program is made of a
reaction conditiorand anaction Execution proceeds by replacing elements satisfyingehetion
condition by the elements specified by the action. The re§@tGamma program is obtained when
a stable state is reached, that is to say, when no more resactm take place.

For example, the computation of the maximum element of a ngotymultiset can be described
by the reaction rule

replacez,ybyzifz >y

meaning that any couple of elementsandy of the multiset is replaced by if the condition is
fulfilled. This process goes on till a stable state is reaclieat is to say, when only the maxi-
mum element remains. Note that, in this definition, nothigaid about the order of evaluation
of the comparisons. If several disjoint pairs of elementsfsathe condition, the reactions can be
performed in parallel.

Gamma can be formalized as a multiset rewriting languagee litérature about Gamma, as
summarized in (Banatre, et al. 2001), is based on finiteisaitt of basic values (often called bags).
However, one may think of extensions to this basic conceatlloyving elements of multisets to be
reactions themselvehi@her-order multisefs to have an infinite multiplicityi@finite multisetsand
even to have a negative multiplicitiiybrid multisets

In this paper, we investigate these unconventional muksisactures (higher-order, infinite and
hybrid multisets) and show how they can be interpreted inemibal programming framework.
Section 2 presents the multiset as a mathematical struahdehow it has been used to express
programs. Section 3 presents thealculus, a small higher-order calculus that summarize$un-
damental concepts of chemical programming. Section 4daites HOCL, a programming language
built by extending the/-calculus with constants, operators, types and more esipeggatterns. Sec-
tion 5 presents the extensions of HOCL needed to handleaitkplipositive or negative, finite or
infinite, multiplicities. Section 6 proposes a represaatadf multisets suited to the implementation
of these extensions. We conclude in Section 7 with a revienglated work and a few perspectives.

2 A quick survey of the concept of multiset

2.1 Multiset as a mathematical structure

The notion of multiset is a concept appearing in many areasathematics and computer science.
Intuitively, multiset are a generalization of sets in whalkments can occur more than once. The
number of occurrences of an element is callednitdtiplicity. The multiset{a, a, b}, which is not
a set, is distinct fron{a, b}; the multiplicity of a is 2 in the former and. in the later. The word
multiset has been coined by De Bruijn in a private commuiaoatvith D. Knuth (Knuth 1981);
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4 Jean-Pierre Baatre, Pascal Fradet, Yann Radenac

other terms have appeared here and there in the literataheasubag, heap, sample, occurrence
set, etc. A survey of the theory of multisets can be found iizéBd 1991).

Even if the concept of multiset is very present in mathensatfisgic and, more and more, in
computer science, it has long been eclipsed by the clagSamatorian view of a set. Cantor states
that a given element can appear only once in a set. We willmottg details here, but its is clear that
this vision suffers some limitations; a well-known reprasgion of numbers is a collection of units,
for example the number 5 can be representdd | which looks like a multiset of. Cantor states
that every| is a different “instance” of and may be distinguished from the othisr however this
looks a bit artificial. In some way, multiset can be consideas a non-classical (i.e. non-cantorian)
set theory.

So far, we have implicitly assumed that the multiplicity ofiltset elements was positive and
finite. An intriguing extension of multisets, called hybritlltisets, has been introduced in (Loeb
1992). Hybrid multisets can contain elements with eithesitpe or negative multiplicity. For
example, the roots of the polynomial fracti?ﬁ% can be represented as the hybrid multiset

{1,272 371}, Multiplicities of elements are denoted by the exponemts®f polynomials under
the fraction bar are denoted by a negative membership.

Finally, it is interesting to get rid of finiteness limitatis and consider infinite multisets. Infinity
can come from an infinity of different elements (e.g. all gges) or from an element with an infinite
multiplicity. The later form, callednultiplet is the only form of infinity that we will consider here.
For example, the multiplgftl >}, represents a multiset containing an unbounded numhies.of

2.2 Multiset as a programming structure

Coming back to Computer Science, the article of (Dershofvitzanna 1979) introduced a multiset
ordering and used it to prove program termination. Actyaliyen a well-founded ordering on
elements of the multiset, it is possible to derive a wellfided ordering on multisets themselves.
This nice result allows elegant proofs of termination whitherwise could be awkward. Without
going into details, let us mention several areas of commdience where multisets are used: Petri
nets, databases, logics, formal language theory, regsistems, etc. More can be found in (Calude,
et al. 2001).

From Dershowitz & Manna’s work, stemmed another fruitfutad(later called the Chemical
Metaphor): the Gamma formalism where computation was ptedeas multiset rewriting (Banatre
& Le Métayer 1993). Gamma has been a source of inspiratianany unexpected areas as de-
scribed in (Banatre et al. 2001). Gamma is a simple modeiatipg on multisets of basic data. A
natural extension of Gamma is to generalize multisets sothley may contain not only data but
also programs (abstractions/reactions). This is the fitetnsion presented in this article in the form
of a higher-order chemical calculus. We proceed by extentiiat simple model into an expressive
Higher-Order Chemical Language: HOCL.

Another extension concerns infinite multiplets and theg insHOCL. These (infinite) multisets
can be atomically handled as any element (for example, d@ssiple to atomically extract an infinite
multiplet from a chemical solution), but it is also possibteselect a finite subset of the (infinite)
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multiset to react with other elements while leaving the iplét unchanged (as it contains an infinity
of elements!).

Finally, we consider the introduction of hybrid multisetelahe interpretation of negative mul-
tiplicities in a programming context. There are severalsfis interpretations; the one we take
consists in seeing an element with a negative multiplicéyaa anti-element (an annihilator). For
example, if an element such 2s® appears in a multiset it is interpreted as “annihilate” file Of
course, the extensions can be combined to allow elemertisawiegative and infinite multiplicity.
For example2~>° will instantaneously delete the 2's present or added in thitiset whatever their
number of occurrences.

3 The~-calculus: a higher-order chemical model

In this section, we introduce a higher-order chemical maa#ed they-calculus (Banatre, et al.
2005a, Banatre, et al. 2005b)-expressions are made of molecules. A molecule can be (am&r

M = =z ; variable
| ~(P)|M;]. My ; v-abstraction (reaction rule)
| My, My : multiset
| (M) ; solution
P = =z ; matches any molecule
| P, P ; matches a compound molecule
| (P) ; matches an inert solution

Grammar 1: Syntax of molecules in the-calculus.

mar 1) (1) a variable: that can represent any molecule, (2y-abstractiony(P)| M |.M> where
P is the pattern which determines the format (or type) of theeeted molecule); is the reac-
tion condition and)M, the result of the reaction, (3) a compound moledulé,, M>) built with
the associative and commutative constructor “,”, or (4) latemn denoted by M) which isolates a
moleculeM from the others. The model is completed by a small patterguage to match multisets
or solutions.

Molecules can be freely organized using the associativity@mmutativity (AC) of the multiset
constructor “,":

(My, Ma), M3 = My, (M, Ms) My, My = My, M,

These rules can be seen as a formalization of the Browniaiomof chemical solutions. The
operator= denotes the syntactic equality of two molecules. Two mdescare syntactically equal
if any of them can be rewritten in the other one by the AC openatand by the renaming of bound
variables.

PIn°1762



6 Jean-Pierre Baatre, Pascal Fradet, Yann Radenac

A solution (M) is a membrane that encapsulates a molediile Molecules inside a solution
cannot react or be rearranged with molecules outside thatiao. However, molecules can be
explicitly added to (or extracted from) solutions by reans.

Another distinctive feature of chemical models is the rieactoncept. In our model, it is rep-
resented by a conditional rewrite rule called theeduction. In order to represent conditions, we
assume an encoding for the boolearae andfalse, for example:

def def

true = y(z).y(y).x and false = v(z).v{y).y

A reaction is a rule of the form
(v(P)|C|.M), N — ¢M if match(P,N) = ¢ » $C = true

If a y-abstraction “meets” a closed moleculethat matches the patterd (modulo a substitution
¢) and satisfies the reaction conditiéh(i.e. ¢C reduces to true), then they may react. Hae
abstractiony(P)|C].M and the moleculéV are replaced by the moleculé// (i.e. the body of the
abstraction after substitution).

Substitution maps pattern variables to molecules@g.{x — true,y — false}. A substitu-
tion is applied to a molecule using the following rules

or = M ifo={..,e— M, ...}
¢ (My,Mz) = (¢My),(4M2)
(M) = (M)

o(y(P)[C].M) = ~(P)[C].0pM

whereg, p is the substitution restricted to the variables that do not occufin
Pattern-matching can either succeed (it returns a sutistitiy) or fail (it returnsfail). It is
formalized as follows:

match(x, M) = {x— M}

match({P), (M)) = match(P, M) A Inert(M)
m(ltC}L((Pl,PQ),(Ml,MQ)) = (match(Pl,Ml))@ (match(Pg,Mg))
match(P, M) = fail otherwise

A variable matches any molecule, a pattéf) matches any inert solutiofd/) (i.e. no reaction can
take place withinV/) such thatP matches\/. This entails that a molecule can be extracted from its
enclosing solution only when it has reached an inert stais.an important restriction that permits
to order (sequentialize) rewritings.

A patternP;, P, matches any compound moleculg , M, such that’; matches\/;, P, matches
M- and the two substitutions are compatible. Since pattemsan linear, variables occurring in
P, and P, must match identical molecules. The operatds defined as follows:

bo ® p1 = ¢20¢1 ifﬂ$-¢1$:MlA¢2€C:M2AM1¢M2
2T fail otherwise

fail @ z = x @ fail = fail
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def

where the composition of compatible substitutions is sheli(tps o ¢1)M = ¢o(p1 M).

An execution consists ify-reductions (“chemical” reactions) until the solution regenting the
program becomes inert and no further rewriting is possildesides AC rules which can always
been applied, there are two structural rules:

My — M, My — M,

l lit lution ————
O MMy — M, M, SOMTON Ay — (M)

Thelocality rule states that if a molecul&/; can react then it can do so whatever its contifxt
The solution rule states that reactions can occur within nested solsition

This model of computation is intrinsically non-determtidsand parallel. As long as reactions
involve disjoint molecules, they can take place simultarsoin a solution. Consider, for exam-
ple, the solution(y(z, y).x), true, false), it may reduce to two distinct inert solution&fue) or
(false)) depending on the application of AC rules and whethaiill match true or false.

The~-calculus is quite expressive and can easily encodet@culus. The following transla-
tion gives a possible encoding for the strletalculus. The functioij-] takes a\-term and returns
its translation as g-term.

[«] x
[\x.E] = v(z).[E]
[E1 E2] = ([E1]), (v(£)-f. ([E2]))

The standard call-by-namecalculus can also be encoded but the translation is sfightire in-
volved. As in the\-calculus, recursion, integers, booleans, data strustamithmetic, logical and
comparison operators can be defined withinthealculus. We do not give their precise definitions
here since they are similar to their definitions)aterms. From now on, we will give our examples
assuming these extensions (a pair of molecules is writtern\/s).

Note that abstractionsy(P)|C|.M) disappear in reactions: they are said todne-shot It is
easy (using recursion) to defimeshot reactions which do not disappear after reacting. Wewr
themreplace P by M if C as in Gamma. Formally:

a2 ||
e e

a

replace Pby Mif C £ letrecf =~(P)|C|.(M, f)in f
For instance, the following program
((2),(10), (5), (8), (11), (8), replace(z), (y) by (z) if z > y)

computes the maximum of a multiset of integers. The reactiandoes not disappear and reacts as
long as there are at least two integers in the solution. Tedtieg inert solution is

((11), replace(z), (y) by (z) if = > y)

Note that each integer is inside a solution so that the maatan match exactly two integers
(replace(z), (y) by ... would match any, possibly compound, molecule). This entgp@ made
useless in the next section using types and the ability temablecules of designated types.

PIn°1762



8 Jean-Pierre Baatre, Pascal Fradet, Yann Radenac

largestPrimel0 =
let sieve = replace(z), (y) by (z) if x divy in
let maz = replace(z), (y) by(z)if z > yin
((2), .., (10), sieve), (y(z).z, maz))

Program 1: Computes the largest prime number lower than 10.

Program 1 is the higher-order chemical version of the sié#ratosthenes used to compute the
largest prime number lower than 10. The execution procegétdlaws:

(((2),... . (10), sieve), y(z).(z,maz)) = ({(7),(5),(3), (2), sieve), v(z).(x, maz))
— (1), (5),(3), (2), sieve, max)
);

*

= ((7), sieve, max)

First, the n-shot reactiogieve computes all prime numbers. It selects two integeendy such
thatz dividesy (so,y is not a prime number) and replaces themk{j.e. removeg). Severakieve
reactions can take place in parallel as long as they invafferent pairs of integers. When the sub-
solution becomes inert (i.e. all prime numbers have beerpated), the abstraction(z).xz, max
extracts the inert solution and adds the prime numbers toehetionmaz which computes their
maximum. The final inert solution i§7), sieve, maz). The one-shot reaction rute((i), x).(i)
could be used to remove reactions and return only the insegegsult.

4 HOCL: a higher-order chemical language

HOCL is a programming language based on the previous motieh@ad with expressions, types,
pairs, empty solutions and naming (see Grammar 2). Expessionsist in integer, boolean, string
constants and associated operations. This extensioadgitesed in the previous section, is very
standard and does not need further explanation. We alse teesiotatiomeplace... by ...if ...

for n-shot (recursive) reaction rules. We present eachr @ktension in turn.

4.1 Types

The functional core of HOCL (the expressions) is staticbifyed using standard types (see Gram-
mar 2). We do not describe the typing rules which are the sanaa (first-order) statically typed
functional language. The chemical style of programming len designed to be very flexible.
In particular, solutions contain usually molecules of eliéfnt types (e.g. reactions, integers, etc.).
Therefore, it would not make sense to enforce homogenedutssts and compound molecules are
typed using the universal type Any type is a subtype of (VI', T' < *). Types are particularly
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Solutions
S = (M)
|
Molecules
M :=x
| My, M,
| A
Atoms
A=z
| [name =]y(P)|V|.M
| S
| V
| (A1:42)
Basic Values
Vi=a|0|1|...|Vi+Va| -V ]...

| true|false | Vi AV, ...
| i=V2[Vi<Vaf...
| “string” | VA@QV4 | ...

Patterns

Types

Basic Types
B ::=1Int | Bool | String

; solution
; empty solution

; variable
; compound molecule
; atom

; variable

; one-shot reaction rule, possibly named
; solution

; basic value

; pair

; integer, boolean and string expressions

; matches any molecule of tyfie

; matches any molecule even empty
; matches a named reaction

; matches an inert solution

; matches a pair

; matches a compound molecule

; basic type
; product type
; universal type

Grammar 2: Syntax of programs.

PIn°1762




10 Jean-Pierre Baatre, Pascal Fradet, Yann Radenac

useful in patterns where they serve to select values. Theiassd pattern-matching rule is
match(x:T,N) ={x+— N} if Type(N) =T

We make use of type inference to circumvent type annotafiopatterns. For instance, we may
write y(x)|V'].z + 1 instead ofy(x::Int) | V'].z + 1 since the type of can be statically inferred.

4.2 Pairs

This extension, denoted here Hy: A, is very standard. Note that the elements of a pair are atoms
and not multisets. Pairs of multisets would play a role simib solutions by providing a way of
isolating compound molecules from each other.

The rule for pattern-matching pairs is:

match((Plng), (NliNQ)) = ¢1 D (,Z52 if match(Pl, Nl) = ¢1 A match(Pg, NQ) = ¢)2

4.3 Empty solutions

The notion of empty solution in HOCL comes from the patterwhich can match any molecules
even the “empty one” (introduced below). This pattern isn@nvenient to extract elements from
a solution. For example, the following reaction extracssfrom its solution argument.

rmunit = replace(z,w) by(w)ifz =1

The patterno matches the rest of the solution which is returned as reffuthe solution contains
only al thenw matches the empty molecule and the empty solution is redurne

rmunit, (2,1,3) — (2,3) and  rmunit, (1) — ()
The rule for pattern-matching is just
match(w, M) = {w+— M}
The “empty molecule” is introduced by the rule for patternsioe form(P,w).

(match(P, My)) & (match(w, Ma)) if M = My, M,
(match(P,M)) & (match(w,0))  otherwise
When a moleculeV/ is decomposed intd/;, M> to match a patterdP;, P, one of M; or My

can now be the empty molecufe Reaction rules involving patterns need a special treatment.
Consider, for example, the reaction

mateh((P,w), M) = {

(replace(z,w) by w), (1),2

With the usual reduction rules, this molecule would reduc®,2 which is not a legal molecule.
Only the empty solution is legal, so if a reaction producesgimpty molecule it must be reduced as
follows

(v(P)|C].M),N,X) — (X) if match(P,N)=¢ r ¢C n &M =0
with X possibly empty. The reaction takes into account its enagpsolution and becomes global.
When a reaction produces a hon-empty molecule it is redwmadly as usual.

Irisa
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4.4 Naming

Reactions can be named (or tagged) using the symaxe = v(P) .... Note that if others atoms
can be named using pairs e(game:a), it would not be appropriate to use pairs to tag reactions
since they would not be able to react with other moleculesreomg. Names are used to match and
extract specific reactions. The rule for pattern-matchisnged reaction is

match((name = ), (name = N)) = {z — N}
We assume that when thet operator names a reaction, that name is kept in the solution:
letname = Min N £ N[(name = M)/name]

that is, the occurrences afame in N are replaced bysame = M. For example, in the follow-
ing example, the reaction incrementing the integer is named. After an arbitrary number of
increments, the reactiortop removessucc from the solution:

let succ = replacex by x + 1in
let stop = y((succ = z),w).win
(1, suce, stop)

This example also illustrates non-determinism in HOCL sitiee resulting solution may be any
integer.

4.5 Example of a distributed versions system (DVS)

As a more involved example, we consider several persorisgdibncurrently a document made out
of a set of files. These editors are distributed over a netandkeach one works on one node of that
network. Each node is independent from the others. Eacbredikes his own modifications in the
files and commits them locally on his node. So each editorkeadpcal version (and its history) of
these files. That version consists in the start files and abwedered patches applied to them: this
history is called é&ranch From time to time, two or more editors merge their brancloethat an
editor propagates (pushes) its modifications to othersoaiget changes from other editors.

The following example is inspired from Monotohe distributed version control system. Ver-
sions are identified by a hasB/a1) which is used to check if two editors have the same version or
not. Our system provides also the functibferge(by, b2) which returns a branch that contains all
modifications from two given branchésandb,. If a conflict occurs, the initiator of the merge must
resolve it. For simplicity sake, we assume in this examp@ete functiomV/ erge always succeeds:
either there is not any conflict, or if any conflict occurs isidved by an editor.

An editor can express his dependency on modifications madeth®r editors. If the edi-
tor on nodelV; depends on modifications made by editor on nddethen the boolean function
Serve(b;, b;) will be true. In other words, modifications present in therotaB; should be propa-
gated to the brandby. They may be both dependent on each other. Since any brancherge with

Ihtt p: //venge. net / monot one/
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dvs =
let edit = replace b by Edit(b) in
let push = replace by, by
by b1, Merge (b1, b2)
if Serve(by, b2) A Shal(by) # Shal(bs)
in
let sync = replace by, by
by Merge(by,bs), Merge(ba, by)
if Serve(by,b2) A Serve(ba,b1) o Shal(by) # Shal(bs)
in
let crash = replace by by Start if Crash(b;) in
let freeze = replace (edit =€),z by x in
let newVersion = replace (b1, x) by NewRelease(by), (b1, edit, z) in
((B1, ..., By, edit,push, sync, crash, freeze), newVersion)

Program 2: Distributed Versions System.

any other branch, editors have to organize themselves salthraodifications from all editors are
taken into account sooner or later. For example Sheve function may induce a tree where mod-
ifications may be propagated from the root to the leaves atelwersa. Or they may be organized
as aring, or any structures. Regularly, a freeze (snapehtite document is made to release a new
version to users. This is performed by a call to the funchitnu Release.

The overall system is described by Program 2. It consistsolwtion containing all branchég
The reaction ruledit represents the edition of any branch. It adds a modificatienldranch, a call
to the functionEdit. Reaction rulepush andsync merge branchegush propagates modifications
in one way, andync synchronizes two branches. If a node craskiésigh(b;)), the editor loses the
corresponding branch. The reaction rutesh resets the corresponding branch to an empty branch
(Start). At any time, the reactiotfreeze can initiate a snapshot of the document by removing the
edition ruleedit to stop any modification. When the solution becomes indrhrahches linked by a
Serve relation are up to date and the reactianuV ersion can occur. It uses a branch that has all the
modifications (it depends on the relatiosisrve) to release a new version (a call decw Release)
and regenerates the system by adding theddieto allow new modifications for the next release.
Figure 1 gives a possible state reached by the system. Ttiereidipending and two releases have
been madeW(ersionl andVersion2).

This example illustrates several properties of HOCL.:

e The execution ision-deterministic Any two branches may react to merge their differences
(if at least one of them serves the other). Merges (reacpors and sync) may not occur
each time a modification is made on a branch. In fact, edigmsmerges are asynchronous:
several editions may occur before a merge.
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newVersion

Version2

Versionl

Figure 1: A possible state of the DVS.

e The execution is potentiallyarallel. Several editions may occur at the same time and several
merges may happen at the same time if they deal with disjoaridhes.

e The system isautonomicin that it is self-repairing. If a crash occurs, we lose a bhan
but a simplepush or sync with another branch allows to recover all modifications thate
been propagated (however the editor loses all his localptopagated modifications). Other
autonomic properties may be included in a chemical progiidm.interested reader is referred
to (Banatre, et al. 2004) for more details on autonomic dbhahprograms.

e The specification ifiigher-orderand manipulates reaction rules to express coordinatioa. Th
freeze reaction removes thelit rule to stop edition. TheewV ersion rule waits for inertia
to call NewRelease which illustrates a basic sequentiality coordination. FleVersion
rule relaunches also the system by re-generating the solwfith the ruleedit.

5 Multiplets, infinite and hybrid multisets

Another generalization is to extend the class of multisetisfinite multisets and elements with a
negative multiplicity. The extension amounts to introdigcoperations to explicitly manipulate the
finite or infinite, positive or negative, multiplicity of aleents. The syntax of these extensions are
summarized in Grammar 3.

5.1 Multiplets

A multipletis a finite multiset of identical elements. This notion rel@n an equality relation be-
tween elements. Considering multiplets of reactions waaldse semantic problems as it would
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let choose = y(z::String, w).x in

let wheel = (“cherry”, “lemon”, “bell”, “bar”, “plum”, “orange”, “melon”, “seven”) in
let win = ~(x::String)3.“Jackpot!”in

(wheel, wheel, wheel, choose, choose, choose, win)

Program 3: The Jackpot program.

require an equality relation between programs whereaspteitt of solutions would pose imple-
mentations issues. In this paper, we limit ourselves toiplats of basic values (integers, booleans,
strings). In HOCL multiplets are defined and matched usingx@onential notation (see Grammar
3):

e if v is a basic value then* (k > 0) denotes a multiplet of elementsy. Similarly, in a
reactionz* denotes a multiplet of elements. The variablemust have a basic type:¢B).

e in order to match multiplets, the language of patterns igmokd likewise. A patternp”
matches any multiplet df identical elements matching.

Semantically, a multiplet” is just a shorthand fdt identicalv’s. Formally:
o' Ey and P EoED 4 if k> 1
Semantically, a patterR* is just a shorthand for the nonlinear pattern defined by
P'EP and PFEPHLP ifk>1
For example, the reaction replacing four 1's by four 2’s carspecified as

y(xt)|z =1].2* orequivalently ~v(z,z,z,2)|z=1].2,2,2,2

Another elementary example is the n-shot reaction comgtti@ root set of a multiplet by removing
repeatedly pairs of identical elements:

toSetl = replace z° by

In the Jackpot! program (Program 3), the reactiansose pick up nondeterministically an element
from the solutions representing the three wheels of a slahima. Thewin reaction checks if the
three drawn symbols are identical, i.e. if it can match a ipleit of size 3.

5.2 Variable-sized multiplets

A first generalization of multiplets is to allow variablegire exponentiation of constants or patterns.
The size of a multiplet becomes dynamic.
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Molecules

M:=... ; as before
| 1/1‘/2 ; multiplet with an integer expressidn

Basic Values

Vo ; as before
| [-]oc ; positive and negative infinity

Patterns

P = ; as before
| P* ; matches a finite size multiplet
| P* ; matches multiplets of any size
| P~ ; matches all elements of a multiplet

Grammar 3: HOCL extended with multiplets, infinite and negative muigjpies.

Letv be a basic constant afiflan integer expression, thet denotes a multiplet. If the normal
form of V is the integek thenv" = v*. We assume in this section that> 0. If & = 0 the multiplet
is empty and is treated in much the same way@assariable which has matched the empty molecule
(cf. Section 4.3). The case of a negative exponent is detiitiviSection 5.4.

A patternP* matches any strictly positive number of identical atomgniadly:

match(P*, (Vi,..., V&) = match(P,V1)®{x—k} ifk>0AVi,jel[lk.V,=V;

The substitution returned by a successful match maps thenexyp variabler to the number of
matched values.

For example, the n-shot reaction computing the root set afltipfet of the previous section can
be expressed using variable sized multiplet matching:

toSet2 = replace z" by xif n > 1

Whereas the previous versiamfet1) eliminated duplicates two by two, the ruleSet2 eliminates
a variable number (potentially greater than 2) duplicatesah step.

Another example is a quite natural specification of integé@sitbn (see Program 4). The program
makes use of two valueR and @Q which can be distinct strings for example. The dividend
translated into the multipleR* whereas the divisad is left as an integer. The integer division of
x by d is performed by grouping occurrences oR’s and replacing them by one occurrencenf
When the solution becomes inert, the multiplicity@frepresents the quotient and the multiplicity
of R represents the remainder. For example, the division of 7iby2rformed as follows:

(cluster,2, R") — (cluster,2, R%, Q) — (cluster,2, R®, Q%) — (cluster,2, R, Q?)
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intdiv = y(z:d).
let cluster = replace (d, R?) by (d, Q) in
(R*,d, cluster)

Program 4: Integer division.

5.3 Infinite multiplets

Another generalization consists in infinite multiplets.t kebe a basic value or a variable with a
basic type, them> denotes an infinite multiplet made of an infinity of copiesofFormally:

v> = M such thaCard(M) = co A\Vz € M.z =v

We do not introduce patterns of the fofAt™ to match an infinity of identical elements. Indeed,
extracting an infinity of elements from an infinity would nat tvell defined. Instead we introduce a
pattern matching all occurrences of a constant in the swlutdsing such patterns, infinite multiplets
can be manipulated as a single atomic molecule.

The patternP® matches all identical atoms occurring in the enclosingtamiu Formally:

matchpy (P*,N) = (match(P,a)) & {z +— Card(N)} A (Va' € N.a’ =a)
ANadM

The substitution returned by a successful match maps thablar: to the finite or infinite multi-
plicity of the matched value.

Note that pattern matching must take an additional arguiiieeme/) representing the remain-
ing of the enclosing solution to check that all occurren@sgetbeen taken into account. The reduc-
tion of a reaction with such patterns is of the form:

(7(P)|C].X),N, M) — (¢X, M) if matchp (P, N) = ¢ » ¢C

The complete solution is taken by the reaction and no otfastian in the same solution may occur
in parallel. Taking atomically all identical elements ofdgion is intrinsically a global operation.

For example, the n-shot reaction computing the root set otitiptet of the previous sections
can now be expressed as follows:

toSet3 = replacez” by zif n > 1

All duplicates of an element are removed in one reaction iede example, the solutiofa ', b*, toSet3)
is rewritten in two steps:

(a'0,b*, toSet3) — (a, b, toSet3) — (a, b, toSet3)

As another example, consider the traditional quicksorgmm where a set of integers has to
be compared with a predefined pivot. In order to distinguiighgivot from the other integers, we
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assume thatthe pivot had a special typeot (e.g. a type synonym dint). In the following solution
all integers lower or equal to the pivot are removed. We aerdihe pivot as a infinite multiplet of
an integer of typeivot (5°° here):

(5%,8,3,6,4,5, 3, replace(p:: Pivot), z,w by wif 2 < p)

As the number of pivots is infinite, all possible reactionsyrha carried out independently. This is
a way of expressing the fact that the pivot is a read only efermed as such can be accessed con-
currently. The use of read only elements in chemical spetifins has been proposed in (Chaudron
1994).

A standard way of accommodating infinite objects in prograngnfe.g. in lazy functional lan-
guages) is to use generators and on-demand evaluatiorowk@jl this idea, we would represent
infinite multiplets, for example the multiplde©, as

gend = replace z by z, zif (x = 4)

However, this encoding suffers two main problems: it makffcdlt to manipulate infinite multi-
plets (e.g. removing them) and the property, v>° = v is not satisfied.

5.4 Negative multiplicities

Hybrid multisets (Blizard 1990, Loeb 1992) are a generéibreof multisets where the multiplicity
of elements can be negative. A molecufe! can be viewed as a piece of “antimatter’or an anti-
v. Positive and negative multiplets of the same value canobéloit in the same solution, they
merge into one multiplet whose exponent is the sum of theioeent. Assuming a representation
of negative values—!, a negative multiplet is defined as:

v R E TR Tl i k< -1

The patternP~! is defined as matching (the representation:of} such thatmatch(P,v). The
patternP~* is defined a% occurrences oP~! :

pRE pkl pl g <1

The representation of negative values using reaction md@suming elements such as kil
y(x,w)|z = v]|.w would not be sufficient. The intended semantics enforcesuti@dv—! can-
not be in a solution at the same time. There is no guarantag albeen a reaction kil will react.
When negative multiplicities are allowed, the negative poditive multiplets of the identical ele-
ments must be merged after each reaction before proceedim@ther reactions. In other words,
reactions become global rewritings w.r.t. their solutidlle define this merging process using the
new reduction relation— defined by the two following rules:

(0,071 = () (v,071, X) — (X)
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The rule for reactions becomes

match(P,N) = ¢ o ¢C A (6M, X) il (Y) A (Y) £ (2)
(v(P)[C].M),N,X) — (Y)

A reaction takes a molecul@() matching its pattern but also the remaining of the solutish The
positive and negative multiplets occurring in the resulthe&f reaction ¢ M) are simplified with the
other multiplets occurring itX. A reduction step is global and consists in a reaction folldwy a
normalization by—.

Variable sized and infinite multiplet with negative muligiies are defined exactly the same way
as before. We match and produce valuesinstead ofv. In any case, a solution must be normalized
using— between two successive reactions.

As an example of use of negative multiplicities, rationa‘rmersg are represented by a molecule
which contains the prime factorization pfand ¢ but with negative multiplicities for the latter.
For example% is represented by the molecul2?, 5,372). The product of rational numbers is
computed simply by putting them in the same solution. Fonga, the product « 18—5 is performed
by merging their representations:

(22,5,372),(3,5,27%),7((f), (9))-(f.9) — (6%,37",271)

Infinite negative multiplets can be used to filter out all acences of an element (present or
to come) within a solution. Leti be the reaction computing the product of a multiset of intege
Then, the integer 1, being the neutral element of the prodactbe deleted prior to performimpg.
Thepi operator may be encoded by:

pi = y{x).(17°°, z, (replace z,y by = * y))
Before considering any product, all 1's are annihilated gicample:
(22,9,13,5,6), pi — (17°°,2%,9,5,6, (replacex,yby z xy)) — ...

After stabilization,1 —>° must be replaced bi(in case that the solution contained only 1's) and then
the reaction rule can be removed.

Other examples that come to mind include the specificatibagiarbage collector that destroys
useless molecules by generating their negative counteguan anti-virus that generates* each
time it identifies a virug. The negative multiplet will remove all occurrences (prese future) of
the corresponding virus from the solution.

6 Operational semantics and implementation
In previous work on chemical programming (Banatre & Le M&r 1993, Banatre et al. 2001,

Banatre et al. 2005b), solutions were always represeiaigistforwardly as multisets of elements
and reactions as AC rewritings. In the previous section, allewed the same idea and presented
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the semantics of multiplets by enumerating them in orderetgpkusing plain multisets and rewrit-
ings. However, we had to use infinite multisets and auxili@duction rules. Part of that semantics
description (in particular, the treatment of infinite msatis) is not directly implementable whereas
others facets (e.g. normalization by) seem very costly.

Here, we propose an alternative and more concrete (opeaditEemantics which can be used as
a basis for a reasonable implementation of multiplets. St extensions can be seen as program-
ming constructs manipulating the multiplicities of valuag propose a representation that makes
multiplicities explicit.

6.1 Representation of solutions

The central idea is to use the standard mathematical repgetis of a multiset, that is, a function
associating to each element of the multiset its multiplicBuch a function can be represented by
a table whose entries are the atoms of the solution; basieseare associated with a non-zero
integer whereas other atoms (reactions, sub-solutioesylarays associated with 1. In this paper,
we represent such functions/tables by sets of indexed alsmé closed molecul@/ is represented
by a set denoted bj/].

[(M] = [A] | [M], [Mo]
[A] ci= WF [ (P)C]M | ([M]) | (A1:As)

Each basic value is associated with its multiplicities,eothtoms are implicitly associated with
and sub-solutions are represented by a set as well. As hefioras of the formu! are writtena.
The key property of that representation is for any basicasily andvs

’Ulfl,’l)é€2 € [M] = U1 7&’02

that is to say[M] is a set w.r.t. to basic values.
Note that in set representation, a molecilebelongs to another on&f (i.e. X € M) if X
appears with exactly the same multiplicitiesth (modulo AC). For example:

23 € (4,2%,5)  (2%,4) € (4,2°,5) but 2% ¢ (4,2%5)

The translation of a closed molecule in its set-represiemté described in Figure 2. The first rule
(associativity) serves to transform the molecule into temalized formuy, (az, . .. , (an—1,an)...).
Identical basic values are merged into a single value assatiwith its global multiplicity. Sub-
solutions are translated into set-representation as wedreas other atoms are left unchanged. Mul-
tiplicities can be negative and infinite, that is:

kie€eZ, =—o0,...,—2,—1,1,2,... ;00
Addition is extended to deal with infinity as follows:
VkeZ oco+k=0o00 —o+k=-00 —0o0o+o0=_L1

For example, the solutiof2, (v(z).z + 1), (23,9,27°°),2, (v(y).y + 1)) is represented as the set
(2%, (v(z).x + 1), (v(y)-y + 1), (27%,9)).
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(M, Ma), Ms] = [My, (Mg, Ms)]
[R1tke M —oF2] ifoF2 € M A k1 + ke £0

[vF1, M] = { [M — vk2] ifvF2 € M A k1 +khk2a=0
vk [M] if k2 € M

[(M1), Mo] = [(M1)],[M2]

[a, M] = a,[M] for other atoms: i.e. reactions or pairs

(O] = () empty solution

[(M)] = (M])

[v*] = o

Figure 2: Transforming molecules into set representation.

6.2 Reduction of molecules in set representation

Pattern-matching a molecule in set-representation is cwrlex than before. It takes the complete
solution and yields a substitution and a remainder. The imheaof a match is the molecule taken
in entry minus the extracted molecule matching the pattEor.example, the only possible result
for

matchy((«¥, 2%, 2%), (2%,4°,(7)))

is ({z — 2,y — 3,2 +— 4},(4,(7))). The only molecule included ift23, 45, (7)) matching the
pattern is(23, 44).

We say that a molecul¥ is included into another moleculd, and we writeX C M, if it can
be extracted from\/. All atoms of X must occur inM with greater or equal multiplicities. For
example2? C (4,23,5) and, of courseX € M = X C M. By convention the empty molecule
cannot be extracted from a molecule.

Pattern-matching is defined using this notion in Figure 3ofAposed patter®; , P, is matched
by considering?; and P, in sequence. Pattern-matchiffgyields a substitutiog; and a remainder
M. Next P, is matched against/; and yields a substitution, and a remaindei/s (M; minus
the extracted match). The result is the composition of theedmbstitutions and/,.

The pattermame = x matches any reaction @i tagged with that name.

The pattern P) involves extracting a solutiofX') from M and enforcing thaP matchesom-
pletely X (i.e. match(P, X') returns an empty remainder).

The patternz::T" matches any molecul® whose type is smaller thali and which can be
extracted from\/. Similarly, the patterno matches any molecule which can be extracted filgm
but matches also the empty molecule.

The patterr( P;: P») involves extracting a pair from/ and using standard pattern matching.

Patterns for multiplets involves selecting a basic valiérom M. To matchP* (i.e. to extract
v¥), 7 must greater or equal if positive (lower or equal if neggtivélatching P* amounts to ex-

Irisa



Generalized Multisets for Chemical Programming

match) ((P1, P2), M) = (¢1 D ¢2, M2)
if matchp(P1, M) = (¢1, M1) A matchy (P2, M) = (¢2, Mz)
(fo > X}, M- X)
if XCMAType(X) =T
({z— 03, 0)
if M =0
({q} — X}, M — X)
if X C M

matchy (z::T, M)

match((w, M)

matchy)(name = z, M) ({z — R}, M — (name = R))

if (name = R) € M

match[]((Pl:Pg),M) = (¢1® P2, M — (X1:X2))
if match(P1,X1) = ¢1 A match(P2, X2) = ¢2 A (X1:X2) € M
matchp ((P), M) = (¢, M —(X))

if (X) € M A matchy(P, X) = (¢,0)

(match(P,v), M — v? +vi~F)
ifvi e MAO<k<jvi<k<O

matchy) (P*, M)

matchy(P®, M) (match(P,v) @ {x — k}, M — v +vi—F)

ifvl e MAaO0<kE<jvji<k<O

matchy (P, M) = (match(P,v) ® {z — j}, M —v7)
if vi € M

match( (P, M) = fail
otherwise

Figure 3: Pattern-matching molecules in set represemtatio
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tracting non deterministically a valué (k lying betweerD andj). Matching P” extractsy’ and
associates with j.
Chemical reactions are rephrased in this setting as follows

((P)[C].M),N) = ([pM,Y])  if matchy(P,N) = (4,Y) p ¢C
A reaction can be decomposed in three steps:

1. AmoleculeX matchingP and satisfying the reaction condition is extracted fromsbieition
N. Pattern-matching yields a substitutiprand the remaindér” such thatV = [ X, Y].

2. The body of the reaction is produced (isgs applied and the expressionsfin/ are reduced).

3. The result of the reactiorp{//) is put back in the solutiof”. Since the reaction may pro-
duce atoms which are already present in the solutipf)/, Y) must be normalized in set-
representation using. In an implementation, this would boil down to updating riplitities
in the table representing the current solution. Note thatrtbrmalization may produce a
dynamic error e.g. ib—°° occurs inY and¢M containsy®> (or vice versa).

For example,

let prod = replace x, y by = * y in

let rmunit = v((z%,w))|r = 1].win

(prod, rmunit, (14,2, 3, 6))

— (prod,2,3,6)

— (prod, 62)

— (prod, 36)
The reactionrmunit extracts the sub-solution after having removed all the metices of 1's in one
step. The n-shot reactigmod compute * 3; then the solution is normalized tprod, 62) (i.e. 6's
are grouped). The last reaction (wherandy each matches an occurrencediyields 36.

For simplicity reasons, we have formalized reactions omejetesentations as a global operation.
In practice, the first and last steps needs an atomic accéssmthe entries (atoms) they modify.
The second step can be done in parallel with other reactiymeal implementation would extract
only a (smartly chosen) selection of atoms for pattern-hiatcand would update only the entries
(value, multiplicity) corresponding to the atoms produdsdthe reaction. Therefore, reactions
involving different atoms could take place in parallel.

The framework presented in this section does not descrilmmplete implementation which
would require other refinements. However, it does show aesgmtation of solutions which allows
to explicitly manipulate constant, infinite and negativeltiplicities. A drawback is that we lose
some locality in the reactions, but this is unavoidable \pititterns matching all the occurrences of
a specific value in a solution.

7 Related work and perspectives

To the best of our knowledge, Gamma (Banatre & Le Métay@618anatre & Le Métayer 1993)
was the first chemical model to be proposed. It consists inglesimultiset containing basic inactive
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molecules and external reactions. Reactionsiasbot: they are applied until no reaction can take
place. They are first-order: they are not part of the mul@éset cannot be taken as argument or
returned as result. Moreover, there is no nested soluteven if sub-solutions can be encoded, there
is no notion of inertia in Gamma (only global termination).sfandard Gamma program is easily
expressed in the-calculus as a solution with a collection of recursix@bstractions representing
the reactions and a sub-solution of values representingniiset. Gamma has inspired many
extensions (e.g. composition operators (Hankin, et al2))%#nhd other chemical models.

The chemical abstract machine (Berry & Boudol 1992)4®1) is a chemical approach intro-
duced to describe concurrent computations without estpimntrol. It started from Gamma and
added many features such as membranes, (sub)solutiona iaed airlocks. Like Gamma, re-
actions aren-shot rewrite rules which are not part of the multisets. Téledion pattern in the
left-hand side of rewrite rules can include constants wigch form of reaction condition. For ex-
ample, in (Berry & Boudol 1992), the description of the opiem@al semantics of the TCCS and
CCS calculi contains a cleanup rule-) which removes molecules equal@oThe G4AM would
be equivalent to the-calculus if it was higher-order.

Our minimal chemical calculus is quite close to Berry and @ais concurrent\-calculus (re-
ferred to here as the,-calculus) introduced after the chemical abstract mact@&m) in (Berry
& Boudol 1992). Theyy-calculus relies also on variables, abstractions, an ggge@cand commu-
tative application operator and solutions. However, tdinligiish between the-abstraction and its
argument, it adds the notion of positive ions (denaiéd). The y-abstractions are negative ions
(denotedr~ M) which can react only with positive ions:

p-reaction: (x~ M), Nt — M|z := N]

In fact, no reaction can occur within a positive ion and saiargnts are passed unchanged to ab-
stractions. Furthermore, an additional reduction law,ltathing rule extracts an inert molecule
M from a solution(M):

hatching: (W) = W if W is inert

In the v-calculus, these two notions are replaced by the stri@duction. In particular, hatching
can be written explicitly as

(y(z).x), (M)
which extracts\/ from its solution when it becomes inert. Even if thealculus looks simpler than
theyy-calculus, it seems that they cannot be translated easdyeimch other (e.g. by a translation
defined on the syntax rules).

A first higher-order extension of Gamma has been proposéaiMetayer 1994). The definition
of Gamma involves two different kinds of terms: the prograset of rewrite rules) and multisets. The
main extension of higher-order Gamma consists in unifyirege two categories of expression into
a single notion of configuration. A configuration containgagram and a list of named multisets.
It is denoted by{Prog, Vary = Multisety,... ,Var, = Multiset,]. The programProg is
a rewrite rule of the multisets (namédar;) of the configuration. This model is an higher-order
model because any configuration can handle other configuesatiirough their program. It includes
reaction conditions and-ary rewrite rules. However, reactions are not first-clasans since they
are kept separate from multisets of data.
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Thehmm-calculus (Cohen & Muylaert-Filho 1996) (fdrigher-order multiset machingis de-
scribed as an extension of Gamma where reactions are ohesshérst-class citizens. An abstrac-
tion denoted by\z.M; < M, describes a reaction rule: it takes several terms denotedtbple
z, the termM; is the action and the terd is the reaction condition. Likey,, thehmm-calculus
uses a call-by-name strategy. It needs an hatching rulettaat:an inert molecule from its solution.
Any reaction can occur within solutions and within absti@ts. Thehmme-calculus can be seen as
a call-by-name version of the-calculus, or as an extension of thg-calculus with conditional and
n-ary reactions.

P-systems (Paun 2000) are computing devices inspiredbfiology. It consists in nested mem-
branes in which molecules react. Molecules can cross ancerheiwveen membranes. A set of
partially ordered rewrite rules is associated to each man#rThese rules describe possible reac-
tions and communications between membranes of moleculesseTfeatures can be expressed in
HOCL: a membrane is a solution, i.e. a multiset.

Our list of comparisons is not exhaustive and other modelddcbave been considered. For
example, we can mention work out about concurreralculus according to a chemical metaphor
such as (Fontana & Buss 1994), or, for example, various mdxdeded on real chemistry as described
in (Dittrich, et al. 2001).

To summarize the main contributions of this paper, we carhesige (1) the use of a very general
version of multisets with elements possessing variousskofdfinite or infinite) multiplicities and
(2) the introduction of a higher order model of computatiBi©OCL) dealing with such multisets.
Several programming examples illustrate the salient featof the language. In order to simplify the
presentation, we limited multiplets to basic values. Thistniction can be relaxed in several ways.
Multiplets of pairs or solutions of values would not causg atiher problems than efficiency if these
structures include too many elements. Note also that theliéguelation which prevented the use
of multiplets of reactions is only needed for matching npidiis. The definition of finite multiplets
(MV), which can be seen as syntactic sugaffarccurrences ob/, could apply to reactions and to
any molecule. With these modest extensions the Jackpogirgmo(see Program 3) would be more
elegantly expressed as

(wheel?®, choose? , win)

A current research direction concerns the use of HOCL as edgwdion language for the de-
scription of GRID systems and applications. The basic ehgk consists in showing that the chem-
ical paradigm, represented by HOCL, allows a clean and etegigpression of features such as
program mobility, load balancing, crash recovery, etc. i&aly, the overall system is expressed
as a “soup” (represented by a multiset) of resources suchoaggsors, storage, communication
links, etc. whose combinations are described by appraprégtction rules.
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