
HAL Id: inria-00000548
https://inria.hal.science/inria-00000548

Submitted on 9 Nov 2006

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

From Factorial and Hierarchical HMM to Bayesian
Network : A Representation Change Algorithm

Sylvain Gelly, Nicolas Bredeche, Michèle Sebag

To cite this version:
Sylvain Gelly, Nicolas Bredeche, Michèle Sebag. From Factorial and Hierarchical HMM to Bayesian
Network : A Representation Change Algorithm. Symposium on Abstraction, Reformulation and Ap-
proximation, Jul 2005, Edinburgh, Scotland, UK. �inria-00000548�

https://inria.hal.science/inria-00000548
https://hal.archives-ouvertes.fr


From Fa
torial and Hierar
hi
al HMM toBayesian Network : A Representation ChangeAlgorithmSylvain Gelly, Ni
olas Brede
he, and Mi
hèle SebagEquipe Inferen
e&Apprentissage - Projet TAO (INRIA futurs),Laboratoire de Re
her
he en Informatique,Université Paris-Sud, 91405 Orsay CedexFRANCE(gelly,brede
he,sebag)�lri.frhttp://tao.lri.frAbstra
t. Fa
torial Hierar
hi
al Hidden Markov Models (FHHMM)provides a powerful way to endow an autonomous mobile robot withe�
ient map-building and map-navigation behaviors. However, the in-feren
e me
hanism in FHHMM has seldom been studied. In this paper,we suggest an algorithm that transforms a FHHMM into a BayesianNetwork in order to be able to perform inferen
e. As a matter of fa
t,inferen
e in Bayesian Network is a well-known me
hanism and this rep-resentation formalism provides a well grounded theoreti
al ba
kgroundthat may help us to a
hieve our goal. The algorithm we present 
anhandle two problems arising in su
h a representation 
hange : (1) the
ost due to taking into a

ount multiple dependen
ies between variables(e.g. 
ompute P (Y |X1, X2, ..., Xn)), and (2) the removal of the dire
ted
y
les that may be present in the sour
e graph. Finally, we show thatour model is able to learn faster than a 
lassi
al Bayesian network basedrepresentation when few (or unreliable) data is available, whi
h is a keyfeature when it 
omes to mobile roboti
s.1 Introdu
tionMany works in mobile roboti
s rely on probabilisti
 models su
h as POMDP orHMM1, et
.) to build a map of an environment [2, 1, 7, 4, 5℄. Indeed, the proper-ties of these models are parti
ularly relevant in the 
ontext of roboti
s, as wellas extensions of these models. Firstly, the problem of knowledge generalization
an partly be solved if we 
onsider a hierar
hi
al model (en
ode a given pla
e atsereral granularities) [6℄. Se
ondly, taking into a

ount the invariants 
an also bea
hieved if we 
onsider a model that implements a fa
torization operator (e.g.a given pla
e lo
ation should be per
eived with no 
onsiderations for the a
tual1 in the following of the arti
le, we deal with HMM rather than with POMDP. Theparti
ularity of the latter being that they expli
itly take into a

ount a
tion, whi
his not a key issue for the inferen
e problem at hand.



orientation of the robot) [4℄. However these two extensions have been well stud-ied separately, it is quite di�
ult to endow a HMM-based model with these twosimultaneously. As far as we know, there exists no e�
ient inferen
e algorithmthat 
an deal with su
h a model.In this paper, we present an approa
h to perform inferen
e within a Fa
to-rial and Hierar
hi
al HMM (i.e. FHHMM2). Our approa
h relies on an algorithmthat performs a representation 
hange from FHHMM to the Bayesian Networkrepresentation formalism. The 
hoi
e of the Bayesian Network formalism is moti-vated by the strong theoriti
al fundations and the e�
ient algorithms that existsin it.However, several di�
ulties arise with su
h a representation 
hange be
auseof the stru
tural di�eren
es between the two formalisms and their intrinsi
 prop-erties. In parti
ular, we identify two main problems that must be taken intoa

ount during this pro
ess :� There exists multiple dependen
ies in the FHHMM. These implies an expo-nential growth of the number of parameters to learn, whi
h is a 
hallengingproblem when dealing with a small set of example (this is an intrinsi
 prop-erty in mobile roboti
s) ;� There exists dire
ted 
y
les in the 
onditional dependen
ies between thevariables of a FHHMM. It is well known that dire
ted 
y
les are not allowedwithin a Bayesian network (we should note however that these dependen
iesare a problem only between variables at a same time step (see se
tion 2)).In the following se
tion, we present the HMM formalism and the fa
torialand hierar
hi
al extensions. Then, we des
ribe the inferen
e problem in the 
aseof FHHMM. Se
tion 3 and 4 presents our approa
h along with the representation
hange algorithm. Lastly, se
tion 5 presents two experiments whi
h 
onfront theresulting model and 
lassi
al Bayesian networks for a learning task. We 
on
ludethis paper with a dis
ussion about the interesting properties shown by our modelas well as the 
ompromise we made so as to be able to learn from few data, whi
his often the 
ase of a mobile robot building a map of its environment.2 Problem Setting2.1 Hierar
hi
al and Fa
torial HMMKnown limitations with HMM, and more generaly with markov models, are
on
erned with s
aling, taking into a

ount independent phenomena and thedi�
ulty to generalize. However, there exists several extensions to solve thisproblem. In the following, we fo
us our attention on hierar
hi
al HMM [7, 5℄ andfa
torial HMM [3℄3.2 We use this abrevation in the following of the arti
le.3 These extensions have been used separately (with POMDPs) for map-building by arobot [5, 4℄.



On the one hand, the hierar
hi
al extension allows to redu
e the numberof links between the states of an HMM, and then redu
e the algorithmi
 
om-plexity of learning as well as improving the a
urra
y. On the other hand, thefa
torial extension makes it possible to explain observations with several 
ausesrather than only one. In this 
ase, the goal is to turn the P (Y |X) of HMMinto P (Y |X1, X2, ..., Xn). The X i are hidden variables and 
an be dealt withseparatly. Thus, the P (X i
t+1|X

i
t) are di�erent for ea
h i.2.2 Conditional dependen
ies and sparse dataLet's begin by introdu
ing the following de�nitions :� A stati
 dependen
y denotes the 
onditional dependen
y between two vari-ables at the same time step. It is important to noti
e that the problem ofdire
ted 
y
les arise only from this kind of dependen
ies.� A dynami
 dependen
y is de�ned as a 
onditional dependen
y for two (e.g.
lassi
al HMM) or several variables between two time steps (e.g. fa
torialHMM).Classi
 and hierar
hi
al HMM 
ontain only dynami
 dependen
ies. However,stati
 dependen
ies 
an be found in the 
ase of fa
torial HMM when 
onditionaldependen
ies are to be 
reated between some variables.In the s
ope of this paper, we 
onsider a spe
ial kind of HMM, where thedependen
ies type may be a priori unde�ned. As a matter of fa
t, dynami
 andstati
 dependen
ies are both expressed as 
onditional dependen
ies within theBayesian network formalism.2.3 Problem IssuesSin
e we 
onsider an HMM that implements both the fa
torial and hierar
hi
alextensions along with unde�ned dependen
ies, we fa
e the problem of �ndinga �tted inferen
e algorithm. As a matter of fa
t, there do not exists any su
halgorithms for this kind of model. This is the �rst issue : how to perform inferen
ein su
h a model.Another important issue is that due to the original motivation (i.e. mobileroboti
s), we have to 
onsider the 
ase where there is few data to learn from.Indeed, the sample pro
ess is supposed to be 
ontrolled by the robot's behaviorand the environment, whi
h usually gives few and biaised examples. Hen
e, westate that a good property of our model would be to favor the learning speedeven at the 
ost of a (reasonable) loss in a

ura
y.3 Representation 
hange : from FHHMM to Bayesiannetworks3.1 Constrained representation 
hangeTaking into a

ount multiple dependen
ies : we suggest to reformulatea dire
ted (and potentially 
y
li
) graph into a Bayesian network. Indeed, the



Fig. 1. Example of representation 
hange (BN => FBN).Bayesian network formalism is a well known and grounded theoriti
al and pra
-ti
al framework.However, two problems arise with su
h a representation 
hange : (1) the
ost of taking into a

ount the multiple dependen
ies whi
h exist for a variable(i.e. 
omputing P (Y |X1, X2, ..., Xn), resulting in 2n parameters when dealingwith binary variables) and (2) reformulating a dire
ted 
y
le within a Bayesiannetwork.Our solution rely on simplifying the 
onstrains due to multiple dependen-
ies. Indeed, multiple dependen
ies are de
omposed by dealing with them twoby two (i.e. taking separately P (Y |X1), P (Y |X2), ..., P (Y |Xn) (resulting in 2nparameters for binary variables) as well as introdu
ing 
onstraints during thetransformation pro
ess).3.2 Taking into a

ount multiple dependen
ies two by twoLet V1, V2, ..., Vn, with n dis
rete random variables, of modality m1, ..., mn.We assume that pi = P (Vi) are known (ve
tor of size mi), for all i, and some
pi,j = P (Vj |Vi), j ∈ Ii ⊂ {1, ..., n} (pi,j is a matrix of size (mi, mj)).This model 
an be represented by a graph where nodes are random variables
Vi and edges ai,j that represents the pi,j . The 
onditional probabilities indu
e astru
ture that is not 
onstrained (for instan
e, there may exist dire
ted 
y
les). Inorder to simplify the notation, we introdu
e the notion of Flattened BayesianNetwork (or FBN) to designate the networks that are des
ribed in the followingof the paper. Figure 1 shows an example of representation 
hange from a graphinto a Flattened Bayesian Network.Reformulating into Bayesian network formalism : additional variablesand axioms : For ea
h pair of dependent variables (Vi, Vj), we add an additionalvariable whi
h parents are Vi and Vj . This provides two advantages : (1) limit-ing the 
omplexity of multiple dependen
ies (at the 
ost of approximation), (2)avoiding dire
ted 
y
les (in the new formalism, all edges target additional vari-ables). On
e this reformulation is 
ompleted, inferen
e is made possible thanksto one of the several inferen
e algorithm of Bayesian network.



Ea
h variable Vi from the original graph is mapped into a variable of theBayesian network, with the same modality, noted Vi (as before).Ea
h edge ai,j is mapped into an additional boolean variable in the Bayesiannetwork, noted Ai,j . The Ai,j have exa
tly two parents in the Bayesian network,namely Vi and Vj (i.e. a V-stru
ture). These variables are arti�
ially observedin order to indu
e a dependen
y between the variables Vi and Vj (observationvalues are assigned to "true").On
e the additional variables are added, 
onditional probabilities must be
omputed as a last step to the transformation pro
ess, that is to 
ompute the
P (Ai,j |Vi, Vj). Let's introdu
e the following notations :� Let Kj = ∪i{Ai,j};� Let K = ∪jKj . Let L ⊂ K. We note L = true the event ∀A ∈ L, A = true.Now, we shall de�ne an axiomati
 system to satisfy. The goal is to makethe probabilities P (Ai,j |Vi, Vj) rea
h a �xed point (i.e. stable). This �xed pointis rea
hed thanks to an EM-inspired iterative algorithm whi
h is des
ribed inthe following. Satisfying this axiomati
 system garantees a 
oherent networkbehavior with respe
t to the dependen
ies taken two by two (
ompared to thebehavior of a 
lassi
 network).The �rst axiom named "behavior axiom" determines the in�uen
e of a vari-able onto another. This axiom spe
i�es a property de�ned from K = true, i.e.
∀i, j Ai,j = true. Then, this implies a 
oupled equation system. The behavioraxiom is de�ned as follow :

∀i, j P (Vj |Vi, K = true) = pi,j (1)Se
ondly, the information 
ontained in a probability distribution is linked tothe di�eren
e between this distribution and the a priori distribution. We thenintrodu
e a se
ond axiom named "not adding information" whi
h states thatadding additional variables do not bring information to the network. Then, thisaxiom implies lo
al 
onstrains on the P (Ai,j |Vi, Vj), i.e. independently takinginto a

ount the Ai,j . The not adding information axiom is de�ned as follow:
∀j, P (Vj |K = true) = pj (2)Let's now des
ribe the iterative pro
ess that satis�es the axioms. For moredetails on the equation system indu
ed by the axioms, the reader 
an refer tothe appendix at the end of this paper.Satisfa
tion me
hanism of the axiomati
 system : for ea
h iteration, thereis an inter-dependen
y problem when 
omputing the probabilities P (Ai,j |Vi, Vj)

4.Indeed, if an element of the matrix P (Ai,j |Vi, Vj) is modi�ed, then the axiomsmay be invalidated for another dependen
y. In prati
al, we 
he
k that the system4 This is even more true with dire
ted 
y
les



satisfy the axioms on
e all the matri
es are 
al
ulated. We iterate the pro
ess(updating the matrix) until it 
onverges. This is a
hieved thanks to an EM-inspired iterative algorithm whi
h is 
on
erned with the axioms and is de�nedas follow :� step E : ∀i, j qi,j = P (Vj |Vi, K \ {Ai,j} = true);� step M : 
ompute P (Ai,j |Vi, Vj) wrt. qi,j .At this point, this algorithm is not su�
ient to make P (Ai,j |Vi, Vj) 
onverge.Thus, we have to limit the in�uen
e between variables through "limited update"
onstraints. In the following, we present the me
hanisms whi
h are ne
essary tothe algorithm that will be des
ribed in the next se
tion.Convergen
e parameter : link "strength" For ea
h ar
 between two variables,we introdu
e a new term, namely "strength", whi
h determines the in�uen
eof one variable upon another. A zero strength means that the variable has nodire
t in�uen
e (i.e. same as removing the additional variable). The strength isexpressed by f , fun
tion de�ned on the set of additional variables Ai,j . f(Ai,j) =
(f1(Ai,j), ..., fmi

(Ai,j)) is a ve
tor of size mi (number of modality for the vari-able Vi), and fk(Ai,j) = 1 − Hk(P (Ai,j |Vi, Vj)) where Hk(P (Ai,j |Vi, Vj)) is theentropy of line k (P (Ai,j |Vi, Vj) is a matrix).Updating 
riterion used to 
onverge : limiting the dire
t in�uen
e of variablesthanks to the strength term. In order to 
ompute the in�uen
e of a variable i onanother variable j, we have to take into a

ount both the dire
t in�uen
e (i.e.through an additional variable Aij) and indire
t in�uen
e (i.e. through the othervariables of whi
h i and j both depend).For some 
on�gurations however, in�uen
es will 
ompensate ea
h other sothat they will both tend to a limit state (probability will tend to 0 or 1), makingit di�
ult to take them into a

ount any further. As a matter of fa
t, we shallthen fa
e (1) possibly in�nite 
onvergen
e towards 0 or 1 and (2) 
omputationalproblem related the 
omputer a

ura
y (the latter being the most important inpra
ti
al).In order to solve this problem, we 
ompute a maximum threshold for thestrength whi
h is de�ned for every pairs of variables and for every modality ofthe sour
e variable su
h as :Let f0
k (i, j) = fk(Ai,j) when ∀i, j qi,j = pj .This threshold is meant to be used as the link strength if there is no indire
tin�uen
e. Hen
e, the iterative algorithm we present in the next se
tion mustsatisfy for ea
h step : ∀i, j fk(Ai,j) ≤ f0

k (i, j) (refer to algorithm 2 in the nextse
tion).4 Representation 
hange algorithmIn this se
tion, we present two 
omplementary algorithms that perform the de-sired representation 
hange. The �rst algorithm makes the system 
onverge (i.e.



N iterations until 
onvergen
e) while the se
ond algorithm makes sure that therepresentation 
hange is performed with respe
t to the axioms for any pair ofvariables (i.e. a single iteration whi
h may or may not lead to 
onvergen
e).4.1 Algorithm 1 : do N iterations until 
onvergen
ewhile P (Ai,j |Vi, Vj) haven't 
onverged (distan
e from the term before is morethan a given threshold) or while the number of iterations have not rea
hed amaximum do
all algorithm 2
ompute the distan
e between new and old probabilitiesend while4.2 Algorithm 2 : do an iteration for all the variables pairs1: for all pairs of variables Vi, Vj su
h that there exists a dependen
y Vi− > Vjdo2: if �rst iteration then3: Set all the additional variables as unobserved.4: A�e
t the qi,j = P (Vj).5: else6: Set the variable Ai,j unobserved and the other additional variables ob-served to true7: Cal
ulate the qi,j = P (Vj |Vi, K\{Ai,j} = true) using an inferen
e in theBayesian network. These 
onditional probabilities represents the dire
tin�uen
e(without the link through variable Ai,j) of Vi on Vj .8: end if9: Apply the equations of the �rst axiom in order to determine the P (Ai,j |Vi, Vj)with a multiply 
onstant for ea
h line i10: for all The lines k of the matrix P (Ai,j |Vi, Vj), 
a
ulate the "strength"
fk = fk(Ai,j) = 1 − Hk(P (Ai,j |Vi, Vj)) of the link i− > j. do11: if First iteration then12: f0

k (i, j) = fk(Ai,j)13: else14: if fk > f0
k then15: Cal
ulate by di
hotomy the 0 ≤ y ≤ 1 su
h as fk(Ay

i,j))f
0
k ,(i.e. allthe 
oe�
ients of the matrix are powered by y). This is done inorder to "smooth" the parameters to in
rease the entropy and thende
rease the "strength".16: end if17: end if18: end for19: Apply the equations of the se
ond axiom to determine the multiply 
on-stants20: Compute the matrix P (Ai,j |Vi, Vj)



Fig. 2. Results using a Flattened Bayesian Network generator. The X-axis shows thenumber of examples used for learning. The Y-axis shows the Kullba
k-Leibler dis-tan
e between the learned joint distribution and the one that was used to generatethe learning data. The generator network is shown on the �gure (lower-left). The bestperforming Bayesian and �attened Bayesian networks for 50 examples are also shownon the �gure (up).21: end forIn the next se
tion, we show some experiments that rely on this algorithms.5 Experiments5.1 Experimental setupIn order to experimentally validate our approa
h, we 
ondu
ted some exper-iments on the learnability of the networks after a representation 
hange (i.e.�attened Bayesian networks). Our experimental setup is de�ned as follow :� a generator network whi
h 
an either be a �attened Bayesian network (exp.1) or a 
lassi
 Bayesian network (exp. 2). In both experiments, the numberof nodes in the generator and learnable networks is �xed (in the 
ase of�attened Bayesian network, we do not 
ount the additional nodes built byour representation 
hange algorithm).



Fig. 3. Results using a Bayesian Network generator. The X-axis shows the number ofexamples used for learning. The Y-axis shows the Kullba
k-Leibler distan
e betweenthe learned joint distribution and the one that was used to generate the learning data.The generator network is shown on the �gure (lower-left). The best performing Bayesianand �attened Bayesian networks for 50 examples are also shown on the �gure (up).� a set of learning networks that 
overs both all the possible 
lassi
 Bayesiannetworks and �attened Bayesian networks stru
tures with the same numberof nodes than the generator (i.e. learning is exhaustive for all stru
tures witha given size).So as to get a good approximation of the results, we 
ompute N data sequen
efrom M random initializations for the generator network. As a 
onsequen
e, weperform N ∗ M learning sessions for ea
h target network (20 ≤ N ∗ M ≤ 50).The error is de�ned as the Kullba
k-Leibler distan
e between the joint distri-bution of a given target network and the distribution of the generator network.In the s
ope of this paper, the network size for all experiments is limited to 4 sothat it is possible to evaluate the performan
e for all possible stru
tures. As amatter of fa
t, the number of possible stru
tures grows more than exponentiallyin fun
tion of the network size, whi
h makes 
omputation qui
kly prohibitive.



5.2 Experiment 1 : Learning from data generated by a �attenedBayesian networkFirstly, we study the behavior of �attened Bayesian networks in the most favor-able setup, i.e. when learning on data generated by a �attened Bayesian network.In this experiment, the generator is a 4-node 
y
li
 �attened Bayesian network.Figure 2 shows this generator as well as the results obtained with both all the�attened Bayesian networks and 
lassi
 Bayesian network that 
ontains 4 nodes.This �gure shows that the �attened Bayesian networks always perform betterfor average and best performan
es. However, learning performan
e tends to bethe same as the number of examples in
reases (≥ 250). Flattened Bayesiannetworks are thus relevant when learning from su
h data. Moreover it shouldbe noted that the best performing �attened Bayesian network is stru
turalydi�erent from the generator, meaning that the more reliable stru
ture when fewexamples are available is not the very stru
ture of the generator.5.3 Experiment 2 : Learning from few examplesSe
ondly, we 
hoose a 4-node 
lassi
 Bayesian network as data generator (
f. �g.3). As a 
onsequen
e, learning with �attened Bayesian networks fa
es the worst
ase sin
e the generator's joint probability 
an be anything. As a matter of fa
t,�attened Bayesian network are supposed to be better for some distributions(unknown at this stage of our resear
h).Figure 3 shows the results with respe
t to the experimental setup des
ribedearlier. The important result is that the �attened Bayesian networks show thebest results both in average and for the best when there are few examples tolearn from. However, 
lassi
 Bayesian networks be
ome better as the number ofexamples grow. These results show 
learly that �attened Bayesian network payfor the advantage of learning speed with a loss in a

ura
y in the long term (i.e.
ompromise between a fast learning 
urve againt non-a

urate learning in thelong term).5.4 Dis
ussionA

ording to the results obtained earlier, it appears that the best networks arealso the simplest ones. Thus, it seems more relevant to learn with a simple yetinadequate stru
ture rather than with a more 
omplex stru
ture that is 
loserto the generator : this 
an be seen as an explanation for the good learning 
apa-bilities of �attened Bayesian networks. Figure 4 tends to 
on�rm this assertionby showing the distribution of 
lassi
 and �attened Bayesian networks a

ordingthe learning performan
e for a given number of examples (here arbitrarily �xedto 50) in experiment 2. Indeed this �gure shows that �attened Bayesian networkare mu
h less sensitive to stru
tural variations than 
lassi
 Bayesian networks.



Fig. 4. Distribution (y-axis) wrt. the learning error (x-axis) for both 
lassi
al (whitebars) and �attened (grey bars) Bayesian networks. Learning performan
e for the�attened Bayesian networks are mu
h more stru
turaly-independent than for 
lassi
Bayesian networks.6 Con
lusionsIn the s
ope of this paper, we were interested in the transformation of a graph(in pra
ti
al, a hierar
hi
al and fa
torial HMM) into a Bayesian network a

ord-ing to some given 
onstraints in order to reformulate the multiple dependen
iesand 
y
les inherent to su
h a representation. We presented an algorithm thatperforms a representation 
hange in order to build a �attened Bayesian net-work. We also presented the axioms that are used to provide a relevant model ofreformulated multiple dependen
ies. This model is based on a 
ompromise be-tween a

urateness and learning speed whi
h is a
hieved by taking into a

ountmultiple dependen
ies by modeling variables only by pairs.In order to study the behavior of �attened Bayesian networks, we performedtwo experiments that su

essively showed (1) the learning behavior with a 
y
li
�attened Bayesian network generator and (2) the learning behavior with fewexamples. Thanks to these experiments, we have shown that �attened Bayesiannetworks are espe
ially good when learning from few examples, 
ompared to
lassi
 Bayesian networks.



Given our original motivation, i.e. map representation in mobile roboti
s, theresults we obtained are very promising sin
e it has been observed that �attenedBayesian network have the following properties :� it is possible to modelize 
y
les one may en
ountered when dealing withfa
torial and hierar
hi
al HMM;� learning is performed more qui
kly with fewer examples. Of 
ourse, thisresults from a 
ompromise that implies a loss of a

ura
y in the long term.However, in the s
ope of mobile roboti
s, this 
ompromise is worthwhile sin
ea robot often deals with few or biased examples to build a representation ofthe environment.In the s
ope of this paper, we presented some experiments that 
ompare
lassi
 and �attened Bayesian networks. However, the representation formalismremains the one of the Bayesian network, eventhough the representation 
hangealgorithm adds additional variables. Thus, it is possible to build some hybridrepresentations that 
ombine both �attened and 
lassi
al Bayesian sub-networksdepending on the availability of data to learn from. As a 
onsequen
e, this wouldmake it possible to get the best of both worlds : learning from few exampleswith �attened Bayesian networks and pre
ision learning with 
lassi
 Bayesiannetworks when many examples are available.Some issues remain to be explored. From the model viewpoint, the 
onver-gen
e me
hanism des
ribe in se
tion 3.2 is based on experimental validation andmay require some further theoreti
al investigations. From the roboti
 viewpoint,it is 
ru
ial to evaluate the learning behavior of �attened Bayesian networksusing real-world data, i.e. su
h as those a robot 
ould gather in its environment.Then, we should investigate the learning me
hanism that may be used to �nd arelevant stru
ture for a �attened Bayesian network, eventhough those netwokshave been shown to be less sensitive to an ill-
hosen stru
ture than 
lassi
alBayesian networks a
tually are.Referen
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onditionalprobabilitiesThis se
tion details the equations obtains from the axioms.We add to the notations above, for i, j �xed : K ′ = K \ {Ai,j}.7.1 First axiomThe �rst axiom, named "behavior" determines the in�uen
e of a variable onanother. This axiom spe
ify a property de�ned from K = true, that is to sayfrom ∀i, j Ai,j = true. It 
an be expressed as :Behavior axiom :
∀i, j P (Vj |Vi, K = true) = pi,j(axiom 1)From Bayes formulae,

P (Ai,j = true|Vi = k, Vj = l, K ′ = true)

=
P (Vj = l|Vi = k, K = true)P (Ai,j = true|Vi = k, K ′ = true)

P (Vj = l|Vi = k, K ′ = true)
(3)Finally :

∀k, l, P (Ai,j |Vi = k, Vj = l) = γk

pi,j(k, l)

P (Vj = l|Vi = k, K ′ = true)The proportionality 
oe�
ients γk, whi
h do not have in�uen
e on the sat-isfa
tion of this property allow us to obtain the following property.7.2 Se
ond axiomThe information 
ontained in a probability distribution is linked to the di�er-en
e between this distribution and the a priori distribution. We then introdu
ea se
ond axiom named "not adding information" whi
h states that adding ad-ditional variables will not bring information in the network. Then, this axiomimplies lo
al 
onstraints on the P (Ai,j |Vi, Vj), that is to say taking into a

ountthe Ai,j independently. More pre
isely :



not adding information axiom :
∀i, ∀k, P (Vi = k|K = true) = pi(k)Again from the Bayes formulae :

P (Vi = k|K = true)

=
P (Ai,j = true|Vi = k, K ′ = true)P (Vi = k|K ′ = true)

P (Ai,j = true|K ′ = true)

= P (Vi = k|K ′ = true)
∑

l P (Ai,j = true|Vj = l, Vi = k)p(Vj = l|Vi = k, K ′ = true)

P (Ai,j = true|K ′ = true)
(4)Futhermore, we have from above :

P (Ai,j = true|Vj = l, Vi = k) = γk

pi,j(k, l)

P (Vj = l|Vi = k, K ′ = true)Hen
e :
P (Vi = k|K = true)

=
P (Vi = k|K ′ = true)

∑
l γk

pi,j(k,l)
P (Vj=l|Vi=k,K′=true)p(Vj = l|Vi = k, K ′ = true)

P (Ai,j = true|K ′ = true)

=
P (Vi = k|K ′ = true)

∑
l γkpi,j(k, l)

P (Ai,j = true|K ′ = true)

=
P (Vi = k|K ′ = true)γk

P (Ai,j = true|K ′ = true)Finally :
∀k, γk = P (Ai,j = true|K ′ = true) (5)All the γk are equals. This 
onstant does not have in�uen
e on the wantedproperties and is then 
hosen in order to have all the probabilities between 0and 1, and se
ondly for numeri
al 
onsiderations. More pre
isly it is 
hosen su
has

maxj,lP (Ai,j = true|Vi = k, Vj = l) = 1
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