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Bayesian networks : a better than frequentist
approach for parametrization, and a more
accurate structural complexity measure than
the number of parameters

Bayesian networks learning

Sylvain Gelly, Olivier Teytaud

TAO-inria, LRI, UMR 8623(CNRS - Universite Paris-Sud), #20 Universite Paris-
Sud 91405 Orsay Cedex France, email: sylvain.gelly@Iri.fr

RESUME. L'apprentissage a partir d’exemples est un probléme ctagsnent étudié, au niveau
théorique, via la théorie du processus empirique (fourmssies résultats asymptotiques) ou la
théorie de I'apprentissage ([KOL 61, VAP 71]). L’applicati de ces théories aux réseaux bayé-
siens est incompléte et nous proposons une contributi@sgnéellement via les nombres de
couverture. Nous en déduisons de nombreux corollairestatmoent une approche meilleure
gue fréquentiste pour I'apprentissage de parametres etaregprenant en compte une mesure
d’entropie structurelle qui affine les classiques mesumsébs sur le nombre de paramétres
seulement. Nous proposons alors des méthodes algoritemfopur traiter de I'apprentissage
qui découle de nos propositions, basées sur BFGS et I'affiadgptatif du calcul du gradient.

ABSTRACT.The problem of calibrating relations from examples is a sieal problem in learning
theory. This problem has in particular been studied in theotly of empirical process (providing
asymptotic results), and through statistical learningahe([KOL 61],[VAP 71]). The applica-
tion of learning theory to bayesian networks is still uncéetg and we propose a contribution,
especially through the use of covering numbers. We dedultgplaworollaries, among which
a better-than-frequentist approach for parameters leagnand a score taking into account a
measure of structural entropy that has never been takeraictount before. We then investigate
the algorithmic aspects of our theoretical solution, andgmse a new approach based on : i)
(possibly derandomized) Monte-Carlo method for the evanaof the loss function and of its
gradient ; ii) BFGS non-linear optimization. Empirical rdts show the relevance of both the
statistical results and the algorithmic solution.

MOTS-CLES Apprentissage dans les réseaux bayésiens, score surlesusas, théorie de I'ap-
prentissage.

KEYWORDSLearning in bayesian networks, structural score, learningory.
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1. Introduction

Bayesian networks are a well known and powerful tool for esenting and rea-
soning on uncertainty. One can refer to [PEA 00],[NAI 04] éogeneral introduction
to bayesian networks. Learning the structure and the paeamef bayesian networks
can be done through either expert information or data. Heeepnly address the pro-
blem of learning from data, i.e. learning a law of probabpitiiven a set of examples
distributed according to this law. Although a lot of algabrits exist for learning in
bayesian networks from data, several problems remainhEurtore, the use of lear-
ning theory for bayesian network is still far from complete.

First, when looking for a bayesian model, one can have diffegoals e.qg. i) eva-
luating qualitatively some probabilites; ii) evaluatingpectations (of gain or loss).
In the first case, evaluating a risk is roughly the questionesda given event hap-
pen with probability10=3° or 10~° ? Then, the use of logarithms, leading to maxi-
mum likelihood, is justified. In the second case, if we lookttoe expectation of
(vector of possible values indexed by possible states)appeoximation of the real
probability vectorP by a probability vector) leads to an error bounded (thanks to
Cauchy-Schwartz inequality) byP — Q|| x || f||. Therefore, optimizing a criterion
monotonous as a function gf> — Q||? is the natural approach.

Second, when the postulated structure is not the right oa&jmum likelyhood
(frequency approach for probability estimation) leads &vyvunstable results. We
then propose a non-standard and tractable loss functiob&gesian networks and
evidences of the relevance of this loss function.

Futhermore, the purpose of this paper is to provide somediieal insights into
the problems of learning bayesian networks. The use ofssitatl learning theory
provides bounds on the number of examples needed to appaitecttme distribution
for a given precision/confidence, depending upon some cexitplmeasures; using
covering numbers, we show the influence of structural egtrap a refinement of
scores based on the number of parameters only. We also praritbng other things,
an algorithm which is guaranteed to converge to an optinmagi@e) structure as the
number of i.i.d examples goes to infinity.

We also make comparisons between the form of our bound toaime 6f the
different scores classically used on bayesian networkttra learning.

The paper is organized as follows : in section 2 we presenvarview of our most
concrete results. In section 3 we briefly survey some clabsiays to learn bayesian
networks from data and discuss the contribution of this papeegard of existing
results. In section 4 we introduce formally the problem anel hotations. Section
5 first recalls some classical results of learning theory pmes$ents our result about
evaluation of VC-dimensions and covering numbers. We ttresretplize our results
to more general bayesian networks, with hidden variablesgection 5.3. Section 6
shows usefull corollaries applied to structure learningrgmeters learning, univer-
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sal consistency, and others. Section 7 presents algodttetails. Section 8 present
empirical results.

2. Overview of results

The usual learning methods for parameters (section 3.d)degmptotically to the
best parameters if the structure of the bayesian networkdsteHowever, we show
that the classical frequentist method is not-optimal if$lreicture does not match the
decomposition of the joint law. On the other hand, we provigemsal consistency of
global fitting during the minimization of the empirical err@ection 6.2).

We obtain risk bounds. Therefore, given a number of exanapld,after learning,
we can say that the probability to get an error larger thag bounded by. Equi-
valently, we can classically deduce the number of exampesled to have an error
lower thane with probability at least — 6.

We address also the case with hidden variables (section B/@)apply these
bounds either in the case of a finite number of variables i(se&.3) and infinite
number of variables (section 6.4).

Section 6.5 and theorem 8 provides an algorithm that gueeaniniversal consis-
tency and asymptotic convergence towards the "good" streicsymptotically. The
"good" structure is given in the sense of the user-definedoexity of the structure.
Hence, we prove that the algorithm gives us a not too comptaxtsire.

Let’s now compare the form of our bound to the form of existswpres. This
comparison gives interesting insights on what is importanmeasure the com-
plexity of a structure. The first lemmas helps calculating ttovering number of
the set of bayesian networks for a given structure. Thesergay numbers are di-
rectly related to the complexity of the structure. Theorenstdtes a bound that
containsk and H (r) whereR is the number of parameters of the structure and where
H(r) = = 5_,(r(k)/R) In(r(k)/R) with r(k) the number of parameters for the
nodek. Hence,H (r) is the entropy of the number of parameters calculated ower th
nodes.

We show then that the number of parameters of the bayesiarorets not the
only measure of the complexity. Hence, the AIC, BIC or MDL mg@ are quite
different because they don't take into account #ig-). See figure 1 for an illustration
of the role of the entropy term.

We also show (difference between theorem 6 and theorem fAvthhave a tighter
bound if we consider the number of parameters node by nodeoutitrying to gather
the nodes in a more smart way. This means, that more comptetpaon the struc-
ture of the bayesian network do not play a role, for our bowly the distribution
of the number of parameters between the different nodesgsiitant.
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R =14 R =14
r(0)=1 r(0) =1
r(l)=1 r(1) =1
(2)=4 1(2) =1
r(3) =2 r(3)=1
r4)=2 1(4) =8
1(5) =4 r(5)=2

R .H(r) =23 R.H(r) = 18

«simpler» structure }

Figure 1. Role of the entropy term in the score of a bayesian netwotlcgire. The
two structures have the same number of parametBrs=( 14), but have different
distribution of the parameters over the structure. Henbeythave different entropy
terms, and the right hand structure is considered "simphgr'bur score.

In section 7, we then present algorithms for optimizing @sslfunction. We use
BFGS, and the complexity of the loss function implies some-saightforward al-
gorithms for evaluating both the value of the loss functiod ¢he the gradient of the
loss function.

Empirical results (section 8) then shows both the stasitielevance of our ap-
proach and the algorithmic efficiency of our method.

3. Bayesian network learning

The problem of learning a bayesian network can be dividediingarts :

— Learning the structure of the network, which is related gpaph, and not to the
values of the probabilities.

— Given a structure, learning the parameters of the bayesiawvork, i.e. the condi-
tional probabilities among variables.

Learning the structure, is a much more challenging probleam testimating the
parameters. Hence, the larger part of the works have adstiéisis issue.
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3.1. Learning parameters

The classical approach for learning parameters is the di@dimaximization. This
leads, with the classical decomposition of the joint prdlitgtin a product, to esti-
mate separately each term of the product with the data. Thibod asymptotically
converges toward the true probability, if the proposedditre is exact.

The bayesian method rather tries to calculate the most ptelparameters given
the data, and this is equivalent, with the Bayes theoremgight the parameters with
ana priori law. The most used priori is the Dirichlet distribution (see for example
[ROB 94)).

3.2. Structure learning

Structure learning can be divided in two different methods :

— Find causal relations (and independencies and conditde@endencies) bet-
ween the random variables, and deduce the structure of #pdgr

— Map every structure of bayesian network to a score and séatie the space of
all structures for a "good" bayesian network, i.e., a strcetvith a good score.

The space of all structures is super-exponential, so h@gisiust be defined when
using the second method (limiting to the tree structuregjrepthe nodes, greedy
search). The search could also be done on the space of Magkibxaéent structures
(the structures which encode the same probability law) ctvtias better properties
([CHI 02]). Our work, among other results, provide a scor¢hi® structures of baye-
sian networks, and so is closer to the second category. 8tiie ;cludes the influence
of the structural entropy of the network.

3.2.1. Learning causality

The principle of this method is the research of the indepeoigs (conditionally
or not) between the variables. We can cite the algorithmsI@Z, [PEA 00], PC,
[SP1 93], and more recently BN-PC of Cheng et al. [CHE 97aHE™7b],[CHE 02].

The classical statistical tests used to test the indepenekehetween variables is
thex? test. For hidden variables, the method is more complex, awhust distinguish
several types of causality. We will not go further on thisrdiere.

3.2.2. Algorithms based on a score

The notion of score of a structure is generally based on thea@&s razor prin-
ciple. The score measures the "complexity" of the strucflinerefore, the algorithm
choose a compromise between the empirical error made byrthetigre and the score
of this structure.Dim(bn) denotes the "dimension” of the bayesian network, which
counts the number of parameters.



6 Nom de la revue ou conférence (a définir patibmitted ou \toappear)

Here follows some well known scores for bayesian networks.

— AIC criteria [AKA 70] or BIC [SCH 78] use essentialliim (bn) to penalize the
complexity of the bayesian network.

— The Minimum Description Length (MDL) principle [RIS 78] &s the number
of arcs and the number of bits used to code the parameters.

— The bayesian approach putsapriori probability on the structure. For example,
the bayesian Dirichlet score [COO 92] assumes a Dirichfgiori on the parameters.
Some variants exist, like BDe [HEC 94] , or BDgamma [BOR 02]ehtuses an hy-
perparameter, or methods usiagpriori probabilities on each child/parent relation
(given for example by an expert).

4. Problem definition and notations

Let 44, ...A, bea binary random variables. We not¢ = {A4,,...,A4,}. For
the sake of clarity, we restrict our attention to binary ramdvariable, without loss of
generality.

4.1. Notations

We noteA;, whereb is a subset ofl, a], the random variable product af; where
i € b. If b = 0, then A4, is the event always true. Aayesian networkis a family
Ki,...,K, of subsets ofl, a] wherei ¢ K;. We can and we will assume that<
K;, i.e. thati is smaller than every element iR;, without loss of generality. An
instanced bayesian networkibn, associated with a bayesian netwark, is a law
on (Ai,..., 4;) such thatibn(As, ..., Aq.) = [[; P(4;|Ak,). With bn a bayesian
network, andibn an instance obn, we will say by abuse thatn € bn. We will
mapibn with a vector of size* corresponding to all the probabilities of all events
(A1 = v1,...,As = v,). A bayesian networkbn is saidwell definedif there exists
an instancebn € bn. We call parameter of a bayesian network (BN), one of the
real numbersP(A;|Ag,). We callnumber of parameters of a BN, and we note
p(bn) = 3=, 2%, where#b is the cardinal ob.

We consider” an empirical law (i.e. a sample of Dirac masses located at
examples). Let” be a target law of probability. The sample leading/tds assu-
med independent and identically distributed (i.i.d.). Weeen® and £ the expected
value operators associatedfoand P respectively. We notg the random variable

x = (0,0,0,0,...,0,1,0,...,0,0,0) € {0,1}*

(all zeros except ong on theith position with probability the probability of th&"
set of possible values of; ... A,).

For @ a vector of size2?, of sum1, identified to a probability distribution on
the random vectofA;, ..., A,) (more preciselyQ(i) is the probability of(A; =



Titre abrégé de l'article (& définir pAtitle[titre abrégél{titre}) 7

a1, ..., Aq = ay), wWith (a1, ...a,) theith tuple of size a, among tt#¢ tuples possible),
we define

i€[1,29]

where}” is the sum operator on vector, ahdQ) = E(Y,cy 501 [Q(0) — x(0)[?). If
bn is a well defined BN, we noté (bn) = inf;pnepn L(ibn).

4.2. Preliminary lemmas and propositions

To spot the interest af(.) andL(.), we can note the

LemmaoO:
With N(Q) = Eieu,?a](P(i) — Q(1))%. andN(Q) = X1 00y (P(i) — Q)%
we claim :
L(Q) = J+1— > P?
i€[1,29]
L(Q) = J+1— > P?
i€[1,29]

Moreover, we claim the
Proposition A :

With probability 1 — 4, with 2* € argminL(.) = argminN(.), for all & €
argminL = argminN, with sups X thel — § quantile ofX :

L(#) < L(z*) + 2sup|L — L]
b
Proof :

L(&) < L(&) +sup |L — L
0

L(#) < L(2*)
L(z*) < L(z*) + sgp |L— L]

Summing this three inequalities, we get the expected result |
And finally :
Proposition B :

With probability 1 — ¢, with 2* € argminL(.) = argminN(.), For allZ €
argminL = argminN, with sup; X thel — ¢ quantile ofX :



8 Nom de la revue ou conférence (a définir patibmitted ou \toappear)

N(2) < N(z*) + 2sup |L — L]
6

Proof : Consequence of lemma 0 and proposition A. |

All these elements confirm the interestiafwhich has both the interest of being an
empirical average and the advantage of being closely tetateatural cost functions.

5. Learning theory results

The VC dimension ([VAP 71]) is the more classical tool of igiag theory. It quan-
tifies the inaccuracy of a learning depending on the sizee$§#arch space. This type
of calculus has already been done in [WOC 02]. We show sitpitasults in section
5.1. The use of covering humbers, already known on the tim&®OL 61], allows
more precise bounds, as shown in section 5.2.

We will note F(H, §) the smallest real such thatP(sup;,c  |L(h) — L(h)| >
A/+/n) < 6§, with n the number of example$(H, ) depends upon, but in many
cases the dependency upertan be removed (i.e. the supremum-ois not a bad
approximation) and so we often refer & H, ¢).

5.1. Bounds based on VC dimension

For a bayesian networl, with probability at least — § :
sup |L(ibn) — L(ibn)| < F({ibn},6)/v/n

ibnebn
The applicatior{(ay,...,a,) — log P(A=1=a4,...,A, = a,) islinearin the log
of the parameters of the bayesian network. Hence, the V@ilion ofb,, is upper-
bounded by the number of parameters. Combining with inamgdanctions preserves
the VC dimension, and so the VC dimensiorbof seen as application mappirg, )
to a probability is upper bounded by the number of parametiesthen deduce the

Theorem C :

The VC dimension of the sét: of instanced bayesian networks is upper bounded
by the number of paramete¥5of bn. So thanks to classical results of learning theory

P(Jibn € bn|L(ibn) — L(ibn)| > €) < 8(32¢/€) log(128¢/¢))" exp(—ne?/32)
if n > V, and the covering number abn for the metric d(ibnq,ibns) =
E(|ibn1(Ap a)) — ibna(Ap,q)|) is upper bounded by(R + 1)(4e/e)".

Proof : These results are classical in learning theory. See e.gT[8® Th18.4
and 17.4] for the upper bound on the probability and [ANT 9818.4, p251] for the
covering number. We note that our results, even if they useran@v1(.), defined in
the sequel, are better.
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5.2. Bound based on the covering number

The covering numbers are a classical tool of learning thdagqualities of large
deviations coming from this tool are usually tighter thangf coming from VC-
dimension.

5.2.1. Introduction

If one can cover” with N1(F,€) e balls for the distancé(z,y) = >_ |z; — vil,
if L andL are betwee and2, then :

1) the risk, for a given function, to have a deviatigh — L| more than2e, is
bounded by exp(—2ne?);

2) The risk to have at least one of the centers of the ballslgevideviation more
than2e is upper bounded b N'1(F, €) exp(—2ne?) ;

3) Ifd(f,g) < e=|L(f) — L(g)| < eandd(f,g) < e = |L(f) — L(9)| < e,
(which is the case here, see lemma 2), then the risk to hawast & function inF
having a deviation more that is upper bounded b N 1(F, ¢) exp(—2ne?). Indeed,
if for all g of e-skeletonC, we havelL(g) — L(g)| < 2¢, so we can map every to
oneg € C such thatl(f, g) < e and so

IL(f) = LN < L) = L) + |L(g) = L(g)| +|L(g) = L(f)] < e+2e+ € < de

The risk to have, among, a deviation more than is then upper bounded hy =
2N1(F,e/4) exp(—2n(e/4)?).
Then we can write :

Proposition (maximal deviation for a given covering numbey :

VRE(F,6) < inf{e|log(2N1(F,e/4)) — ne?/8 < log &}
A lot of variations of this type of result exists in the litéwae. One can for example
see [VID 97] and [ANT 99].

The covering numbeN,. (F, €) of F = [0, 1]>" is upper bounded bl /2¢]2* for
the distancel(z, y) = sup; |x; — -

The covering numbeN 1(F, €) of F = {ibn € bn} is upper bounded as explained
in the following subsection for the distandér,y) = > |x; — y;|. These both cove-
ring numbers deal with multi-valued functions; this is dint from usual covering
numbers.

5.2.2. Covering number of”

We assume, without loss of generality that the nodes of tyedian network are
topologically sortedi < K; for i node of the BN)

Let E}, a partition of the node set such as :
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—Ifk < k' thenV(i,j) € Ey X Ep,i < j
— There is no edge between two nodes of a saine

We call depth the numbér corresponding to the partitiof;, andi; the number
of the last element (node) @,. By conventionEy = () andly = 0.

Lemmal:

N1(Fy, 20 ¢ 4+ ¢) < N(Fj_1, €) Ning(Th, €)

where

— F}, indicates the set of the functions calculated by the bagasavork until the
level k (i.e. using only the nodes ijzl E;).

— Niyr indicates the covering number for the sup norm.

— T}, indicates the set of the vectors of the probabilities inedlin the transition
from the levelk — 1 to the levelk (itis [0, 1]2").

—nbe(k) indicates the number of the nodes of the bayesian netwoHeifevelk,
SO#E}) ;

— Iy = Y0 nbe(i);

Lemma2:|L(Q) - L(Q)] < 32, |Qi — Qil.

One can derive theemma 3 : N ([0, 1]",¢) < [5-]".
Lemma 4 : Noo (T, €) < [22eBr(h),

whereT), indicates the set of the vectors of the conditional prolizdslinvolved
in the transition from the levél — 1 to the levelk and where- (k) indicates the number
of parameters of the network involved in the transition bestwlevelk — 1 andk.

Precisely, for a fixed, Ty is the set of?(Ey| U}~ E;), theE;,i = 1, ..., k taking
the2!* possible values:(k) indicates the number of the(A;| K;) with A; € Ey, i.e.
the number of parameters for this level.

Lemma5: Let K be the number of levels ; then

K nbeli nbe(i)—1
IN1(K) < Zr(i)ln((%b

wheree; > 0, =1.K,¢ <erg,t =1.K—1,¢ =0, A(Z) =€ —€_1 and
IN1(i) = log(N1(F;,¢;)) and with the notatioAN1(0) = 0.

Theorem 6 :

=

K
IN1(e Zr ) In(nbe (k)27 =1 4 ¢) Zr )In(er(k)/R)
k=1 k=1
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with R = Zfil r(i), € = ex etIN1(e) = IN1(Fk,e¢), in particular forK the
number of the last level.

Theorem 7 : The partition{ £} } minimizing the bound of theorem 6 is the one in
which all theE, contain only one node. We have then :

IN1(e) < Z r(k)In(1 +¢€) — Z r(k)In(er(k)/R)
k=1 k=1
< RIn((1+¢€)/e)+ RH(r)
whereH (r) = — > ¢_, (r(k)/R) In(r(k)/R).
Remark 1: As R < 2%, we get a better bound on the covering number than the
one we get from the VC-dimension which2¢ /¢) .

Remark 2 : For a fixedR (total number of parameters), our inequality has a term
in log((1/¢)f) and a term which is the entropy of the vecto(1), ..., r(a)), which
shows that the less the parameters are equally distribiltednore the covering num-
ber is well controlled.

Proof of lemmal:

Letk > 1 fixed. LetPa(E}) be the set of parent nodes Bf;,. Let X be the set of
the vectors of sizeZi=1 #E: = 2l-1 representing the probabilities (hence of sum 1)
of all bayesian networks of a given structure ¢ah € bn) until the levelk — 1. More
preciselyX = {z = P(Ay,...,A;,_,)}, thel,_;-tuple of A; taking all the2!—
possible values. Let Y be the set of vectors of 26— #F: = 2l representing the
probabilities ofibn. € bn until the levelk. More preciselyY = {y = P(A44, ..., 4;,)},
thel,-tuples ofA; taking all the2* possible values.

Let’s cluster the vectors of the sé&f by classesX; such as for all: € X; the
values of the parentBa(E}) are identical. Let N be the number of such classes. Let
t1,i € [1,N],j € [1,2"()] the probability of thejth value of the new variables
(of level k) knowing a value of the clasX; (each value of the variables if; is
appropriate because, by definition/®é(.), the new variables depend only &t.( Ex,)
amongEs, ..., Ey).

Let y,y/ € Y. We can then clamy = (y1,¥y2,..,yn) Wwith
~ ~ neb(k) & .
yi = GXpt7 X 7 Xy) and Y = (Y'Y y'y) with =

1151 12 5 j2neb®) &,

Lete’ = sup, ;|t! — t"| ande = sup; | X; — X/||1. Then:

N gneb(®)
ly =o' = > I = DX+ 17X = X))
i=1 j=1
N onbve(k)

ly=y'11<>0 Y Xl + 71X — X/l
i=1 j—1
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N
_ Z 2neb(k)€/||Xi||1 + ||Xz _ X{”l < 2nbe(k,)€/ te

i=1
Therefore,
N1(F, 270 ¢ 4 €) < N(Fp_1,€)Nine(Th, €')

Proof of lemma 2 :

IL(Q)-L(Q)| = |E Z(Qi—Xi)Q—Z(QQ—X1)2| < E| Z(Qi—Xi)2—Z(Q;:—Xi)2|

%

<E|Z| xl||<E|Z|QZ QII<ZIQl Q}l

Proof of lemma 4 : Let k fixed. LetT the set ofP(E}| Uf;ll E;).

ThenP(Ex|U;Z) Ei) = [1a,cm, P(Ai|K)).
The P(A4;|K;) are probabilities and therefore lie between 0 and 1.
Let Ry, the set of the indexes of the parameters for the Igvel
We consider a fixed-skeletonS of [0, 1] 7.
Consider(p;);cr, a set of parameters for the( 4, |K;) at levelk.
t;, thej-th coefficient of the levet, is equal tof; = [], ich, Di whereh; is the list of
the indexes of the parameters involved in the calculus’ otd&fﬁmenta] ; we note
thath; is the cardinal ohbe(k).
Define(tj) = [I((ps)ien, ) t is the vector of the coefficients, is the vector of the
parameters. We want to prove tHgt(S) is a (nbe(k) x ¢)-skeleton of[ [([0, 1]%x).
In order to prove this, we note that by inductionebe (k) that|| [T(») — [T1(?')]lse <
nbe(k)[p — ']l where(p,p') € ([0, 1]%)2.

Finally, using lemma 3 :No(Ri,e) < [£]"®. Hence : Noo(Th,€) <
(nbg( )‘|r(k) m

Proof of lemmab:

From lemma 4,

Noo(Tk, E) < I‘nbe(k)‘lr(k)

Let K be the number of levels.

Fromlemma 1ye, ¢’ > 0,V1 > k< K :

N1(F, 270 ¢ 4 €) < N(Fp_1,€)Nine(Th, €')

Therefore, with the change of variable= 27¢(F)¢/ 4 ¢ :
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/

NN _c
Nl(Fkae) S N(Fk—17€ — € )Nlnf(TkH ane(k))

Hence, with the variable change’ .= ¢ — ¢’ :

€e—¢

!/
N1(Fk,€) < N(Fy—1,€)Nint(Tk, 2nbe(k))

forall e > 0, with e = ¢k,

M=

IN1(e) < (k) In(Noo(Tk, €k — €x—1))
k=1

K nbe(k)—1

IN1(e) < Z ok nbe(k;)Z
€k — €k—1
k=1
K
nbe(k)Q"be(k)*l

IN1(e _—

Z r(k A )

b
Il
-

Proof of theorem 6 :

Bounding the integer part, we can transform the lemma 5 &®#el:

K K
IN1(e) <> r(k) In(nbe(k)2"*M =1 + Ay) = " ry In(Ay)
k=1 —

and bounding\, by e,

K
7(k) In(nbe(k)2me =1 4 ¢) — Z 7 In(Ag)

Nk

IN1(e) <

>
Il

1

In particular, withA; = Z (k) (which comes from the Kuhn-Tucker condition for
the maximizatior_ 7, In(A,) under the constraily. Delta;, = €), we get

K K
IN1(e Z r(k) In(nbe(k)2m0 k) =1 4 ¢) — Z ri In(er(k)/R)
k=1 =

Proof of theorem 7 :

The theorem 6 is true for any splitting of the network in leyglrovided that a node
of alevelk does not depend upon another node of the same l&Vef\(Pa(E;) = 0).
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We can now optimize the result by changing the limits of thele.

Letk(4) be the level in which the nodéelongs. Lek(:) the number of parameters

associated to the nodgi.e. 2#X:. We have theWi € [1, a], ry;) = Zii/:(l) s(5).

Then using Theorem 6 :

K
nbe(k)Q"be(k)fl +e)
IN1(e Zr )
k=1 er(k)
hence : l
Ko nbe(k)—1
. R(nbe(k)2 +e
100 <355 s )
k=1 g=l 62] I 8 ( )
SO :
- R((lg(iy+1 — lew )Qlk('>+1*lk(i)71 te)
lNl ZS - (:(L)+1 . )
=t 62] lk()s(j)
IN1(e Z M)

i1 ngk(m s(7)
with C(k) = (lk+1 — lk)Ql’““_lk_l

Let’s assume that there existdq of cardinal> 1. To simplify the notations, we
can assume, without loss of generality that= 1 ands(l;) = Min;cp,s(i). Let
l=1.LetC(n) = n2™.

We are going to prove that the bound is better for the partisoch that we re-
movel; from the levelk, therefore adding a level only composed of nédéNe can
remark that this new partition respect the constraintsesthwere respected for the
first partition.

The terms of the bound which are modified for the first and seéqmartition are
respectively :

-1
Z s(7) ln($) +s(1) ln($)

s(1) + 225 () s() + 32521 s(d)
and l
S o@D
2y O G
The difference between the two bounds can be written :
= C(1) Y21 s() c)s(l)
d= s(7) In J s()In(—————F——
222 v (ca—1><s<1>+z;;is(j>) ol (s<l>+z§;ﬁ G
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So:
C(HA c()B

with A = 371 s(j) et B = s(1). Therefore :

T = M(OCO)/C = 1) + (1= Nin(CH( - )

: _ A
with A = IrE-

The minimum of this expression is for= 572 and so < 1n(1+g781n)
d

A+B

VAN

5.2.3. Summary of the results

We have calculated an upper bound on the covering numbeedéthily of ins-
tanced bayesian networkis: € bn for a given structurén. This structure determines
the number of parametergk) for k € [1, K| (andR = >} _, r(k)).

Then, theorem 7 states that foral> 0 :

a

IN1(e) <Y r(k)In(1+€) = > r(k)In(er(k)/R) (1)
k=1

k=1

The lemma 2 states that the conditiof{¥,g) < ¢ = |L(f) — L(g)] < e and
d(f,g) < e = |L(f) — L(g)| < e are true. So we can here apply the results stated
in the subsection 5.2.1, and then the risk to have, anfong deviation more than
is then upper bounded by= 2N1(F, ¢/4) exp(—2n(e/4)?). Therefore F(F,d) <
Vvninf{e|log(2N1(F,e/4)) — ne?/8 < logd}. We can then rewrite this as

P( sup |L(ibn) — L(bn)| > €) < 2N1(bn, e/4) exp(—ne>/8) (2

ibnebn

with bn = {ibn;ibn € bn}, andF(bn,5) < F(bn, ).

And the equation above (2), using equation (1), can be satveftiepending upon
R, H = H(r),n andd, as follows :

C=o(H - %log(éﬂ)) B= %” exp(C)

4

A=—-Rx WLambert(B) - 210g(5/2) + 2RH €= m
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4n 21 1
ne 1 .ox

1
6\ F 1
=41 ——W amber - 32 -
‘ (2) P | T Lambert R s# R
2

WhereWrampert is the function such a8/, appert () x eWramvert(®) = g,

Therefore, structural risk minimization leads to the opgiaion of L +
e(R, H(r),n,d) wheren is the number of example$, is a risk threshold, and®?
andH (r) only depend on the structure.

This provides a score for structural learning.

5.3. Results with hidden variables

We here consider the case in which variables are hidden, oaopart of all
the variables are involved in the calculusofor L. It is important to remark that it
is not equivalent to reduce the bayesian network to a smiadlgesian network. For
example, a network with a hidden variatifeand observed variables; for i € [1,d],
with dependencie®(A;|B), has only2d + 1 parameters and is difficult to model (i.e.
would need much more parameters) with a bayesian networkhalas only thed;
as variables.

By mapping a bayesian network to a vector (of sum 1) of the gibdities it cal-
culates, a bayesian network in which some variables arechiddn be mapped to a
reduced vector (the vector of marginalized probabilitiékall the variables are bi-
nary (which is the case in this paper), the number of prolisdsilto code is divided
by 2 for each variable which becomes hidden. An instance cdyesian network
(ibn) which hasv variables, and among thehhidden variables, can be identified to
an element of0, 1]2/”% summing tol, whereas the bayesian netwatk correspon-
ding which does not have hidden variables, gi2egprobabilities (hence a vector in
[0,1]%", summing tol). zbn then equalsummation(ibn), wheresummation.) is
(T1, .y Tp) — > @

As summation(.) is 1-lipschitz for the distancé(z,y) = > |z; — vl (i.e.
d(z,9) < d(z,y)), we deduce :

Proposition maximal deviation in a bayesian network with hdden variables :

The risk to have a deviation at leasfor aibn € bn is upper bounded as follows :

P( sup |L(ibn) — L(bn)| > €) < 2N1(bn, e/4) exp(—ne?/8)
bnecbn
with bn, = {ibn/ibn € bn}, andF (bn,§) < F(bn,d).

Remarks : We can notice that we don’t improve the bound in spite of tret fa
that the number of parameters is slower. We can of course dbdUn,d) by
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F(]0,1]°~1,8) if the number of hidden variables is so large that this rougbria
becomes the best.

6. Paradigms of learning

Many applications of the calculus above can be defined, irs@inee spirit of use
of covering numbers, to give :

— non-parametric non-asymptotic confidence intervals ;
— universally consistent algorithms.
We state in the sections below some of the numerous coeslare can deduce

from the calculus of covering numbers above. These corefiaiso hold with hidden
variables.

6.1. Choose between several structures of bayesian network

Let's assume that someone have to choose between sevewgitusts

bni,...,bny. Consider the algorithm that choodes,, such asnf;p,con,, L(ibn) +

F(bni,,0)/\/n is minimal and choosesibn € bn;, such asibn =
argminibnein,, L(ibn). So, the algorithm chooses thuctureminimizing the empi-
rical error penalized by a term depending upon the complefithe structure. Then,
it chooses thdayesian networkf this structure minimizing the empirical error.

Corollary C1: Then, L(ibn) < L(ibn') + € for all ibn’ € Ubn;, with ¢ =
3sup F(bn;,d)/+/n, with a risk upper bounded bys.

Proof :

Defineibn = argmingmey,vm, L(ibn). Defineibn; = argminipnepn, L(ibn).
Then,P(L(ibn;) — L(ibn;) > €/3) < § with € = 3sup F(bn;, 8)/\/n.

So, simultaneously for all, L(ibn;) — L(ibn;) < €/3, with probability1 — h4.

And therefore /L (ibn) < L(ibn)+¢/3 and by definition ofbn (note thatl,(ibn)+
F(bng,)//n < L(ibnx) + F(bnx, 8)//n whereibnx € bnx), L(ibn) < L(ibn*) +
2¢/3 and thereford.(ibn) < L(ibn*) + ¢ [

(the constang in € is not optimal)

This provides a natural criteria to choose between sevenadtares, in the spirit
of the method ofstructural risk minimization;'which is classical in learning theory.
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6.2. Comparison between local and global fitting : consistencytisé minimization
of L

Corollary C2 : Considerbn a bayesian network. Then for any distributiém

L(argminpnepnL) — iglfL
whereas for some distributior®,
L(ibn /VP(As|Ag,) € bn, ibn(A;, A, ) /ibn(Ag,) = P(A; Ak,)/P(Ak,)) 4 infonL

(i.e., calibrating each coefficient of, on P leads asymptotically to a non-optimal
ibn), with ibn(B) for B a set of variable, is the probability given by the bayesian
networkibn for the variables3.

Proof : The convergencé (argmin;ynepnl) — infy, L is an immediate conse-
quence of the finiteness of the covering number for anthe VC-dimension being
finite, the convergence is indeed almost sure. One can nat¢hi same result holds
with well-chosen nested familiés.,,, increasing with:, as explained in section 6.4.

The counter-example for the second result is :

Let P be the law defined such asP(A = true A B = true) = a, P(A =
false N B = false) = 1 — a (and P=0 for the 2 others events). Assume that=
{P(A), P(B)} (so the structurén assume the independence).

Then calibratingyn on P leads toibn(A) = P(A) — a, ibn(B) = P(B) — a.
N (ibn) (equals toL plus a constant) is, far = ibn(A) andy = ibn(B) (i.e. x is
the probability given by the bayesian network ibn for thereavé = true, and y the
probability for B = true) :

(xy —a)’ + 2?1 =y’ +y°(1 - 2)* + (1 - 2) x (1~ y) — (1 - a))?

the derivative of this expression w.z:t(as well as w.r.ty), in z = a,y = a is positive
for0 <a< % and negative fo% < a < 1. So, the solutiorr = a,y = a is not the
minimum of this equation exceptdif = % |

6.3. Universal consistency and bound with a finite number of vabias

We assume that a heuristic system is given in order to ran&rt#gncies between
variables, for the building of the structure. This methotigwever required, provides
a dependencyl; — A; that increases a dependengyA;|Ak,) to a dependency
P(Ai|Ak,uq;y)- This method is designed to increase step by step the coityptex
the structure.

Consider the following algorithm, faf{n) a sequence converging@@sn — oo :

— Considem the number of examples aidhe risk threshold chosen by the user;
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— Heuristically sort the list of dependencies (possiblywgs separate database);

— As long as the next dependency addedhtaloes not lead td(bn, d)//n >
¢(n), add the dependency the most suitable according to thestieuri

— Choosebn € bn minimizing L ;
— Claim L(ibn) < L(ibn) + F(bn,8)//n.
Corollary C3::

— with confidence at leagt— ¢, the bound provided oh(ibn) is true ;

— in the limit of a large number of examplek(ibn) converges tan fi,, L(ibn)
(inf among anyibn, independently of the structure, and not oityf;4,,c5n L(7b1)), at
least if the heuristic, within a finite number of increasestd structure, leads tn
such thatin fipnepn L(ibn) = infi, L(ibn) (this is a small and natural hypothesis as
the heuristic can simply lead to the complete graph betwéservable variables if
the number of dependencies is sufficiently large).

The proof is a consequence of the convergendg(df:, ) //n to 0 (as it is upper
bounded by(n)) asn — oc.

6.4. Universal consistency and confidence intervals with infigly many variables

We consider here an infinite number of states, but a finite rerrobexamples. Va-
riable j of example is noteda; ;. The sequence of vectot§a; 1, . . ., a; 743, . .. ) for
i € Nis assumed independently identically distributed. Thewtlgm is as follows :

1) the user provides, ¢ andd ; an oracle provides the; ; when they are required
by the program.

2) evaluatén maximal for the inclusiofi(chosen by any heuristic among multiple
possible solutions, provided that increase as increases), such thdt(bn,d) is
upper-bounded by; the variables modelled by, are the observable ones among the
union of theA; and A, such thabn is defined by theP(A4;|Ax; ) ;

3) choosebn € bn minimizing L ;
4) provide to the user a bourddibn) < L(ibn) + F(bn,8)//n;
Corollary C4 :

Let's notemod(bn) the set of events which are deterministic functions of obser
vable variables modelled biy:.

— for any £’ event depending upon a finite numbetAf, ibn(E) is evaluated ifr
is large enough and its value convergedX@~) asn — oo, if at least the heuristic
method guarantees that for a given increasing sequencéeggirsk;, the number of

1. There are infinitely many vectors but these vectors are tedalg
2. We say that a bayesian netwdrk; is included in a bayesian netwobk. if any dependency

in bn, is a dependency itne within a renumbering of latent variables.
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dependencies is bounded byas long as thé'" observable variable is not added to
the network (this is a natural requirement).

— the bound provided oh (ibn) holds with probability at least — .

— thanks to the Borell-Cantelli lemma (see e.g. [VID 97, p26he can write that
if 3=, 8, is finite (for examples,, = 1/n?) and if F(bn,,,8,)//n — 0 asn — oo,
with bn,, the structure chosen for a numbenof examples, then there is almost sure
convergence ofup |P(E) — ibn(E)| for E € mod(b,) 1o 0; we must ensuré,, <§
to assert, moreover, that the bouhtibn) + F(bn, 6)/+/n holds.

6.5. Universal consistency and convergence to the right netwofldependencies
We propose in this section an algorithm in order to build Isée networks having
two important properties :

— itis universally consistant;;
— the size of the structure converges to the optimal one.

The second point is not trivial, as it is very difficult to gaatee convergence to a
non-redundant structure.

Precisely, we claim the

Theorem 8 : universal consistency and convergence to the tdstructure

Define

ibn € argming ipn)<n L(ibn) + R(ibn,n)

whereU is an application which associates a real number to anyritiatad baye-
sian network, such that(ibn, ibns) € bn U(ibny) = U(ibnz) (i.e., two bayesian
networks having the same structure have the same imagegthiéy, and where
R(ibn,n) = R/(ibn)R(n) associates a real number to an instantiated bayesian net-
work ibn and to a sample size.

We note in the sequel (by abuse of notatioi)' (n) = {ibn; U(ibn) < n}.
Then:

1) universal consistency if HO, H1 and H2 hold, thetL (:bn) almost surely goes
toL*;

2) convergence of the size of the structure if HO, H1, H2 and H3 hold, then
R'(ibn) — R'(ibn*) whereibn* is such ad* = L(ibn*).

HO : for n sufficiently largejbn* € U~1(n);

H1: supipneu—1(n) R (ibn)R(n) — 0 asn — oo;
H2:F(U~Y(n),1/n%)/\/n — 0asn — oo;
H3:F(U~Y(n),1/n?)/(R(n)y/n) — 0 asn — oo;
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Proof :
Definebn = U~ (n) ande(bn, n) = sup;p,cr—1 (ny|L(ibn) — L(ibn)| .

Let’s proof the universal consistency under hypothesisHiQ,H2.

L(ibn) < L(ibn) + e(bn,n)
< inf L(ibn') + R(ibn’,n) — R(ibn,n) + €(bn, n)

T ibn/€bn

< Vbipefb L(ibn') + e(bn,n) + R(ibn’,n) — R(ibn,n) + e(bn, n)

< ‘binfb L(ibn') + R(ibn,n) + 2¢(bn, n)
ibn’ €bn

Thanks to H1, we only have to prove th@bn,n) — 0 almost surely.
By definition of F'(.,.), P(e(bn,n) > F(bn,1/n?)/v/n) < 1/n%

In particular, for any, H2 implies that for sufficiently large F'(bn, 1/n2)//n <
€, and soP(e(bn,n) > €) < 1/n? Thanks to the Borell-Cantelli lemma, the sum of
the P(e(bn,n) > ¢) being finite for any > 0, ¢(bn, n) almost surely converges

We have achieved the proof of consistency. We now start theffmf the conver-
gence of the size of the structure.

Thanks to HO, ifn is sufficiently largeibn™ € bn. We restrict our attention to such

L(ibn) + R(ibn,n) < L(ibn*) + R(ibn*,n)
R'(ibn)R(n) < R'(ibn*)R(n) + L(ibn*) — L(ibn)
R!(ibn)R(n) < R'(ibn*)R(n) + L* 4 2¢(bn,n) — L(ibn)

R'(ibn) < R'(ibn*) + 2¢(bn,n)/R(n)

It is then sufficient, using H3, to show thatbn,n)/R(n) — 0 almost surely.
Let's show this by Borell-Cantelli as well. By definition df(.,.), P(e(bn,n) >
F(bn,1/n?)/v/n) < 1/n.

In particular, for any ¢, H3 implies that for n sufficiently large,
F(bn,1/n?)/(R(n)y/n) < ¢, and soP(e(bn,n)/R(n) > ¢) < 1/n? Thanks
to the Borell-Cantelli lemma, the sum of tige(bn,n)/R(n) > €) being finite for
anye > 0, e(bn,n)/R(n) almost surely converges [

7. Algorithmic
We have shown in sections above that the optimizatioh tfads to better gene-

ralization properties than the usual local method. Unfuattely, in its basic formp. is
difficult to evaluate and to optimize. We propose :
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— other more practical formulations @f and algorithms for computing it (section
7.1),

— methods for adapting these algorithms to the computafithreqgradient (section
7.2).

— optimization methods (7.3), including adaptive pregigibased on estimates of
the precision of the computation of the gradient) and BFGS.

7.1. Objective functions

We here present in the following sections :

— a reformulation of the loss functiah;

— an exact method for the computationiof

— a Monte-Carlo method for the computationiof

— a method inspired by the quota method for the computatidh;of

7.1.1. Introduction

Lemma: L(Q) =1+ 5 + LS L —2Q(i.) with n the number of examples,
the number of the tuple representing the exanep(ié e is the example where all the
variables are false, thep =1, ...), andS = Zle Qi)

Proof: L(Q) = EX|Q —xI*> = L(Q) = 1 37 7 (Q(i) — x(e))? with

x(e) the vectory representing the exampie

fa

L(Q) = %Z ((Q(ie) -)*+ Q(i)2)

i=1, iz,

The term_" | —2Q(i.)? is easily tractable, as it can be computediitun).
Hence, computingi(Q) is difficult due toS.

We then propose other formulations®that allow computational feasibility.

Remark : Many works have been devoted to the computation of sums digtnie
lities (marginalization for inference) is a sum of squared probabilities so it is likely
that techniques like those involved in [LAU 88, COZ 00, KSC GUO 02] could be
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applied in this context also. We can then expect huge impnevds in our computa-
tion times/precisions.

7.1.2. Properties of the objective function

As we want to optimizel,, we want to examine the properties of the objective
function. The gradient issue will be examined in section 7.2

The S term (see above) is convex, and one could think thas also convex.
The convexity of L depends on the distribution of the examples, by the term
—% ", Q(ie)* . The figure 3 shows a counter example of an objective function

L which is not convex. However, we have observed experimigrtiat L is often
roughly convex.

P(AO=1 and Al=1)=p
P(A0=0 and A1=0) = 1-p

Structure Structure
of generator of learner

Objective surface (p=0.25)

Naive learning :
P(AO=1)=p
P(Al=1)=p

S
e S ’J@f"’"’m{
—
? R Ist parameter 1 : P(AO=1)

2rd parameter : P(Al=1)

Figure 2. An illustration of why optimizing globally the parametessa good idea.
We plot here the objective surfack)(in function of the two parameters for a 2 nodes
"naive" bayesian network. The structure of the learner isgnted on the up-right of
the figure. The structure of the generator of the law is presgton the up-left of the
figure. The parameters coming from frequentist learninghmeis represented by the
intersection of the three lines parallel to the axis on threéhdimensional graphic. We
see that this point is not the optimum of the objective fancti
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\
th variable=1) \

\

1

0o 5 10 15 20 25 30
x=P(Lst variable=1)=P(2ih variable=1)

Figure 3. Left hand graph: objective functionL in function of the two parameters
for a 2 nodes "naive" bayesian netwoRight hand graph: diagonal cut of the left
hand graph. This shows that the objective functiocan be no convex.

7.1.3. Exact method for the evaluation 6f

Thanks to the decomposition of the product law we proposdgorithm to com-
pute S in less thar2® operations. The number of operations required to comgute
depends on the structure of the bayesian network. A simplectsre leads to less
calculus.

Roughly speaking, the main ideas are as follows :

— we start with a set of nodds, called the front, reduced at the empty set at the
beginning, and that moves across the bayesian networkfhgug "reverse order"
for the topological order, as far as this notion makes semse $et of nodes), and;,
initialized to the empty set.

— during all the process is known at all the nodes in the front.
—fort=1,...,a,the front evolves as follows :
- a; is thet'" node in reverse topological order (multiple possible chsiare
heuristically decided as explained below);
- we add this point to the front;;
- we add in the front all points necessary for its consistency
- S'is computed for any new element in the front so thias always known for
all elements in the front.
F'andC" are the empty list.
For anyt € [[1, a]],
- F'is alist of f; subsets of|1,a||; F* = (FY, ..., F},), is initialized fort = 1 at
the empty listF'! = ();
—C'isalistof f; subsets of|1, al]; C* = (C1, ..., C},), is initialized fort = 1 at
the empty listC? = () ;
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—dom! is a subset off1, a]] ;

— L' is alist of f; applications fromiom! to {0, 1}.

—a; € [|1,al]] is the node chosen (the choice is performed as defined betow) a
stept.
They are defined by induction € [[1,a]]) by :

—a¢ is chosen among the last nodes in topological order amongaties that are
different of thea, for s < ¢ (i.e.a; € [[1,a]] \ {as; s < t} anda, has no successor
in [[1,a]]\ {as; s < t}); if manya, are possible, it is chosen such thatt| (defined
below) is minimal ;

—I; ={ie[1, fi]/ar € C!} is alist of integers;;

~C"t = Uier, Cf U Ka, \ {at} is asubset ofi1, al] ;

= Ot = (C)igr, 1<i<f,-(C':) wherea.b is the concatenation of listsandb ;

_gttl (Sf)ieft,gigft ) (c/ c 920t ., P(as|c')? Tics, Sf(cidomf))
(whereay, is the restriction of: to the domairb)

—Fitt = (sz)i€1t,lﬁi§ft ' (UiGIt Fit U {at})
— fix1 = |F**1] (length of the list)
—dom"™ = (dom}), .y, 1 <ic, 2(C"y)

S is equal to the product of the’.

One can verify by induction that for antye [[1,d]], for any1l < i < f, S¢, the
following holds :S! : ¢ — Zveﬁ P(v|c)?. This implies the consistency of the exact
method.

7.1.4. Approximate methods for the computatiorsof

L and its gradient are hard to compute. In this section we defigerithms ap-
proximatingsS in an efficient manner. The most simple is Monte-Carlo, andlefne
improvements of Monte-Carlo based on regular samplings.

S = Zf;l Q(i)? can be written a§ = EQ(i), E being the expectation under the
law Q. We are going to approximate this expectation thanks to tefgample drawn
according to law@ (possibly with some bias in order to improve the precisi@e s

below). Now,L is the approximate of. whereS is replaced by an empirical mean on
a finite sample.

S is the most computationally expensive termigthe other one (see section 4.1)
being computable in an exact manner. We present here theeMeerio method, and
improved other methods, for the computation$fThe same methods can also be
used for the computation &f S (see section 7.2) , both of them being necessary either
for the gradient descent or for the BFGS method.
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We also present the estimation of variance in the case of 8@Gatrlo ; the same
estimate will be used for other approximate methods.

7.1.4.1. Monte-Carlo method for the computatiortof

The most straightforward solution is the Monte-Carlo methqust simulate the
law @ associated to the network and average the restllis therefore approximated
by E;;l Q(e;) where thee; are i.i.d among), 1* with distribution of probabilityQ.

Now, let's consider the estimation of variance. We constidecase of the approxi-
mation of VL, the case of. being similar (just consider dimension 1).

For the sake of clarity, we notg = VL the exact gradient angl = VL the
approximate gradient. Then,

d

13— gl = > (6 — 9> ~ Zﬁ%y _ %Z@?Nf

=1

We now assume independence of fiie This is an approximation. Then,

1 1
Ellg =gl =~ olEN} = -3 o} asEN? =1

1 2
Var|lg —g|* = o Z o}Var(N?) = 3 Zaf asVar(N;) =2

where theN; are independent standard normal variables (expectéatiariancel),
o; is the standard deviation of the gradient restricted to dimate:, n is the number
of draws for the Monte-Carlo method.

We can then use as bound 1 — g||* a formula like - (Z o? + \/2203).

7.1.4.2. Quotas Method for the computationsof

A more stable solution is defined as follows. We consideRthpossible values of
the whole set of variables, in lexicographic order, withithpgobabilitiesq, ¢o, ...,
2i—1

q22. Then, we consider; = 55z fori = 1,...,2% Then, we consider the average

of the;, wherej; is minimal such tha} 7", g, > ;.

If the lexicographic order is with respect to an ordering afigbles in topological
order, this is easy to implement until large number of exaspl
7.2. Computation of the gradient

The gradient ofS is the main difficulty in the computation of the gradientiof
We show here how S can be evaluated in a similar manners&s
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Consider the following high-level definition ¢f :
S=>5;
J
wherej is an index on all possible assignments of éheariables, and
S; =Wer,piWicr, (1 — p;)?
whereVy; I; N I'; = ( andvi; |[{j;i € I; U I}}| = 1. Then

05,
Opi
= —25/(1 _pi) ifi € I/j

ZOifigijI/j

So, the Monte-Carlo method can be adapted in the followingmea:

— draw examples as in the computation/of

— for each example, adapt the at magparameters that are concerned (one per
variable).

So, for a given number of examples, the algorithmic compyeigiat most multiplied
by a. The quota method can be adapted in the same way.

The exact method can be adapted in the following manner :
— for each parametey; of the bayesian network :

- fix the value of the parent-variables gpis relevant;;
- evaluatesS for the bayesian network with these fixed values;;
- apply formulas above providingS/dp;.

BFGS is able of approximating the hessian thanks to suaeegsdients in a very
efficient manner; so the gradient will be enough for optirtimabelow.

7.3. Optimization

We now turn our attention to the optimization methods suétddr L.

Gradient descent is a very simple solution for non-lineairogation. It is used
for comparison with BFGS. BFGS is a classical algorithm fon+inear optimization,
with the following characteristics :

— superlinear in many cases;

— needs only the gradient and approximates the hessiangharthe successive
values of the gradient.
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We used Opt++ and LBFGSB, freely available on the web, as Bé@igization soft-
wares. The results presented below come from LBFGSB, adarBFGS algorithm
for bound-constrained optimization.

8. Experiments

We defined in section (5) some objective functions with gdatistical properties.
We defined in 6 some algorithms for the optimization of thdgeative functions.

We present in the following subsections :

—the questions (both about statistical significance andrifgnic complexity)
that we want to answer by empirical studies;

— the empirical results.

We aim at answering the following questions :

1) is the entropy of the network relevant or just a seconceptigeoretical point ?
2) are our algorithms for the computation Sfand its derivative efficient in the
following cases :
- exact method;
- Monte-Carlo method with/without random seed or with quota
in particular, depending upon the dimension/sample size.

3) is the superiority of the optimization df on the local method as shown in
section 6.2 validated by practical experiments ?

8.1. Is the entropy of the network relevant or just a second-ordleeoretical point ?

We have shown in theorem 7 and in section 5.2 that the demifio— L were
bounded above by a term depending onené&opyof the network, and not only on
the number of parameters. We now experiment this elemeitlasvs :

— generate randomly a bayesian network,

— randomly draw a data sé with this bayesian network,

— for many values of :

- generate randomly many learnéys. . ., [,,, with & parameters, with entropy
Ifl7 ceey Hm i

- learn (i.e. optimizel) with each of these learners. Defiie the empirical
error of[;.

- evaluateL for each of these learning; defirlg the generalization error of
learneri;.

- plot L, — L; as a function of{;
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We show the result with 10 nodes in figure 4. Hence, this shoyer@mentally that,
with a number of parameters fixed, the entropy term reflecis tive complexity of
the structure, whereas it doesn’t appear in usual scores.cbnfirms the theoretical
results.

81 paramlepai@nitetios 3.66278)
0.054 T T

0.052 |-

0.048 |-

0.046 |-

0.044 |-

0.042 |-

n n n n n n
0.8 1 12 14 16 18 2 22

Figure 4. X-ordinate : entropy. Y-ordinate : averagebf— L; (+ standard deviation).
The positive correlation is clear.

8.2. Are our algorithms for the computation ob' and its derivative efficient ?

We below perform experiments in order to validate the apjpnation of S and
VS (sub-section 1) and then test them inside an optimizatiop (sub-section 2).

8.2.1. Preliminary experiments on the approximation$of

We compare below i) the exact method ii) the Monte-Carlo moeétii) the quota
method.

The experimental setup is as follows : 10 bayesian netwakkg@nerated ; their
gradients are computed with each method ; we compute th@/eedaror ; we averaged
the results. We experimented random bayesian networksh: maae; has2 parents
randomly drawn amon(ji — 6, ¢ — 3]] and2 parents — 2 andi — 1.

The results are the following for the computation of the dstive. The sample size
is the sample size of the approximate methods. These expetsrhave been ran on a
pentium 4, 3.0 GHz.
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Algorithm | Time | Relative error
nb nodes=20, sample size = 10000
Exact 0.68+ 0.07 0.
Monte-Carlo| 0.04+ 0.003| 0.07+ 0.02
Quotas 0.04+ 0.005| 0.01+ 0.003
nb nodes=30, sample size = 10000
Exact 1.85+ 0.15 0.
Monte-Carlo| 0.06+ 0.004 | 0.11+ 0.02
Quotas 0.06+ 0.000 | 0.05+0.03
nb nodes=50, sample size = 30000
Exact 6.26+ 0.33 0.
Monte-Carlo| 0.29+ 0.01 0.19+0.04
Quotas 0.30+ 0.01 0.1740.04

The results are :

— the exact method is validated (error O at each run);

— results are better for the quotas method than for the naimeté4Carlo method,
at least for a moderate number of parameters. For huge diore(&0 nodes, roughly
700 parameters), the quotas method is roughly equivalehetMonte-Carlo method ;
as usually in the general case of quasi-Monte-Carlo methbdgase of huge dimen-
sion is difficult (see e.g. [SRI 00]).

8.2.2. Optimization through the approximate computatiorbdnd V.S

We have shown above that approximate methods are preciséasindVe now
show that the whole optimization algorithm based on the @xprate methods are
reliable. The goal is to find optimal values of parametersief@N for L. We therefore
plot the evolution of the (exact) objective functidnwhen we use BFGS with the
estimators ofS and the estimate o7 S.

The experimental setup is as follows :

- defineﬁ the approximation of. by the quota method ;

- optimizei thanks to BFGS ; increase the number of examples when

Var(%z) > o X ||6\IA/||2
for typically a = 0.1 where

- L is the objective function (see section 4.1);
- %E is the estimate of the gradient ffthrough the quota method ;
- Var&\ﬁ) is the variance of the estimate OfL, by the quota-method,

The structure of the bayesian networks used for learning ish@wn in section
8.2.1. This generation is in favor of the exact method as #tevork has bounded
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width. The results are presented in figure 5. Thanks to thecpéar structure of the

network, the exact method remains very efficient even for@fes ; the approximate
method is however faster than the exact one. Note that theoxippate method can
deal with the general case, whereas the exact one might b@retractable.

Number of nodes : 20 ; maximum/minimum value : -3.83512e-05/-6.37733e-05 Number of nodes : 30 ; maximum/minimum value : -0.0679908/-0.389149

Exact —e— Exact —o—
approximate - s approximate -+~

/e function (percents

Objective f
X

Figure 5. Evolution ofL as time increases, when i) BFGS uses the exacand L ;

i) BFGS uses the approximaféL and L. First : 20 nodes. Second : 30 nodes. The
structure and parameters are randomly drawn as explaineskiction 8.2.1. We see
that the computations are much faster with the approximag#nhods.

These experiments have shown that the optimization isgadatand so we de-
monstrate the "proof of concept” of the method. In orderéatimuch larger bayesian
networks, we can expect huge improvements as pointed oul it ffom adaptation
of state of the art inference algorithms.

8.3. Is the superiority of the optimization of. on the local method as shown in
section 6.2 validated by practical experiments ?

The experimental setup is as follows :

— randomly draw one generat6t;

— randomly draw structur$ for learning ;

— generater examples fronGG ;

— learn a bayesian network with structufen these examples;

— computel with respect to the distribution associated®o

In our experiments, all networks have size 10 nodes, andhéosake of statistical
significance, 10 different generators were drawn and tested the random draws
of the structures were paired (i.e., the 50 differéhtirawn for each generator are

the same for all the generators). We testedetween100 and900. The results are
presented in figure 6.

We plot the difference between the generalization errothedeneralization error
of the generator (best possible error with this distriba}iaZero error can then be
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0.01 F—T T T T T T 001 F—T T T T T T
best BN, naive learning —e— BN, naive learning —e—
best BN, global learning —<— BN global learning —>—

0.008 - 1 0.008 |- 1
I

0.006 | 1 0.006

0.004 W 0.004 R S E S FE ¥ F
0.002 M 0.002 B

100 200 300 400 500 600 700 800 900 100 200 300 400 500 600 700 800 900

Figure 6. X-coordinate : Number of examples. Y-coordinate : Error @mgralization
minus optimal generalization errod(— L(g) whereg is the generator). Results are
averaged among 10 randomly drawn generators and 50 randdnalyn structures
for learning.

achieved with a perfect structural learning algorithm, pedect parameters. Here we
can experimentally see that the global optimization mettivitle by a factor of two
the error, without any structural learning algorithms, ethiare generally very costly
and suboptimal.

9. Conclusion

In this paper, we have proposed insights in bayesian netligarking using statis-
tical learning theory.

Among all, we
1) proposed a criterion of quality of an instanced bayese&wark, and evidences

of its relevance for some applications;;

2) have proved bounds on covering numbers of bayesian nletwtiteorem 7,
section 5);

3) proposed scores for choosing between structures, witloie $aking into ac-
count the structural entropy of the network. Multiple cdawwes have been shown in
section 6.

4) proposed a paradigm for parameter-learning which ib#tan the traditional
frequentist method.
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5) proposed an algorithm with guaranteed universal cosrsist and almost sure
convergence towards a structure with optimal size (the@em

We then proposed new algorithms (section 7) in order to toeatioss function
which is more complicated than the frequentist parametdnaSection 7 shows expe-
rimentally the relevance of the work and the adequacy betileetheoretical results
and experiments.

The drawback of the loss function is the computation ovedHealearning the
parameters. However, in order to learn in larger bayesidwark&s, we can expect
improvement using adaptations of inference algorithmes(eenark in 7.1.1). Futher-
more, the experiments in 8.3 show that we can in some respeit a very costly
structural learning procedure.

Moreover, the entropy term in the estimation of the ovenfigtof a structure is
theoretically and experimentally shown (theorem 7 andieed.1). More precise
structural learning experiments, using a score taking &goount the entropy of the
structure, have yet to be conducted.
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